Abstract: Policy gradient methods have demonstrated success in reinforcement learning tasks with high-dimensional continuous state and action spaces. But they are also notoriously sample inefficient, which can be attributed, at least in part, to the high variance in estimating the gradient of the task objective with Monte Carlo methods. Previous research has endeavored to contend with this problem by studying control variates (CVs) that can reduce the variance of estimates without introducing bias, including the early use of baselines, state dependent CVs, and the more recent state-action dependent CVs. In this work, we analyze the properties and drawbacks of previous CV techniques and, surprisingly, we find that these works have overlooked an important fact that Monte Carlo gradient estimates are generated by trajectories of states and actions. We show that ignoring the correlation across the trajectories can result in suboptimal variance reduction, and we propose a simple fix: a class of trajectory-wise CVs, that can further drive down the variance. The trajectory-wise CVs can be computed recursively and require only learning state-action value functions like the previous CVs for policy gradient. We further prove that the proposed trajectory-wise CVs are optimal for variance reduction under reasonable assumptions.
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1 Introduction

Policy gradient methods [1–6] are a popular class of model-free reinforcement learning (RL) algorithms. They have many advantages, including simple update rules and convergence guarantees [2, 7–9]. However, basic policy gradient methods, like REINFORCE [1], are also notoriously sample inefficient. This can be attributed, at least in part, to the high variance in Monte Carlo gradient estimates, which stems from both policy stochasticity necessary for exploration as well as stochastic environmental dynamics. The high variance is further exacerbated as the horizon becomes longer and the dimension becomes higher. If the variance of gradient estimates can be reduced, then the learning speed of policy gradient methods can be accelerated [10, 6].

Variance reduction has been studied since early work of policy gradient methods. For example, function approximators (critics) have been adopted to (partially) replace the Monte Carlo estimates, which reduces variance but at the expense of bias in the search direction [2, 11–15]. This bias-variance tradeoff can work well in practice, but can also diverge when not tuned carefully [14, 16, 9].

Another line of research uses the control variate (CV) method from statistics, which can reduce variance in Monte Carlo methods without introducing bias [2, 17–24]. For policy gradient algorithms, specialized CV methods have been proposed to take advantage of structures inherent in RL. Especially, the state dependent CVs (also known as baselines or reward reshaping [17, 19]) have been thoroughly investigated [18]. Common state dependent CVs are constructed as approximators of the policy’s value function, which admits update rules based on policy evaluation techniques. Overall, state dependent CVs are simple to implement and have been found to be quite effective, but they can still lead to detrimentally high variance, especially in problems that have a long horizon. This
issue has motivated a recent development of state-action dependent CVs [20–23, 25] that can further reduce the variance due to randomness in the actions the previous state-only CVs fails to manage.

Considering the decades-long development of CV methods, one might wonder if there is a need for new policy gradient CV techniques. In this paper, we argue that the past development of CVs for policy gradients has overlooked an important fact that the Monte Carlo gradient estimates are generated by rolling out a policy and collecting statistics along a trajectory of states and actions. Instead the focus has been on sampling pairs of states and actions, ignoring the correlation between states and actions across time steps. Recently Tucker et al. [23] empirically analyzed the variance of instantaneous state-action pairs and compared this to the variance correlations across time steps in multiple simulated robot locomotion tasks. They found that the variance due to long-term trajectories is often larger than the variance due to instantaneous state-action pairs. This finding implies that there is potential room for improvement.

In this paper, we theoretically analyze the properties of previous CVs, and show that indeed the variance due to long-term trajectories can have non-negligible effects. Motivated by this observation, we propose a family of trajectory-wise CVs, called TrajCV, which recursively augments existing CVs with extra terms to additionally cancel this long-term variance. We show that TrajCV is particularly effective when the transition dynamics, despite unknown, is close to deterministic. Like existing CVs, TrajCV requires only approximates of the state-action value function (i.e. Q-function) of a policy. Therefore, the performance of TrajCV can benefit directly from the development of policy evaluation techniques. Moreover, we prove that TrajCV is optimal for variance reduction under reasonable assumptions. These theoretical insights are validated in simulation.

Upon finishing this work we discovered a recent technical report [24] that is motivated similarly and details exactly the equation (11) that TrajCV uses. Their empirical results on simulated LQG tasks are encouraging too: TrajCV demonstrated superior performance compared with previous state and state-action dependent CVs. By contrast, we derive TrajCV following a completely different route, which brings extra insight into the previous deficiency and suggests natural ways for improvement. In addition, we analyze other potential trajectory-wise CVs and prove the proposed idea is optimal.

## 2 Problem Setup and Background

We consider episodic policy optimization in a finite-horizon Markov Decision Process (MDP) [26, 27] with horizon \( h \), state space \( S \), action space \( A \), instantaneous cost function \( c : S \times A \rightarrow \mathbb{R} \), initial state distribution \( p_{\text{init}} \), and dynamics \( P \)\(^1\). Given a parameterized stochastic policy class \( \Pi \) the goal is to search for a policy in \( \Pi \) that achieves low accumulated costs averaged over trajectories

\[
J(\pi) := \mathbb{E}[\sum_{t=1}^{h} C_t], \quad \text{where} \quad C_t := c(S_t, A_t), \quad S_1 \sim p_{\text{init}}, \quad A_1 \sim \pi_{s_1}, \quad S_{t+1} \sim P_{S_t, A_t} \tag{1}
\]

where \( P_{s,a} \) denotes the distribution of the next state after applying action \( a \in A \) at state \( s \in S \), and \( \pi_s \) denotes the distribution of action at state \( s \in S \). Note that \( S_t \) and \( A_t \) are the sampled state and action at step \( t \). For simplicity of writing, we embed the time information into the definition of state, e.g., \( c(S_t, A_t) \) can represent non-stationary functions. The randomness in (1) consists of the randomness in the start state, policy, and dynamics. In this work, we focus on the case where the dynamics \( P \) and the start state distribution \( p_{\text{init}} \) are unknown, but the instantaneous cost \( c \) is known.

**Notation** We use uppercases to denote random variables, such as \( S_t \) and \( A_t \), with the exception of \( J \). We will use subscript \( i..j \) to denote the set of random variables, i.e. \( X_{1..5} = \{X_1, \ldots, X_5\} \), and \( \epsilon_{ij} \) to denote summation (i.e. \( C_{1..h} = \sum_{t=1}^{h} C_t \)). As we will be frequently manipulating conditional distributions, we adopt the subscript notation below to write conditional expectation and variance.

For \( \mathbb{E}_{X,Y}[f(X,Y)] \) of some function \( f \), \( X \) denotes the random variable where the expectation is defined and \( Y \) denotes the conditioned one. Furthermore, for \( f(X_{1..N}, Y) \), we use \( \mathbb{E}_{Y}[f(X_{1..N}, Y)] \) as a shorthand to denote taking the expectation over all other random variables (i.e. \( X_{1..N} \)) conditioned on \( Y \). This subscript notation also applies to variance, which is denoted as \( \text{Var} \).

### 2.1 Policy Gradient Methods: Pros and Cons

The goal of this paper is to improve the learning performance of policy gradient methods [1, 7, 2–4, 13, 5, 6]. These algorithms treat minimizing (1) as a first-order stochastic non-convex optimization problem, where noisy, unbiased gradient estimates of \( J \) in (1) are used to inform policy search.

\(^1\)We use one-based indexing throughout the manuscript.
The basic idea is to apply the likelihood-ratio method to derive the gradient of (1). Let us define $N_t := \nabla \log \pi_{S_t}(A_t)$, where $\nabla$ is the derivative with respect to the policy parameters, and define $q^\pi$ as the Q-function of $\pi$; that is, $q^\pi(S_t, A_t) = \mathbb{E}[C_{t:h}]$ where the expectation is generated by taking $A_t$ at $S_t$ and then $\pi$ afterwards. Define $G := G_{1:h}$ and $G_t := N_t C_{t:h}$. Then it follows [1]

$$
\nabla J(\pi) = \mathbb{E}[\sum_{t=1}^{h} N_t q^\pi(S_t, A_t)] = \mathbb{E}[G],
$$

where the second equality is due to $q^\pi(S_t, A_t) = \mathbb{E}[C_{t:h}]$. Eq. (2) is an expectation over trajectories generated by running $\pi$. Thus, we can treat the random vector $G$ as an unbiased estimate of $\nabla J(\pi)$, which can be computed by executing the policy $\pi$ starting from initial distribution and then recording the statistics $G_t$, for $t \in \{1, \ldots, h\}$. This technique is known as the Monte Carlo estimate, which samples i.i.d. trajectories from the trajectory distribution in (1) to approximate the expectation.

The policy gradient methods (e.g. REINFORCE [1]) optimize policies based on gradient estimates constructed using the above idea. They have numerous advantages, such as straightforward update rules and convergence guarantee [2, 7–9]. But simply using the Monte Carlo estimate $G$ in policy optimization (i.e. the vanilla implementation of REINFORCE) can result in poor performance due to excessive variance [13, 14]. Therefore, while ideally one can apply standard first-order optimization algorithms, such as mirror descent [28], with the random estimate $G$ to optimize policies, this often is not viable in practice. They would require a tremendous amount of trajectory rollouts in order to attenuate the high variance, making learning sample inefficient.

The high variance of $G$ is due to the exploration difficulty in RL: in the worst-case, the variance of $G$ can grow exponentially in the problem’s horizon [29, 30], as it becomes harder for the policy to visit meaningful states and get useful update information. Intuitively we can then imagine that policy optimization progress can be extremely slow, when the gradient estimates are noisy. From an optimization perspective, variance is detrimental to the convergence rate in stochastic optimization. For example, the number of iterations for mirror descent to converge to an $\epsilon$-approximate stationary point is $O((\text{Tr}(\text{Var}[G])) + 1)/\epsilon^2)$, increasing as the problem becomes more noisy [10]. Therefore, if the variance of estimates of (2) can be reduced, the policy gradient methods can be accelerated.

### 2.2 Variance Reduction and Control Variate

A powerful technique for reducing the variance in the Monte Carlo estimates is the CV method [31, 32]. Leveraging correlation between random estimates, the CV method has formed the backbone of many state-of-the-art stochastic optimization algorithms [33–35], in particular, practical policy gradient methods for RL [18] because of the high-variance issue of $G$ discussed in the previous section. Below, we review the basics of the CV method as well as previous CV techniques designed for reducing the variance of $G$. Without loss of generality, we suppose only one trajectory is sampled from the MDP to construct the estimate of (2) and study the variance of different single-sample estimates. We remind that the variance can be always further reduced, when more i.i.d. trajectories are sampled (i.e. using mini batches).

### 2.3 Control Variate Method and Difference Estimator

Consider the problem of estimating the expectation $\mathbb{E}[X]$, where $X$ is a (possibly multivariate) random variable. The CV method [31, 32] is a technique for synthesizing unbiased estimates of $\mathbb{E}[X]$ that potentially have lower variance than the naive sample estimate $X$. It works as follows:

Assume that we have access to another random variable $Y$, called the CV, whose expectation $\mathbb{E}[Y]$ is cheaper to estimate than $\mathbb{E}[X]$. Then we can devise this new estimate by a linear combination,

$$
X - \Omega^\top(Y - \mathbb{E}[Y]),
$$

where $\Omega$ is a properly-shaped matrix. Due to the linearity of expectation, the estimate in (3) is unbiased. Suppose $Y$ is in the same dimension as $X$. One can show that the optimal $\Omega$ is $\Omega^* = \frac{1}{2} \text{Var}[Y]^{-1} (\text{Cov}[X, Y] + \text{Cov}[Y, X])$. When data are too scarce to estimate $\Omega^*$, $\Omega$ usually set as the identity, which often works well when $Y$ is positively correlated with $X$. The resulting estimate $X - (Y - \mathbb{E}[Y])$ is known as the difference estimator [32] and has variance $\text{Var}[X - Y]$, meaning that if $Y$ is close to $X$ then the variance becomes smaller. In the following, we concentrate on the design of difference estimators; we note that designing a good $\Omega$ is an orthogonal research direction.

### 2.4 Common Control Variates for Policy Gradient Methods

The art to various CV methods lies in the design of the correlated random variable $Y$. The choice is often domain-dependent, based on how $X$ is generated. When estimating the policy gradient in (2),
many structures (e.g. the Markov property) can be leveraged to design CVs. We discuss properties of these designs below. Following previous works (e.g. [18, 23]), here we focus on the policy gradient component $G_t$ of $G$ given in (2) for simplicity of exposition.\(^2\)

The most commonly used CVs for policy gradient [1, 17, 18] are state-dependent functions $\hat{v} : \mathcal{S} \to \mathbb{R}$, which leads to the difference estimator

$$G^I_t := G_t - \left( N_t \hat{V}_t - E_{A_t|S_t}[N_t \hat{V}_t] \right) = G_t - N_t \hat{V}_t, \quad \text{where } \hat{V}_t := \hat{v}(S_t),$$

and the expectation vanishes as $E_{A_t|S_t}[N_t \hat{V}_t] = \hat{V}_t \nabla E_{A_t|S_t}[1] = 0.\(^3\)$ Recently, state-action CVs $\hat{q} : \mathcal{S} \times \mathcal{A} \to \mathbb{R}$ have also been proposed [20–23, 25, 36], in an attempt to reduce more variance through CVs that better correlate with $G_t$. The state-action CVs yields the difference estimator

$$G^{SA}_t := G_t - \left( N_t \hat{Q}_t - E_{A_t|S_t}[N_t \hat{Q}_t] \right), \quad \text{where } \hat{Q}_t := \hat{q}(S_t, A_t).$$

Usually $\hat{v}$ and $\hat{q}$ are constructed as function approximators of the value function $v^\pi$ and the Q-function $q^\pi$ of the current policy $\pi$, respectively, and learned by policy evaluation, e.g., variants of TD($\lambda$) [37], during policy optimization. Therefore, these methods can also be viewed as unbiased actor-critic approaches. In practice, it has been observed that these CVs indeed accelerate policy optimization, especially in simulated robot control tasks [20, 21, 23, 25, 36].

### 3 Why We Need New Control Variates

Given the decades-long development of CVs for policy gradient reviewed above, one might wonder if there is a need for new CV techniques. If so, what is the additional gain we can potentially have? To answer this question, let us first analyze the variance of policy gradient component $G_t$ and how the CVs above reduce it. By the law of total variance\(^4\), $\text{Var}[G_t]$ can be decomposed into three terms

$$\text{Var}[G_t] = \text{Var}_S \left[ N_t \hat{V}_t \right] + \text{Var}_A \left[ N_t \hat{V}_t \right] + \text{Var}_S, \quad \text{where } \left[ N_t \hat{V}_t \right] := E_{A_t|S_t} \left[ N_t \hat{V}_t \right].$$

where the first term is due to the randomness of policy and dynamics before getting to $S_t$, the second term is due to policy randomness alone at step $t$, i.e. selecting $A_t$, and the third term is due to again both the policy and the dynamics randomness in the future trajectories, i.e. after $S_t$ and $A_t$. We can measure the size of these three terms by their trace and define

$$\forall S_t := \text{Tr} \left( \text{Var}_S \left[ N_t \hat{V}_t \right] + \text{Var}_A \left[ N_t \hat{V}_t \right] \right), \quad \forall A_t | S_t := \text{Tr} \left( \text{Var}_A \left[ N_t \hat{V}_t \right] \right),$$

$$\forall S_t, A_t := \text{Tr} \left( \text{Var}_{S_t, A_t} \left[ N_t \hat{V}_t \right] \right).$$

Hence, $\text{Tr} \left( \text{Var}[G_t] \right) = \forall S_t + \forall A_t | S_t + \forall S_t, A_t$. The following theorem shows the size of each term when the policy is Gaussian, which is commonly the case for problems with continuous actions.

**Theorem 3.1.** Suppose the policy $\pi$ is Gaussian such that $\pi_{S_t}(A_t) = \mathcal{N}(A_t|\mu_\pi(S_t), \sigma I)$, where $\mu_\pi$ is the mean function, and $\theta$ and $\sigma > 0$ are learnable parameters. Assume the cost function $c$ is bounded and the Q-function $q^\pi(s, a)$ is analytic in $a$. Then for small enough $\sigma$, it holds that

$$\forall S_t = O(h^2), \quad \forall A_t | S_t = O \left( \frac{h^2}{\sigma^2} \right), \quad \text{and } \forall S_t, A_t = O \left( \frac{h^2}{\sigma^2} \right).$$

Here we focus on the effects due to the problem horizon $h$ and the policy variance $\sigma$. Theorem 3.1 shows that, when the stochasticity in policy decreases (e.g. when it passes the initial exploration phase) the terms $\forall A_t | S_t$ and $\forall S_t, A_t$ will dominate variance in policy gradients. An intuitive explanation to this effect is that, as the policy becomes more deterministic, it becomes harder to approximate the derivative through zero-order feedback (i.e. accumulated costs). In particular, one can expect that $\forall S_t, A_t$ is likely to be larger than $\forall A_t | S_t$ when the variation of $C_{t|h}$ is larger than the variation of $\hat{q}^\pi(S_t, A_t) = E_{A_t|S_t}[C_{t|h}]$. After understanding the composition of $\text{Var}[G_t]$, let us analyze $\text{Var}[\hat{G}^SA_t]$ to see why using Q-function estimates as CVs (in Section 2.4) can reduce the variance.\(^5\) Akin to the derivation of (6), one can show that $\text{Var}[\hat{G}^SA_t]$ can be written as

$$\text{Var}_S \left[ N_t \hat{V}_t \right] + \text{Var}_A \left[ N_t \hat{V}_t \right] + \text{Var}_S \left[ \hat{Q}_t \right] + \text{Var}_A \left[ \hat{Q}_t \right].$$

\(^2\)Without any assumption of the MDP, the variance of $G$ can be bounded by the variance of $G_t$ (Appendix A.3). Tighter bounds can be derived when assumptions on the MDP is made, e.g., faster mixing rate [18].

\(^3\)State dependent functions naturally include non-stationary constant baselines in our notation.

\(^4\)The law of total variance: $\text{Var}[f(X, Y)] = E_X \text{Var}_Y[f(X, Y)] + \text{Var}_X E_Y[f(X, Y)]$ [38].

\(^5\)Discussion on $\text{Var}[\hat{G}^S_t]$ is omitted in that $\hat{G}^S_t$ is subsumed by $\hat{G}^SA_t$. 
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Comparing (6) and (8), we can see that the CVs in the literature have been focusing on reducing the second term $\text{Var}_{A_t|S_t}$. Apparently, from the decomposition (8), the optimal choice of the state-action CV $\hat{q}$ is the Q-function of the current policy $q^\pi$, because $q^\pi(S_t, A_t) := \mathbb{E}_{[S_{t+h}, A_{t+h}]}[C_{t+h}]$, which explains why $\hat{q}$ can be constructed by policy evaluation. When $\hat{q} = q^\pi$, the effect of $\text{Var}_{A_t|S_t}$ can be completely removed. In practice, $\hat{q}$ is never perfect (let alone the state-dependent version); nonetheless, improvement in learning speed has been consistently reported.

However, Theorem 3.1 suggests that $\text{Var}_{S_t,A_t}$ can be in the similar magnitude as $\text{Var}_{A_t|S_t}$, implying that even when we completely remove the second term $\text{Var}_{A_t|S_t}$, the variance of the gradient estimate can still be significant. Indeed, recently Tucker et al. [23] empirically analyzed the three variance components in (8) in LQG and simulated robot locomotion tasks. They found that the third term $\text{Var}_{S_t,A_t}$ is often close to the second term $\text{Var}_{A_t|S_t}$, and both of them are several orders of magnitude larger than the first term $\text{Var}_{S_t}$. Our Theorem 3.1 supports their finding and implies that there is a potential for improvement by reducing $\text{Var}_{S_t,A_t}$. We discuss exactly how to do this next.

4 Trajectory-wise Control Variates

We propose a new family of trajectory-wise CVs, called TrajCV, that improves upon existing state or state-action CV techniques by tackling additionally $\text{Var}_{S_t,A_t}$, the variance due to randomness in trajectory after step $t$ (cf. Section 3). While this idea sounds intuitively pleasing, a technical challenge immediately arises. Recall in designing CVs, we need to know the expectation of the proposed CV function over the randomness that we wish to reduce (see (3)). In this case, suppose we propose a CV $\phi(S_{t+h}, A_{t+h})$, we would need to know its conditional expectation $\mathbb{E}_{[S_{t+h}, A_{t+h}]}[\phi(S_{t+h}, A_{t+h})]$. This need makes reducing $\text{Var}_{S_t,A_t}$ fundamentally different from reducing $\text{Var}_{A_t|S_t}$, the latter of which has been the main focus in the literature: Because the dynamics $\mathcal{P}$ is unknown, we do not have access to the distribution of trajectories after step $t$ and therefore cannot compute $\mathbb{E}_{[S_{t+h}, A_{t+h}]}[\phi(S_{t+h}, A_{t+h})]$; by contrast, reducing $\text{Var}_{A_t|S_t}$ only requires knowing the policy $\pi$.

At first glance this seems like an impossible quest. But we will show that by a clever divide-and-conquer trick, an unbiased CV can actually be devised to reduce the variance $\text{Var}_{S_t,A_t}$. The main idea is to 1) decompose $\text{Var}_{S_t,A_t}$ through repeatedly invoking the law of total variance and then 2) attack the terms that are amenable to reduction using CVs. As expected, the future variance cannot be completely removed, because of the unknown dynamics. But we should be able to reduce the randomness due to known distributions, namely, the future uses of policy $\pi$.

4.1 A Divide-and-Conquer Strategy

Before giving the details, let us first elucidate our idea using a toy problem. Consider estimating $\mathbb{E}[f(X_{1,5})]$, the expectation of a function $f$ of $5$ random variables. We can apply the law of total variance repeatedly, in the order indicated by the subscript, and decompose the variance into

$$\text{Var}[f(X_{1,5})] = \sum_{k=1}^{5} \text{Var}_{X_{1,k-1}} \text{Var}_{X_{k:k-1}} \text{Var}_{X_{k+1:k}} f(X_{1,5}) \tag{9}$$

For example, suppose we wish to reduce $\text{Var}_{X_{1,5}}$ we simply need to consider a CV in the form $\phi(X_{1,3})$, which does not depend on random variables with larger indices. With the difference estimator $f(X_{1,5}) - \phi(X_{1,3}) + \mathbb{E}_{X_{1,5}}[\phi(X_{1,3})]$, the variance $\text{Var}_{X_{1,5}}$ changes into $\mathbb{E}_{X_{1,5}} \text{Var}_{X_{1,5}} [f(X_{1,5}) - \phi(X_{1,3})]$. Apparently when $g$ is optimally chosen as $\phi^*(X_{1,3}) := \mathbb{E}_{X_{1,5}} [f(X_{1,5})]$, this term vanishes.

Fact 1 A key of designing CVs by the recursive decomposition above is that the inclusion of the extra term, e.g. $\phi(X_{1,3}) - \mathbb{E}_{X_{3}}[\phi(X_{1,3})]$, in the difference estimator only affects a single component $\text{Var}_{X_{1,5}}$ in the total variance, without influencing the other terms. This separation property hence allows for a divide-and-conquer strategy: we can design CVs for each term separately and then combine them; the reduction on each term will add up and reduce the total variance.

Fact 2 There is still one missing piece before we can adopt the above idea to design CVs for estimating policy gradients; the ordering of random variables. In the example above, we need to know $\mathbb{E}_{X_{3}}[\phi(X_{1,3})]$ to compute the difference estimator. Namely, it implicitly assumes the knowledge about $p(X_{1,5})$, which may or may not be accessible. Suppose $p(X_{1,5})$ is not available but $p(X_{3} | X_{1,2})$ is. We can consider instead invoking the law of total variance in a different order, e.g. $X_1 \rightarrow X_5 \rightarrow X_3 \rightarrow X_1 \rightarrow X_2$, and utilize the information $p(X_{3} | X_{1,5})$ to construct a difference estimator to reduce $\text{Var}_{X_{3}}[X_{1,5}]$. Therefore, the design of CVs hinges also on the information available. Recall that we only know about the policy but not the dynamics in RL.
Figure 1: Comparison of state-action CV and TrajCV

Figure 2: An illustration of the effects of state-action CV (5) and TrajCV (11). One row corresponds to one policy component $G_t := N_t C_{t,h}$, and thick borders indicate the random variables of which $G_t$ is a function. State-action CV reduces the variance due to the random variables in red, whereas TrajCV additionally affects the variance stemming from the random variables in green.

4.2 Design of TrajCV

After fleshing out the idea in the example above, we are now ready to present TrajCVs for policy gradient. Again we will focus on the component $G_t$ for transparency. Recall that $G_t$ is a function of $S_{t,h}$ and $A_{t,h}$. Given the information we know about these random variables (i.e., the policy) and the Markovian structure in MDP, a natural ordering of them for applying law of total variance is

$$S_t \rightarrow A_t \rightarrow S_{t+1} \rightarrow A_{t+1} \rightarrow \cdots \rightarrow S_h \rightarrow A_h.$$  

Suppose now we want to reduce $\text{Var}_{A_k | S_t, A_{t..k}}$ for some $k > t$. Based on Section 4.1, we may consider a CV in the form $\phi_t(S_{t..k}, A_{t..k})$, whose optimal choice is $\phi_t^*(S_{t..k}, A_{t..k}) = E_{S_t \rightarrow A_t} [N_t C_{t,h}] = N_t (C_{t,h} + E_{S_t \rightarrow A_t} [C_{k,h}]) = N_t (C_{t,k-1} + q^*(S_k, A_k))$, where the last equality is due to the Markovian structure and the definition of $q^*$. This suggests practically we can use $\phi_t(S_{t..k}, A_{t..k}) := N_t (C_{t,k-1} + \tilde{Q}_k)$, where $\tilde{Q}_k := \tilde{q}(S_k, A_k)$ and $\tilde{q} q^*$ as was in (5).

In other words, we showed that finding the optimal CV for reducing variance in policy gradient can be reduced to learning a good $Q$-function estimate; this enables us to take advantage of existing policy evaluation algorithms. Now we combine \textsuperscript{6} $\{\phi_t(S_{t..k}, A_{t..k})\}_{k=t}^h$ to build the CV for $G_t$. Because these terms do not interfere with each other (cf. Section 4.1), we can simply add them together into $\sum_{k=t}^h \phi_t(S_{t..k}, A_{t..k})$ as the TrajCV. Equivalently, we have devised a difference estimator:

$$\tilde{G}_t^{\text{Traj}} := G_t - \sum_{k=t}^h \left( \phi_t(S_{t..k}, A_{t..k}) - E_{A_k | S_k} [N_t \tilde{Q}_k] \right)$$  

Comparing TrajCV in (11) and state-action CV in (4), we see that the state-action CV only contains the first term in the summation of TrajCV.\textsuperscript{7} The remaining terms with $k > t$ can be viewed as multiplying $N_t$ with estimates of future advantage functions: i.e., we have $N_t \tilde{Q}_k - E_{A_k | S_k} [N_t \tilde{Q}_k] = N_t (\tilde{Q}_k - E_{A_k | S_k} [\tilde{Q}_k])$. Appealing to law of total variance, $\text{Var}[\tilde{G}_t^{\text{Traj}}]$ can be decomposed into

$$\text{Var}_{S_t} E_t[N_t C_{t,h}] + E_{S_t} \text{Var}_{A_t} | S_t [N_t E_{S_t | A_t} [C_{t,h}] - \bar{Q}_t] +$$

$$\sum_{k=t}^h E_{S_k, A_k} \text{Var}_{S_{k+1}, A_k} [N_t E_{S_{k+1}} [C_{k,h}] + \sum_{k=t}^h E_{S_k} \text{Var}_{A_{k+1}, S_{k+1}} [N_t E_{S_{k+1}, A_{k+1}} [C_{k,h}] - \bar{Q}_{k+1}]]$$

where we further decompose the effect of $\text{Var}_{S_t, A_t}$ in the second line into the randomness in dynamics and actions, respectively. Therefore, suppose the underlying dynamics is deterministic (i.e., $\text{Var}_{S_{k+1} | S_k, A_k}$ vanishes), and $\bar{q} = q^*$, then using TrajCV (11) would completely remove $\text{Var}_{A_t | S_t}$ and $\text{Var}_{S_t | A_t}$, the latter of which previous CVs (4) and (5) cannot affect. In Fig. 1, we visualize effects of TrajCV and state-action CV on each policy gradient component $G_t$. State-action CV only influences the diagonal terms, while TrajCV is able to affect the full upper-triangle

\textsuperscript{6}When $k = t$, the CV is the same as state-action CV in (5), i.e. we define $\phi_t(S_t, A_t) = N_t \bar{Q}_t$.

\textsuperscript{7}For brevity, we use CV to mean the difference estimator of that CV when there is no confusion.
parts. Note that in implementation of TrajCV for $G_{1:t}$, we only need to compute quantities $\hat{Q}_t$, $E_{A_t|S_t}[\hat{Q}_t]$ and $E_{A_{t+1}|S_{t+1}}[\hat{Q}_{t+1}]$ along a trajectory (done in $O(h)$ linear time) and they can be used to compute $\{\hat{G}_{t+1}^{\text{Traj}}\}_{t=1}^h$ in (11). In addition, we remark that when $\hat{q}(s,a) = \hat{\nu}(s)$, TrajCV reduces to the state-dependent CVs. We provide an example implementation of TrajCV in Appendix B.

4.3 The Natural Ordering in (10) is Optimal

Recall in Section 4.1 we mentioned that the admissible ordering of random variables used in invoking the law of total variance depends on the information available. Here we show that the chosen ordering (10) is indeed the best ordering to adopt, as we only know the policy, not the dynamics.

We compare (10) against other potential orderings constructed by reparameterizing the policy such that its randomness in action becomes independent of the input state. We suppose the policy $\pi \in \Pi$ can be reparameterized by a function $\omega : S \times R \rightarrow A$ and a distribution $p_R$, so that for all $s \in S$, $\omega(s, R)$ and $\pi_s$ are equal. This is not a restricted assumption, which applies to, e.g., policies based on Gaussian [1, 5, 39] and Boltzmann [40, 2] distributions.

Reparameterization makes designing a larger family of TrajCVs possible. Because the component $G_t$ becomes a function of $R_{t:h}$ and $S_{t:h}$, the ordering the random variables in applying the law of total variance now can have many possibilities. In one extreme case, the randomness of actions can be ordered before states (except $S_t$) as

$$S_t \rightarrow R_t \rightarrow \cdots \rightarrow R_h \rightarrow S_{t+1} \rightarrow \cdots \rightarrow S_h,$$

leading to a CV that’s a function of $R_{t:h}$ bearing the optimal choice $E_{S_{t+1:h} \mid R_{t:h}, S_t}[N_t C_{t:h}]$. Note that $E_{S_{t+1:h} \mid R_{t:h}, S_t}[N_t C_{t:h}]$ is a function that inputs the observable action randomness $R_{t:h}$, not the randomness of the unknown dynamics. Therefore, it can be approximated, e.g., if we have a biased simulator of the dynamics. One might ask, given all possible orderings of random variables, which ordering we should pick to design the CV. Interestingly, to this question, the most natural one and the optimal one coincide. The proof is deferred to Appendix A.

**Theorem 4.1.** Suppose that policy specified by $\omega$ and $p_R$ is known, but the dynamics $P$ is unknown. Assume the optimal CV of a given ordering of random variables $S_{t:h}$ and $R_{t:h}$ can be obtained. Then the optimal ordering that minimizes the residue variance is the natural ordering in (10).

Theorem 4.1 tells us that if the optimal CVs are attainable (i.e., we can compute the Q-function exactly), then the natural ordering is optimal. However, we also remark that using this exact Q-function in the actor-critic rule can actually compute a gradient estimate that does not depend on any future randomness, which is better than using any of the CV techniques above as they yield noisy gradient estimates that always depend on unobservable randomness due to the stochastic dynamics. However, in practice, we can get neither the exact Q-function, nor the optimal CV of the other orderings. Consequently, further trade-off between bias and variance should be considered, which can have large effects in practice. For example, when using a biased Q-function estimate, it may be good to start with the the biased actor-critic gradient and then gradually switching to the unbiased TrajCV gradient as the step size decays. But considering the imperfection of the Q-function estimate, we may also want to use other ordering instead of the natural one used in TrajCV. If the dynamics is relatively accurate and the computing resources for simulation are abundant, then although the residue is higher, the ordering (13) could actually be superior. The purpose of this paper is to provide new insights into these different choices, but we leave further discussion on the bias-variance trade-off as an interesting practical question to pursue in future work. In the experiment section later, we will focus on the natural ordering (10).

5 Experimental Results and Discussion

Although the focus of this paper is the theoretical insights, we illustrate our results with simulation of learning neural network policies to solve the CartPole balancing task in OpenAI Gym [41] powered by DART physics engine [42]. The policies are optimized using natural gradient descent [3]. Below we report in rewards, negative of costs, which is the natural performance measure provided in OpenAI Gym. The details of setup and implementation are provided in Appendix C.

---

8 We sample all the action randomness $R_{t:h}$ first, execute the policy $\pi$ in simulation with fixed randomness $R_{t:h}$, and then collect the statistics $N_t C_{t:h}$. 
Figure 3: Components of $\mathbf{Tr}(\mathbf{Var}[G_t])$, for $t = 100$, evaluated at policies generated under the “upper bound” setting. $\sigma$ denotes the initial value of policy variance (defined in Theorem 3.1). The $x$-axis denotes the iteration number, and the $y$-axis is in log scale. The two vertical dashed lines mark the boundaries of iterations where the expected accumulated rewards is between 50 and 900.

Figure 4: Results of naive Monte Carlo estimate, state CV, state-action CV, and TrajCV on CartPole problems with horizon $h = 1000, 2000, 4000$, where 5 trajectories are collected in each iteration. (MC) in the legend indicates that $E_{A_t|S_t}$ in state-action CV and TrajCV is approximated by 1000 samples. “Upper bound” emulates the results of noiseless estimates with 100,000 samples per iteration.\(^9\) The $x$- and $y$-axes are iteration number and accumulated rewards, respectively. The median of 8 random seeds is plotted, and the shaded area accounts for 25% percentile.

First, in Fig. 3, we corroborate the theoretical findings in Theorem 3.1 by empirically evaluating the components of $\mathbf{Tr}(\mathbf{Var}[G_t])$ during learning at $t = 100$. We observe that the learning process on CartPole can be partitioned into three stages (as delineated by the dashed vertical lines in Fig. 3): 1) the initial exploration, where the policy performs very poorly and improves slowly, 2) the rapid improvement, where the policy performance increases steeply, and 3) the near convergence, where the policy reaches and stays at the peak performance. In the rapid improvement stage, due to the variance in the accumulated reward, $\mathbf{Var}[S_t|A_t]$ is large, close to $\mathbf{Var}[A_t|S_t]$ and about 10 times of $\mathbf{Var}[S_t]$ as predicted by Theorem 3.1. Later on, when the policy is about to converge, $\mathbf{Var}[S_t|A_t]$ drops because the performance becomes more consistent among trajectories especially for the case with small $\sigma$.

Next, in Fig. 4, we compare naive Monte Carlo estimate (2), state-dependent CV (4), state-action CV (5), and TrajCV (11). We realized all algorithms with the same implementation of an on-policy value function approximator to facilitate a fair comparison; for the state-action CV and TrajCV, we used a Q-function estimate based on a biased physics simulator and the mentioned value function approximator. Overall, when more information is used to design the CVs (from state only, state-action, and then trajectory-wise) the convergence speed improves. In particular, as the problem horizon becomes longer, the gap becomes larger: the reward feedback becomes sparser, so the variance due to long-term trajectory starts to dominate, as shown in Fig. 4c. In Appendix C, we provide further results of CVs based on other choices of Q-function approximators.

These preliminary experimental results support the theoretical insights provided in Section 3 and Section 4, suggesting the importance of considering long-term effects in designing CVs, especially for problems with a long horizon. The fix turns out to be quite simple: just padding additional terms (cf. (11)) onto the existing CVs, which can be done using Q-function approximators available in existing CVs without new information. Interestingly we prove this simple idea is optimal. Important future work includes considering the different bias and variance trade-off discussed in Section 4.3.

\(^9\)For the usual learners, the number of samples collected per iteration is often less than $5h$, and much less at the start of learning, because of early termination when the agent fails.
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Appendix

A Missing Proofs

A.1 Proof for Theorem 4.1

To understand how the ordering matters, we consider a toy example of estimating \( \mathbb{E}_{X,Y}[f(X,Y)] \) of some function \( f \) of two random variables \( X \) and \( Y \). We prove a basic lemma.

**Lemma A.1.** If \( X \) and \( Y \) are independent, then
\[
\text{Var}_X \mathbb{E}_Y[f(X,Y)] \leq \mathbb{E}_Y \text{Var}_X[f(X,Y)]
\]  

*Proof.* This can be proved by Jensen’s inequality.

\[
\text{Var}_X \mathbb{E}_Y[f] = \mathbb{E}_X (\mathbb{E}_Y[f - \mathbb{E}_X[f]])^2 \leq \mathbb{E}_X \text{Var}_Y[(f - \mathbb{E}_X,Y[f])^2] = \mathbb{E}_Y \text{Var}_X[f(X,Y)]
\]

Suppose we want to reduce the variance of estimating \( \mathbb{E}_{X,Y}[f(X,Y)] \) with some CV \( \phi(X,Y) \) but only knowing the distribution \( P(X) \), not \( P(Y) \). Lemma A.1 tells us that in decomposing the total variance of \( f(X,Y) \) to design this CV (cf. Section 2.3) we should take the decomposition
\[
\text{Var}_Y \mathbb{E}_X[f(X,Y)] + \mathbb{E}_Y \text{Var}_X[f(X,Y)]
\]  

instead of the decomposition
\[
\text{Var}_X \mathbb{E}_Y[f(X,Y)] + \mathbb{E}_X \text{Var}_Y[f(X,Y)]
\]

In other words, we should take the ordering \( Y \to X \), instead of \( X \to Y \), when invoking the law of total variance. The reason is that after choosing the optimal CV for each case to reduce the variance due to \( X \) (the information that we have access to), we are left with \( \text{Var}_Y \mathbb{E}_X[f(X,Y)] \) and \( \mathbb{E}_X \text{Var}_Y[f(X,Y)] \), respectively, for \( Y \to X \) and \( X \to Y \). By Lemma A.1, we see the \( Y \to X \) has a smaller residue in variance. In other words, when we only have partial information about the distribution, we should arrange the random variables whose distribution we know to the latter stage of the ordering, so that the CV we design can leverage the sampled observations to compensate for the lack of prior.

We use this idea to prove the natural ordering (10) in optimal. In analogy of \( X \) and \( Y \), we have the action randomness whose distribution is known (i.e. the policy) and the dynamics randomness, whose distribution is unknown.

The potential orderings we consider come from first reparameterizing the policy and then ordering the independent random variables \( R_t \) (cf. Section 4.3). The Bayes networks of the MDP with and without policy reparameterization are depicted in Fig. 5, based on which we draw conditional independent relations later in the proof. We note that the CV is determined by the ordering, not due to reparameterization. For the natural ordering,
\[
S_t \to A_t \to S_{t+1} \to A_{t+1} \to \cdots \to S_h \to A_h,
\]  

it gives the same control variate of the ordering below based on reparameterization
\[
S_t \to R_t \to S_{t+1} \to R_{t+1} \to \cdots \to S_h \to R_h.
\]

Suppose that given an ordering, we can compute its optimal CV. We define the variance left after applying that optimal CV associated with the ordering, the *residue* of that ordering. We will show that the residue is minimized at the natural ordering.

The proof consists of two steps.

1. We show that when dynamics is the MDP is unknown, an ordering is *feasible* to implement, if and only if, \( R_k \) appears before \( S_{k+1,...,h} \) for all \( t \leq k < h \). That is, a feasible ordering must be causal at least in actions: the action randomness that causes a state must be arranged before that state in the ordering. We prove this by contradiction. Assume otherwise \( S_u \) is
Under the assumption that \( q \) is analytic, \( q^\pi \) can be written in terms of an infinite sum of polynomials, i.e. \( q^\pi(S_t, A_t) = \text{poly}_{S_t}(A_t) \), where the subscript \( S_t \) marks that these coefficients in the polynomial depend on the state \( S_t \).
Now we are ready to bound $\mathcal{V}_{S_t}$, $\mathcal{V}_{A_t|S_t}$, and $\mathcal{V}_{|S_t,A_t}$. We recall that the expectation of polynomials over a Gaussian distribution depends only polynomially on the Gaussian’s variance $\sigma$, with an order no less than 1. Therefore, for $\sigma$ small enough, we have $\|\nabla \mathbb{E}_{A_t|S_t}[q^n(S_t, A_t)]\| = O(h)$ independent of $\sigma$, which implies that

$$\mathcal{V}_{S_t} = \text{Tr} \left( \text{Var}_{S_t} \left[ \mathbb{E}_{[S_t, C_{t:h}]} \right] \right) = o(h^2)$$

We can apply the same observation on the Gaussian expectation of polynomials and derive, for $\sigma$ small enough,

$$\mathcal{V}_{A_t|S_t} = \text{Tr} \left( \mathbb{E}_{S_t, A_t} \left[ \text{Var}_{A_t|S_t} \left[ N_t \left( \mathbb{E}_{S_t, A_t} \left[ C_{t:h} \right] \right) \right] \right] \right) = o(h^2)$$

Similarly we can show

$$\mathcal{V}_{|S_t,A_t} = \text{Tr} \left( \mathbb{E}_{S_t, A_t} \left[ \text{Var}_{|S_t,A_t} \left[ N_t C_{t:h} \right] \right] \right) = O \left( \frac{h^2}{\sigma^2} \right)$$

This concludes the proof.

### A.3 Bound for Variance of Policy Gradient

The variance of the policy gradient $\text{Var}[G]$ can be bounded by the variance of policy gradient components \{ $\text{Var}[G_t]$ \}_{t=1}^n. Appealing to the formula for the variance of the sum of two random variables

$$\text{Var}[X + Y] = \text{Var}[X] + \text{Var}[Y] + 2 \text{Cov}[X, Y],$$

linearity of covariance

$$\text{Cov}[X, Y + Z] = \text{Cov}[X, Y] + \text{Cov}[X, Z]$$

and Cauchy-Schwartz inequality

$$\text{Cov}[X, Y] \leq \text{Var}[X] + \text{Var}[Y],$$

we can derive the following:

$$\text{Var}[G] = \text{Var}[G_{1:h}]$$

$$= \text{Var}[G_1] + \text{Var}[G_{2:h}] + \text{Cov}[G_1, G_{2:h}]$$

$$= \text{Var}[G_1] + \sum_{t=2}^h \text{Cov}[G_1, G_t] + \text{Var}[G_{2:h}]$$

$$= \sum_{t=1}^h \text{Var}[G_t] + \sum_{u=1}^h \sum_{v=u+1}^h \text{Cov}[G_u, G_v]$$

$$\leq \sum_{t=1}^h \text{Var}[G_t] + \sum_{u=1}^h \sum_{v=u+1}^h (\text{Var}[G_u] + \text{Var}[G_v])$$

$$= h \sum_{t=1}^h \text{Var}[G_t]$$

### B Algorithm Example

Algorithm 1 specifies an instance of TrajCV, where Monte Carlo samples from a cheaper model simulator is used to approximate $\mathbb{E}_{A_t|S_t}[\hat{Q}_t]$ (Line 8) and $\mathbb{E}_{A_t|S_t}[N_t \hat{Q}_t]$ (Line 9). We discuss some other ways for approximation Appendix C.

In practice, the policy that’s used for data collection may be different from the policy with respect to which the policy gradient is computed, e.g., when a whitening normalizer of the inputs to policy is
updated after data collection or when off-policy samples are utilized. Here we derive a TrajCV that takes this into account. Let \( \pi^d \) be the data collection policy and \( W_t := \frac{\pi_{d,t}(A_t)}{\pi_{d,t}(A_t)} \) be the importance weights, and define \( W_{a->b} := \prod_{k=a}^{b} W_k \) for \( b \geq a \) and \( W_{a->b} = 1 \) for \( b < a \), akin to \( \rho \) representing summation. Then we can write

\[
E_{\rho_d} [G_t] = E_{\rho_d} [G_t W_{t->h}] = E_{\rho_d} \left[ G_t W_{t->h} - \sum_{k=t}^{h} W_{k->(k-1)} \left( W_k N_t \hat{Q}_k - E_{A_k \sim \pi_{d,k}} [N_t \hat{Q}_k] \right) \right]
\]

Note that this TrajCV is unbiased, and when \( \hat{q} = q^* \), variance due to actions vanishes.

### C. Experiment Details

#### C.1 Setup

In CartPole, the reward function is the indicator function that equals to one when the pole is close to being upright and zero otherwise. This is a delayed reward problem in that the effective reward signal is revealed only when the task terminates prematurely before reaching the horizon, i.e. when the pole deviates from being upright. The start state is perturbed from being vertical and still by an offset uniformly sampled from \([−0.01, 0.01]^d_s\), and the dynamics is deterministic.\(^{10}\) The action space is continuous and Gaussian policies are considered in the experiments. The policy’s mean function is a neural network with one hidden layer of 32 units and tanh activation, and a linear output layer. To be robust to outliers in data collection, the policy is optimized by natural gradient descent \([3]\) with a KL-divergence safe guard on the policy change, such that a policy would change no more than 0.1 in the KL divergence averaged over the empirical state distribution on the data collected in each iteration.

#### C.2 Construction of Q-function Approximators

To facilitate a fair comparison across different CV techniques, we build all the CVs based on a on-policy value function approximator \( \hat{v} \), which is a neural network with two hidden layers of 64 units each and tanh activation, and a linear output layer. In each iteration, we sample abundant data (50, 000 state-action pairs) from a biased dynamics simulator (which is obtained by perturbing

\(^{10}\) Symbol \( d_s \) denotes the dimension of \( S \).
each underlying physical parameter relatively by 10%), and then fit \( \tilde{v} \) to these biased Monte-Carlo estimates with a quadratic loss using ADAM (stepsize 0.001; \( \beta_1 = 0.9 \) and \( \beta_2 = 0.999 \)) for 1,024 batches with batchsize 128. The reason for using a biased dynamics simulator in lieu of the on-policy data from the real environment is that we only sample 5 trajectories per iteration, which amount to around 100 data points in the early iterations and can be too scarce to build a reasonable function approximator.

As mentioned, all the CVs are built using the above policy evaluation technique. (Different methods learn its own value function approximator on-the-fly along the progress of policy optimization.) For the state-dependent CV, the usage of \( \tilde{v} \) is straightforward. For state-action CV and TrajCV, we use \( \tilde{v} \) to further construct the needed Q-function approximator \( \hat{q} \). This is done as follows: First, we further train a deterministic function \( \hat{d} \) that maps the current state and action to next state using the same data collected from the true environment that are used for computing the policy gradient estimates. As policy optimization progresses, we aggregate the data from the past rounds to iteratively build this dynamics model (which is another neural network with two hidden layers of 64 units each and tanh activation and a linear output layer). This is done by updating it after the policy gradient step in each iteration to remove undesirable correlations. Next, we use the above value function approximator \( \hat{v} \) and the dynamics approximator \( \hat{d} \) to define a natural Q-function approximator \( \hat{q}^{\text{dyn}}(s,a) = c(s,a) + \hat{v}(\hat{d}(s,a)) \). Based on this basic \( \hat{q}^{\text{dyn}} \), we explore several options of Q-function approximator for defining the state-action CV and TrajCV:

1. Monte Carlo (MC) : \( \hat{q}^{\text{dyn}}(s,a) \). We use many samples of actions (1,000 in the experiments) to approximate \( E_{A_t,S_t} [\hat{q}^{\text{dyn}}(S_t, A_t)] \). To reduce variance, we use the same action randomness for different steps, i.e. using the same 1,000 i.i.d. samples from \( p_R \) (defined in Section 4.3) in the evaluation for \( E_{A_t,S_t} \) with different \( t \).

2. We also consider various Q-function approximators that are quadratic in action, so that \( E_{A_t,S_t} \) can be evaluated in closed-form. They are derived by different linearizations of the Q-function approximator \( \hat{q} \) as shown below.

(a) \( \hat{q}^{\text{next}}(s,a) = c(s,a) + \hat{v}(s') + (a-m)\top \nabla_m \hat{d}(s,m) \nabla \hat{v}(s') \),

(b) \( \hat{q}^{\text{next-GN}}(s,a) = \hat{q}^{\text{next}}(s,a) + \frac{1}{2}(a-m)\top \nabla_m \hat{d}(s,m) \nabla^2 \hat{v}(s') \nabla_m \hat{d}(s,m) \top (a-m) \),

(c) \( \hat{q}^{\text{diff}}(s,a) = \hat{v}(s) + (a-m)\top \nabla_m (c(s,m) + \hat{v}(s')) + \frac{1}{2}(a-m)\top \nabla_m^2 c(s,m) (a-m) \),

(d) \( \hat{q}^{\text{diff-GN}}(s,a) = \hat{q}^{\text{diff}}(s,a) + \frac{1}{2}(a-m)\top \nabla_m \hat{d}(s,m) \nabla^2 \hat{v}(s') \nabla_m \hat{d}(s,m) \top (a-m) \),

where \( m = \mu_0(s) \) is the mean of the Gaussian policy, \( s' = \hat{d}(s,m) \), and “GN” stands for Gauss-Newton. We assume \( c(s,a) \) is quadratic in \( a \) for \( \hat{q}^{\text{next}} \) and \( \hat{q}^{\text{next-GN}} \).

Note to Practitioners We emphasize that constructing a Q-function approximator indirectly through a dynamics model and a value function approximator is not ideal for practical purposes. This approach would combine errors from two sources and can have worse performance than directly estimating a Q-function, e.g., through (simulated) Monte Carlo samples. However, we adopted this formulation to make the results of different CVs more comparable, removing the bias due to different value function approximators and evaluation techniques. While this construct is sufficient for the purpose of comparing theoretical properties here, we do remind that this scheme does not scale well to general high-dimensional problems.
C.3 Extra Experimental Results

The performance of different CVs using MC for approximating $E_{A_t|S_t}$ is reported in Fig. 4. We provide the experimental results of these quadratic Q-function approximators in Fig. 6, where the setup is the same those in Fig. 4.

Finally, we note that because the recent technical report [24] essentially proposed the same equation (11) that TrajCV uses. We invite the readers to refer to their encouraging empirical results on simulated LQG tasks too.