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Abstract

This paper studies the problem of learning a sequence of sentiment classification tasks. The learned knowledge from each task is retained and later used to help future or subsequent task learning. This learning paradigm is called lifelong learning. However, existing lifelong learning methods either only transfer knowledge forward to help future learning and do not go back to improve the model of a previous task or require the training data of the previous task to retrain its model to exploit backward/reverse knowledge transfer. This paper studies reverse knowledge transfer of lifelong learning. It aims to improve the model of a previous task by leveraging future knowledge without retraining using its training data, which is challenging now. In this work, this is done by exploiting a key characteristic of the generative model of naïve Bayes. That is, it is possible to improve the naïve Bayesian classifier for a task by improving its model parameters directly using the retained knowledge from other tasks. Experimental results show that the proposed method markedly outperforms existing lifelong learning baselines.
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1. Introduction

Sentiment classification classifies an opinion document (e.g., a product review) as expressing a positive or negative sentiment Pang et al. (2008); Liu (2012). Traditional sentiment classification methods learn from the training data of one task and the learned model is also tested in the same task. In this paper, we are interested in learning a sequence of sentiment classification tasks. This learning setting is the same as the current lifelong learning setting. Lifelong learning is a continual learning (also a continuous learning) process where the learner learns a sequence (possibly never ending) of tasks; after each task is learned, its knowledge is retained and later used to help future task learning Thrun (1998); Silver et al. (2013); Ruvolo and Eaton (2013); Chen and Liu (2014); Chen et al. (2015); Nguyen et al. (2018); Mitchell et al. (2018); Parisi et al. (2019); Anthes (2019). Lifelong learning has been introduced extensively in a book, see Chen and Liu (2018). In this paper, we study
lifelong learning for sentiment classification. We will discuss why lifelong learning works for sentiment classification in the next section. However, existing approaches mainly focus on helping future task learning by leveraging the knowledge learned from past tasks, which we call forward knowledge transfer. If the model of a past task needs to be improved, lifelong learning can also use the knowledge learned in future tasks to help, but the past task’s training data are required for retraining.

In this paper, we not only achieve forward knowledge transfer to improve any future task learning, but also achieve backward/reverse knowledge transfer to improve the model of any past task without retraining using the past task training data. This enhanced lifelong learning setting is natural as we humans seem to learn in a similar way. We can use some newly learned knowledge to help improve a previous task without re-learning from the past experiences or data, which are often forgotten. In addition, it would be promising to improve the model of a past task after the model has been learned previously. Following the work in Chen et al. (2015), we treat the classification in each domain (e.g., a type of product) as a learning task. Thus, we use the terms domain and task interchangeably throughout the paper. Formally, we study the following problem.

**Problem Statement:** At any point in time, the learner has learned $n$ tasks. Each task $T_i$ has its training data $D_i$. The learned knowledge of each task is retained in a knowledge base. When faced with a new task $T_{n+1}$ with its training data $D_{n+1}$, the previously learned knowledge in the knowledge base is leveraged to help learn $T_{n+1}$. After $T_{n+1}$ is learned, its knowledge is also incorporated into the knowledge base. The knowledge in the knowledge base can also be used to improve the model of each past task $T_i$ ($1 \leq i \leq n$) without retraining using its past training data $D_i$.

Given the above problem, we have the following questions: (1) what forms of knowledge should be retained from the past learning tasks? (2) how to obtain the knowledge? (3) how to use the knowledge to help future task learning and also to improve the model of any past task without using its past training data for retraining (non-availability of the past training data is a common assumption of continual learning Chen and Liu (2018))? We answer the above three questions with naïve Bayes by exploiting its generative model parameters. We call the proposed method Lifelong Naïve Bayes (LNB). The idea is that the prior knowledge can be mined from the generative model parameters of each past task and used in learning the target task, which can be a new or a past task. These deal with the first two questions. Another crucial point is that the generative model for each task is independent of other tasks and the generative model parameters are available in training the target task model. Thus no retraining is needed when going back to improve the model of any past task. This deals with the last question. We will discuss the details of the proposed method in the subsequent sections. To our knowledge, this work is the first to study improving the models of past tasks with no retraining using their past training data.

2. Related Work

2.1. Why Lifelong Learning for Sentiment Classification?

As noted in Chen et al. (2015), lifelong learning works for sentiment classification because the training data of a domain may not be fully representative of this domain due to sample selection bias Heckman (1979); Zadrozny (2004). The problem is particularly acute when
the training data is small and imbalanced. For example, the word “nice” indicates a positive sentiment, but in the training data of a particular domain, it only appeared once and it is in a negative review because in a negative review, the reviewer can still be positive about some aspects. Furthermore, a positive or negative word may not even appear in the training data of a domain but appear in its test data of this domain. In these cases, the knowledge from other domains can be helpful because most sentiment words have the same polarity across domains. However, as we will see in the experiment section, the result of a classifier built by simply combining the training data from all domains is not satisfactory because each domain often also has some words with domain specific sentiment polarities, e.g., “quiet” is positive for cars but negative for earphones. This problem is called domain-specific sentiment problem Li and Zong (2008). The combined data can cause the domain specific sentiment of a word being overshadowed by a different sentiment from other domains.

2.2. Lifelong Learning

Since the proposed LNB is a lifelong learning model, most related work to ours is lifelong learning Ruvolo and Eaton (2013); Chen and Liu (2014); Pentina and Lampert (2015); Chen et al. (2015); Fei et al. (2016); Isele et al. (2016); Xia et al. (2017); Aljundi et al. (2017); Clingerman and Eaton (2017); Shu et al. (2017); Kırkpatrik et al. (2017); Xu et al. (2018); Sun et al. (2018); Chaudhry et al. (2019); Lv et al. (2019). However, these approaches only achieve forward knowledge transfer to improve future task learning and do not achieve backward knowledge transfer to improve the model of any past task without retraining using the past task training data. Regarding sentiment classification, Chen et al. (2015) proposed the first lifelong sentiment classification method based on optimization considering the past knowledge. However, it needs retraining using the past domain data to improve the model. Xia et al. (2017) presented two lifelong learning methods based on voting of individual task classifiers for sentiment classification. The first method votes with equal weight for each task classifier, which can be applied to help past tasks. The second method uses weighted voting, which needs the past task training data for retraining. Note that the tasks in Xia et al. (2017) are actually from the same domain as they partitioned the same dataset into subsets and treated each subset as a task. Our tasks are from different domains (different types of products from Amazon.com). Lv et al. (2019) proposed a deep learning method for lifelong sentiment classification by jointly training two networks, one for retaining domain-specific knowledge and the other for learning target-domain classification feature. However, it cannot improve any past task’s model using the knowledge learned subsequently without retraining using the training data of the past task. Moreover, our experimental results (in Section 4) show that this deep learning method does not perform well on small data.

2.3. Multi-task Learning and Transfer Learning

Multi-task learning optimizes the learning of multiple tasks at the same time Caruana (1997); Evgeniou and Pontil (2004); Zhang and Yang (2017); Ruder (2017); Liu et al. (2019). However, (batch) multitask learning does not learn incrementally (incremental multitask learning is regarded as lifelong learning Chen and Liu (2018)).

Transfer learning (or domain adaptation) uses the labeled data from one or more source domains to help the target domain learning which has few or no labeled training data Blitzer
et al. (2007); Pan and Yang (2010). Note, transfer learning is not a continual learning process. In sentiment classification, there is a large body of transfer learning literature Tan et al. (2009); Pan et al. (2010); Fan et al. (2011); Glorot et al. (2011); Wu et al. (2017); Li et al. (2018); He et al. (2018), to name a few. These works cannot go back to improve the source domains as the target domain has few or even no labeled data.

3. Lifelong Naïve Bayes

In this section, we present the proposed Lifelong Naïve Bayes (LNB). We first give some preliminaries, and then detail how our LNB performs forward and backward/reverse knowledge transfer to help the future task and past tasks without the training data of the past tasks. Lastly, we discuss the computational complexity of the proposed algorithm.

3.1. Preliminaries

Naïve Bayes (NB) text classifier is a generative model Nigam et al. (1998). Each document is assumed to be generated from a mixture of multinomial distributions. In training, NB computes the parameters of the multinomial distributions. In testing, given a test document $d$ with words $\{w_1, ..., w_n\}$, the NB classifier with multinomial distributions is defined as:

$$P(c_j|d) = \frac{P(c_j) \prod_{k=1}^{n} P(w_k|c_j)}{\sum_{r=1}^{|C|} P(c_r) \prod_{k=1}^{n} P(w_k|c_r)},$$

(1)

where $c_j$ is positive (+) or negative (-) class in our case, and $|C|$ is the number of classes. The multinomial distribution parameter $P(w_k|c_j)$ is estimated with:

$$P(w_k|c_j) = \frac{\lambda + N_{c_j,w_k}}{\lambda |V| + \sum_{v=1}^{|V|} N_{c_j,w_v}},$$

(2)

where $N_{c_j,w_k}$ is the number of times that word $w_k$ occurs in the training documents of class $c_j$, $|V|$ is the vocabulary $V$ size, and $\lambda$ is the smoothing parameter. We use $\lambda = 0.1$ as it is shown in Agrawal et al. (2000) that $\lambda = 0.1$ (Lidstone smoothing) is superior to $\lambda = 1$ (Laplacian smoothing).

The final sentiment polarity (positive or negative) of this document $d$ is given by computing $\arg\max_j P(c_j|d)$. From Eq. (1) and Eq. (2), we can see that NB mainly depends on the word frequency count $N_{c_j,w_k}$, which is also the core knowledge that we will retain for each domain in addition to the class prior $P(c_j)$. How to integrate the knowledge into the proposed model will be clear shortly.

3.2. LNB for Sentiment Classification

Recall that we use the terms domain and task interchangeably throughout the paper because we treat the classification in each domain (e.g., a type of product) as a learning task following Chen et al. (2015). The architecture of the proposed LNB, in brief, is shown in Figure 1.

Below we present the proposed LNB in detail. As given in Figure 1, LNB has three key components: Knowledge Miner (KM), Knowledge Base (KB), and Knowledge-Based Learner (KBL). KM mines knowledge from training data of each task/domain, KB stores
the mined knowledge, and KBL abstracts some high-level knowledge from the KB and leverages it in learning the target task \( t \), which can be a new task or a previous task.

The key idea of LNB is to revise the multinomial distribution parameters (i.e., Eq. (2)) for the target task \( t \) using prior knowledge (stored in the KB) from the previous tasks to build a better target task classifier. Next we describe how our system LNB works.

Given a task sequence \( \{T_1, T_2, ..., T_n, T_{n+1}, ...\} \), the time point moves along the task sequence, where each time point corresponds to a task respectively. At any point (e.g., \( n+1 \)) in time, our LNB has learned \( n \) tasks and the knowledge of the \( n \) tasks has been retained in the KB. When a new/future task (target task) \( T_{n+1} \) comes, KM first extracts the new knowledge from its training data \( D_{n+1} \). Then KBL leverages both the newly extracted knowledge and the past knowledge in the KB to build a classifier for the target task \( T_{n+1} \). After this, the task \( T_{n+1} \) becomes a past task and its knowledge is also incorporated into the KB. Now if our model LNB moves back to a point of any previous time point \( i \) (\( 1 \leq i \leq n \)), our LNB can use the knowledge (stored in the KB) of the tasks \( \{T_1, ..., T_{n+1}\} \) to build a classifier for the past task (target task) \( T_i \). In such a way, we can see that LNB performs (1) forward knowledge transfer for helping future task learning and (2) reverse knowledge transfer for improving past task learning.

In particular, KM extracts two types of knowledge from the training data of each task \( T_i \). (a) **Word-level knowledge** \( N_{+i,w}^+ \) and \( N_{-i,w}^- \): number of times word \( w \) occurs in the training documents of the positive (+) and negative (−) class in the task \( T_i \), respectively. (b) **Document-level knowledge** \( N_{+i}^+ \) and \( N_{-i}^- \): number of training documents in the positive (+) and negative (−) class in task \( T_i \), respectively. These document-level knowledge are for computing the class prior \( P_i(+) \) and \( P_i(−) \) in Eq. (1).

The above two-types of knowledge are treated as the base-knowledge, which will be stored in the KB for the task \( T_i \). All the stored base-knowledge in the KB is available for KBL to compute the generative model parameters and to build a NB classifier for the target domain \( t \) (a new or a past domain).

Now we introduce how KBL utilizes the newly extracted base-knowledge (if target domain is a new domain) and the past base-knowledge (stored in the KB) to construct a classifier for the target domain \( t \). Specially, KBL first abstracts three types of high-level knowledge from the base-knowledge:

1. **Word-level knowledge** \( N_{+w}^{KB} \) and \( N_{-w}^{KB} \): number of times word \( w \) occurs in the training documents of the positive (+) and negative (−) class in all domains except the target domain. They are formulated by \( N_{+w}^{KB} = \sum_f N_{+f,w}^{f} \) and \( N_{-w}^{KB} = \sum_f N_{-f,w}^{f} \) respectively.
(2) Target domain-dependent knowledge $Q^t_{+,w}$ and $Q^t_{-,w}$: ratio of word probability in positive (and negative) vs. negative (positive) class in the target domain $t$, i.e., $Q^t_{+,w} = \frac{P(w|+)}{P(w|-)}$ and $Q^t_{-,w} = \frac{P(w|-)}{P(w|+)}$.

(3) Domain-level knowledge $M^K_{+,w}$ and $M^K_{-,w}$: number of non-target domains in which

\[
\frac{P(w|+)}{P(w|-)} \geq \gamma \quad \text{and} \quad \frac{P(w|-)}{P(w|+)} \geq \gamma
\]

(regarded as a reliable word), where $P(w|+)$ and $P(w|-)$ are estimated using Eq. (2) in that domain, and $\gamma$ is a parameter.

Then, KBL integrates these pieces of knowledge to revise $N^t_{+,w}$ and $N^t_{-,w}$ from the target domain, which are the word count in the positive (+) and negative (-) classes in the target domain respectively. We denote the revised results as $\hat{N}_{+,w}^t$ and $\hat{N}_{-,w}^t$. The intuition here is that if a word $w$ can distinguish classes very well in the target domain, KBL in our LNB should rely on the target domain base-knowledge (i.e., $N^t_{+,w}$ and $N^t_{-,w}$) of this word in the target domain. Thus, we define a set of target domain-dependent words, denoted by $V^t$. A word $w$ belongs to $V^t$ if $Q^t_{+,w} \geq \sigma$ or $Q^t_{-,w} \geq \sigma$, where $\sigma$ is a parameter. On the other hand, KBL should believe in domain-level knowledge among non-target domains. In practice, if a word $w$ is reliable among most non-target domains (e.g., half of the non-target domains), KBL should follow the knowledge associated with this word. Similarly, we define a set of domain-reliable words, denoted by $V^{KB}$. For a word $w$, KBL regards it as a domain-reliable word if more than half of the non-target domains (i.e., $M^K_{+,w} > n/2$ or $M^K_{-,w} > n/2$, where $n$ is the number of the non-target domains) treat this word as a reliable word. Such a method works like a voting method. We will give an example of the resulting domain-dependent words and domain-reliable words in the experiment section.

**Improving past and future domain classification:** It is clear that LNB can treat any past or future domain as the target domain $t$ and improve its classification. LNB only needs the frequency count of each word in each class of each (past or future) domain (which is stored in the KB). Thus, for a past domain, no retraining using its original training data is needed. Given these knowledge and information, our LNB model works for a test document $d_u$ with words $\{w_1, w_2, ..., w_n\}$ in the target domain $t$ as shown in Algorithm 1.

### 3.3. Computational Complexity Analysis

Since LNB is a continuous learning system, we use the target domain model building to analyze its complexity. If the target domain is a new domain, the computation complexity of LNB consists of two parts: *extracting base-knowledge from its training data* and *building a classifier for this new domain*. Specially, extracting the base-knowledge is clearly linear in the number of words in all training documents, $O(|D||d|)$, where $|D|$ is the number of training documents and $|d|$ is the document length. Building a classifier for this new domain is only $O(|V|)$, where $|V|$ is the vocabulary size, because the two types of high-level knowledge (i.e., word-level knowledge and domain-level knowledge) can be incrementally updated after each new domain is learned. Note that the computing of another high-level knowledge (i.e., target domain-dependent knowledge) is done in the first part. If the target domain is a past domain, LNB only needs to build a classifier for this past domain, which takes $O(|V|)$. Considering the above two cases together, the computational complexity of LNB is $O(|D||d|)$, linear in the number of words in the documents as $|V|$ is normally smaller.

As LNB stores base-knowledge for each task, LNB requires some storage costs. Storage cost of each task is $O(|V|)$. Thus, storage costs of LNB are linear in the number of tasks.
Algorithm 1 LNB for a test document $d_u$ in the target domain $t$ (a new or a past domain)

**Data:** Test document $d_u$ with words $\{w_1, w_2, ..., w_n\}$

**Knowledge:** Base-knowledge stored in the knowledge base, and the newly extracted base-knowledge (if target domain is a new domain)

**Result:** Sentiment classification result

```
begin
  Extract uni-gram features for words $\{w_1, w_2, ..., w_n\}$
  for each feature word $w_k$ do
    if $w_k$ belongs to $V^{KB}$ then
      $\hat{N}_t^{c_j, w_k} = R_{w_k} \times N_{c_j, w_k}^{KB}$, $\hat{N}_t^{\neg c_j, w_k} = (1 - R_{w_k}) \times N_{\neg c_j, w_k}^{KB}$
      /* where $R_{w_k}$ is a voting weight, $R_{w_k} = M_{+, w_k}^{KB} / (M_{+, w_k}^{KB} + M_{-, w_k}^{KB})$ */
    else if $w_k$ belongs to $V^t$ then
      $\hat{N}_t^{c_j, w_k} = N_{c_j, w_k}^t$
    else
      $\hat{N}_t^{c_j, w_k} = N_{c_j, w_k}^{KB} + N_{c_j, w_k}^t$
  end
  arg max$_j P(c_j|d_u)$, where $c_j = \{+, -\}$
end
```

4. Experiments

In this section, we evaluate the proposed LNB in terms of knowledge analysis, task evaluation, effect of the number of domains, and running time. We performed most experiments on Windows Server 2008 R2 with Intel Xeon processor, 24GB RAM and JAVA development environment. We used JAVA development environment because our main baselines (except for a deep learning baseline) used it. Regarding the deep learning baseline Lv et al. (2019), we ran it on a GPU server with Python as its original system used Python.

4.1. Datasets

Since the main baseline of our work is the LSC system Chen et al. (2015), we experiment using the same datasets as in Chen et al. (2015). The datasets contains a collection of product reviews from 20 types of product domains from Amazon.com. Each domain contains 1000 reviews. Each review has been assigned a sentiment label, i.e., positive or negative, based on the rating score. The names of these 20 domains with a serial number for each domain and the proportion of negative reviews are shown in Table 1. From the table, we can see that the proportion of negative reviews in each domain is in the range [10%, 31%]; and thus the negative reviews in each domain are minorities, which are harder to classify.

Following the work in Chen et al. (2015), we use two variations of the datasets with different class distributions in our experiments. (a) **Natural class distribution:** We

---

Table 1: Names of 20 domains with a serial number for each domain and the proportion of negative reviews in each domain.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Proportion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alarm Clock</td>
<td>30.51</td>
</tr>
<tr>
<td>Baby</td>
<td>16.45</td>
</tr>
<tr>
<td>Bag</td>
<td>11.97</td>
</tr>
<tr>
<td>Cable Modem</td>
<td>12.53</td>
</tr>
<tr>
<td>Dumbbell</td>
<td>16.04</td>
</tr>
<tr>
<td>Flashlight</td>
<td>11.69</td>
</tr>
<tr>
<td>GPS</td>
<td>19.50</td>
</tr>
<tr>
<td>Gloves</td>
<td>13.76</td>
</tr>
<tr>
<td>Graphics Card</td>
<td>14.58</td>
</tr>
<tr>
<td>Headphone</td>
<td>20.99</td>
</tr>
<tr>
<td>Home Theater System</td>
<td>28.84</td>
</tr>
<tr>
<td>Jewelry</td>
<td>12.21</td>
</tr>
<tr>
<td>Keyboards</td>
<td>22.66</td>
</tr>
<tr>
<td>Magazine Subscriptions</td>
<td>26.88</td>
</tr>
<tr>
<td>Movies TV</td>
<td>10.86</td>
</tr>
<tr>
<td>Movies TV</td>
<td>10.86</td>
</tr>
<tr>
<td>Music TV</td>
<td>22.07</td>
</tr>
<tr>
<td>Video Games</td>
<td>20.93</td>
</tr>
<tr>
<td>Rice Cooker</td>
<td>18.64</td>
</tr>
<tr>
<td>Sandal</td>
<td>12.11</td>
</tr>
<tr>
<td>Vacuum</td>
<td>22.07</td>
</tr>
<tr>
<td>Video Games</td>
<td>20.93</td>
</tr>
</tbody>
</table>

We use the original data with the natural class distribution as shown in Table 1. We use F-score of the negative class in evaluation as each domain has imbalanced class distribution and the reviews of each domain in the negative class are minorities. (b) **Balanced class distribution**: We sampled 200 reviews (100 positive and 100 negative) from each domain and created a balanced variation from the original natural distribution dataset. This dataset is small because the number of negative reviews in each domain is small. We use accuracy of both classes in evaluation as each domain has a balanced class distribution.

We randomly partitioned the data of each domain into training set and test set with 80% and 20%, respectively. We extracted uni-gram features with no feature selection from the raw reviews. Also, we followed Pang et al. (2002) to deal with negation words. In all experiments, we set $\gamma = 2$ and $\sigma = 3$ to evaluate the proposed LNB.

### 4.2. Knowledge Analysis

As mentioned earlier, we will provide the **domain-dependent words** $V^t$ and **domain-reliable words** $V^{KB}$ learned by our LNB in the experiment section. Here we take the small dataset in balanced class distribution as an example. The results are shown in Table 2, where the words appearing in both $V^t$ and $V^{KB}$ are marked in *italics* together with color “blue”.

From the table, we have the following observations:

1. Generally speaking, the words in $V^{KB}$ are more reliable than the words in $V^t$ in terms of their opinion polarity. The reason is clear because the word in $V^{KB}$ is believed by more than half of the non-target domains.

2. Most words (the ratio is $561/772$) in $V^t$ are specific to the target domain. Only a small portion (the ratio is $211/772$) of $V^t$ belong to the domain-reliable words $V^{KB}$. Thus, $V^t$ and $V^{KB}$ should be considered simultaneously because they are complementary to each other. The result also shows the domain-specific sentiment problem as mentioned in Section 1.

### 4.3. Task Evaluation

Now we evaluate how the future task learning performance and the previous task learning performance can be improved using the proposed model LNB.

2. According to Table 2, $\frac{405 - 91 + 367 - 120}{405 + 367} = \frac{561}{772}$.
3. According to Table 2, $\frac{91 + 120}{405 + 367} = \frac{211}{772}$.
Table 2: The resulting domain-dependent words and domain-reliable words on the dataset in the balanced class distribution.

<table>
<thead>
<tr>
<th>Positive (+) words</th>
<th>Negative (-) words</th>
</tr>
</thead>
<tbody>
<tr>
<td>Results in descending order of $Q^+_{1,w}$: worth, great, highly, recommend, perfect, love, impressed, not</td>
<td>Results in descending order of $Q^-_{1,w}$: return, not</td>
</tr>
<tr>
<td>Sorted words in terms of $M^+_{1,w}$ from big to small: perfect, add, easy, worth, good, decide, bit, night, enough, like, job, great, love, highly, simply, fast, size, long, live, recommend, happy, not</td>
<td>need, excellent, glad, value, expect, need, best, nice, price, well, fit, true, simple, complaint, house, home, set, wonderful, solid, easier, friend, awesome, mind, feature, amazing, bring, not</td>
</tr>
<tr>
<td>Domain-dependent words $V^+$ in domain</td>
<td>Domain-reliable words $V^{KB}$ over 20 domains (accumulated vocabulary size: 16061)</td>
</tr>
<tr>
<td>The number of positive co-occurrence words in $V^+$ and $V^{KB}$ is 91.</td>
<td>The number of negative co-occurrence words in $V^+$ and $V^{KB}$ is 120.</td>
</tr>
</tbody>
</table>

* Due to space limitations, here we only show the top 100 words in each block.

**Baselines.** We compare our LNB model with Naïve Bayes (NB), SVM Chang and Lin (2011), LSC Chen et al. (2015), Lifelong Voting (LLV) Xia et al. (2017), and Sentiment classification by leveraging the Retained Knowledge (SRK) Lv et al. (2019). For SVM, LSC and SRK, we obtained the original systems from its authors. For LLV, we use its first voting method that can improve a past model using future knowledge. Note that traditional NB and SVM only work on a single domain data. To have a comprehensive comparison, three variations of NB and SVM are created respectively following Chen et al. (2015):

a) NB and SVM are trained and tested on the target domain, denoted by NB-T and SVM-T.
b) NB and SVM are trained on the combined data from all non-target domains and tested on the target domain, denoted by **NB-S** and **SVM-S**.

c) NB and SVM are trained on the combined data from all domains (including the target domains) and tested on the target domain, denoted by **NB-ST** and **SVM-ST**.

As NB-T and SVM-T only use the data from the target task, they are non-lifelong learning methods. NB-S, NB-ST, SVM-S and SVM-ST can be regarded as simple lifelong methods because they use the data from other tasks. For NB, \( \lambda \) is set to 0.1 for Lidstone smoothing. For SVM, we use the default parameters settings 4. For LSC, LLV and SRK, we use their original parameters settings. Note that, for the deep learning baseline SRK, we didn’t use validation sets to perform early stop as all the other methods do not require any validation sets.

**New Task Evaluation:** Following Chen et al. (2015), each domain in the 20 domains is treated as the new (target) domain with the rest 19 domains as the past domains. For those non-lifelong methods (NB-T and SVM-T), we ran them on the new domain data independently. For those simple lifelong methods (NB-S, NB-ST, SVM-S and SVM-ST), we ran them on the combined data from past domains or new domain. For the three existing lifelong methods (LSC, LLV and SRK), we ran them as they were done in their original papers. Table 3 shows the average F1-scores of the negative class in the natural class distribution over the 20 domains. Table 4 shows the average accuracy of two classes in the balanced class distribution over the 20 domains.

Table 3: Average F1-score of the negative class in the natural class distribution over 20 domains. Note that negative class is the minority class (see Table 1) and thus very hard to classify.

<table>
<thead>
<tr>
<th>Method</th>
<th>NB-T</th>
<th>NB-S</th>
<th>NB-ST</th>
<th>SVM-T</th>
<th>SVM-S</th>
<th>SVM-ST</th>
<th>LSC</th>
<th>LLV</th>
<th>SRK</th>
<th>LNB</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1-score</td>
<td>45.20</td>
<td>55.00</td>
<td>56.49</td>
<td>50.39</td>
<td>52.66</td>
<td>59.15</td>
<td>56.62</td>
<td>47.46</td>
<td>52.45</td>
<td><strong>64.96</strong></td>
</tr>
</tbody>
</table>

Table 4: Average accuracy of the positive and negative classes in the balanced class distribution over 20 domains.

<table>
<thead>
<tr>
<th>Method</th>
<th>NB-T</th>
<th>NB-S</th>
<th>NB-ST</th>
<th>SVM-T</th>
<th>SVM-S</th>
<th>SVM-ST</th>
<th>LSC</th>
<th>LLV</th>
<th>SRK</th>
<th>LNB</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACC</td>
<td>77.40</td>
<td>74.82</td>
<td>80.04</td>
<td>76.09</td>
<td>75.79</td>
<td>79.29</td>
<td>82.09</td>
<td>78.59</td>
<td>80.34</td>
<td><strong>83.17</strong></td>
</tr>
</tbody>
</table>

From Table 3 and Table 4, we make the following observations:

- Our model LNB achieves the best F1-scores and accuracy on two variant sets of the datasets respectively. The results show the superiority of our LNB.

- NB-S (and SVM-S) is inferior to NB-T (and SVM-T), both of which are inferior to NB-ST (and SVM-ST). This shows that simply combining the training data from all past domains and the new domain is slightly beneficial, but worse than our model.

• LLV performs poorly as its voting method does not fit our setting because in Xia et al. (2017) all tasks are from the same domain (the dataset of each task is a subset of a large dataset), but our tasks are from different domains.

• The deep learning baseline SRK is inferior to our method as deep learning usually requires a large amount of training data, but the training data of each domain in our setting is very small. Another reason is probably due to the catastrophic forgetting problem French (1999) in deep learning. Although SRK can address this problem slightly by training a knowledge retention network to memorize domain-specific knowledge, it still forgets previously learned knowledge after learning a long sequence of domains (e.g., 15). Our model has a knowledge base to store the previously learned knowledge from each domain separately.

• Our model is slightly better than LSC on the dataset in the balanced class distribution, but markedly better than LSC on the dataset in the natural class distribution.\(^5\) The reason is that LSC extracts knowledge with bias from non-target domains. Our model adopts a voting method to extract knowledge. In practice, we follow the knowledge associated with a word only if more than half of non-target domains believe in this word. Note that this is not our main results as our main goal is to go back to help previous/past domain models without retraining, which LSC cannot do because LSC needs the past domain data to optimize its objective function.

**Previous Task Evaluation:**
In this experiment, we evaluate how each previous domain performs after some new/future domains have been learned. Since LSC and SRK cannot use the future knowledge to improve past domain models without retraining, for each past domain, we use the classifier built when the past domain was the new domain at that time. For NB-S, NB-ST, SVM-S and SVM-ST, we also use the classifier built at that time. For NB-T and SVM-T, we use the classifier built on each previous domain. Since LLV is a voting model, it can also use future models to vote in any past domain classification. We give the results after all 20 domains have been learned. Thus, in this setting, we show the test results of the previous 19 domains only. Since in this case the ordering of domains is significant and can affect the experiment results, we randomly created 10 domain sequences as shown in Figure 2. For each sequence, the test results of the previous 19 domains are averaged and the average values are reported in Table 5 and Table 6.

From Table 5 and Table 6, we clearly see that LNB again outperforms all baselines on the two datasets. Although in helping future domain learning on the dataset in the balanced

\(^5\) In Table 3, the F1-scores (56.62) for LSC is not the same as that reported in Chen et al. (2015) because we used 80% reviews of each past domain for training while Chen et al. (2015) used all reviews for training because we need to test on past domains, while Chen et al. (2015) does not do that.
Table 5: Average F1-score of the negative class (in natural class distribution) over 19 previous domains for each sequence.

<table>
<thead>
<tr>
<th>Task-Sequence</th>
<th>NB-T</th>
<th>NB-S</th>
<th>NB-ST</th>
<th>SVM-T</th>
<th>SVM-S</th>
<th>SVM-ST</th>
<th>LSC</th>
<th>LLV</th>
<th>SRK</th>
<th>LNB</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>43.04</td>
<td>49.66</td>
<td>54.25</td>
<td>51.16</td>
<td>50.21</td>
<td>57.34</td>
<td>54.89</td>
<td>44.25</td>
<td>51.43</td>
<td><strong>63.80</strong></td>
</tr>
<tr>
<td>S2</td>
<td>44.42</td>
<td>51.16</td>
<td>51.98</td>
<td>51.80</td>
<td>51.13</td>
<td>58.62</td>
<td>53.93</td>
<td>43.32</td>
<td>48.69</td>
<td><strong>63.56</strong></td>
</tr>
<tr>
<td>S3</td>
<td>42.35</td>
<td>49.37</td>
<td>52.29</td>
<td>49.99</td>
<td>46.70</td>
<td>59.60</td>
<td>51.80</td>
<td>44.76</td>
<td>50.78</td>
<td><strong>63.62</strong></td>
</tr>
<tr>
<td>S4</td>
<td>42.64</td>
<td>42.22</td>
<td>45.07</td>
<td>50.60</td>
<td>45.22</td>
<td>54.90</td>
<td>50.15</td>
<td>43.87</td>
<td>48.54</td>
<td><strong>63.66</strong></td>
</tr>
<tr>
<td>S5</td>
<td>42.65</td>
<td>46.16</td>
<td>51.90</td>
<td>50.05</td>
<td>49.54</td>
<td>59.35</td>
<td>50.35</td>
<td>44.46</td>
<td>47.82</td>
<td><strong>63.39</strong></td>
</tr>
<tr>
<td>S6</td>
<td>42.48</td>
<td>45.56</td>
<td>52.10</td>
<td>50.50</td>
<td>49.30</td>
<td>60.16</td>
<td>53.45</td>
<td>43.83</td>
<td>51.74</td>
<td><strong>63.64</strong></td>
</tr>
<tr>
<td>S7</td>
<td>45.63</td>
<td>46.28</td>
<td>52.21</td>
<td>51.44</td>
<td>50.15</td>
<td>59.29</td>
<td>52.02</td>
<td>46.78</td>
<td>50.31</td>
<td><strong>65.09</strong></td>
</tr>
<tr>
<td>S8</td>
<td>43.05</td>
<td>50.74</td>
<td>51.34</td>
<td>51.16</td>
<td>48.96</td>
<td>57.52</td>
<td>52.64</td>
<td>44.25</td>
<td>50.56</td>
<td><strong>63.80</strong></td>
</tr>
<tr>
<td>S9</td>
<td>43.15</td>
<td>49.61</td>
<td>50.78</td>
<td>50.72</td>
<td>48.41</td>
<td>58.08</td>
<td>54.14</td>
<td>43.15</td>
<td>51.11</td>
<td><strong>63.30</strong></td>
</tr>
<tr>
<td>S10</td>
<td>42.48</td>
<td>51.23</td>
<td>52.26</td>
<td>50.50</td>
<td>48.95</td>
<td>57.11</td>
<td>51.05</td>
<td>43.83</td>
<td>49.25</td>
<td><strong>63.64</strong></td>
</tr>
<tr>
<td>(↑) Ave.</td>
<td>43.19</td>
<td>48.20</td>
<td>51.42</td>
<td>50.79</td>
<td>48.86</td>
<td>58.20</td>
<td>52.25</td>
<td>44.35</td>
<td>50.02</td>
<td><strong>63.75</strong></td>
</tr>
</tbody>
</table>

Table 6: Average accuracy of two classes (in balanced class distribution) over 19 previous domains for each sequence.

<table>
<thead>
<tr>
<th>Task-Sequence</th>
<th>NB-T</th>
<th>NB-S</th>
<th>NB-ST</th>
<th>SVM-T</th>
<th>SVM-S</th>
<th>SVM-ST</th>
<th>LSC</th>
<th>LLV</th>
<th>SRK</th>
<th>LNB</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>78.81</td>
<td>71.84</td>
<td>77.76</td>
<td>76.57</td>
<td>73.42</td>
<td>80.26</td>
<td>81.84</td>
<td>79.47</td>
<td>80.29</td>
<td><strong>85.26</strong></td>
</tr>
<tr>
<td>S2</td>
<td>78.15</td>
<td>71.71</td>
<td>78.55</td>
<td>76.18</td>
<td>69.73</td>
<td>78.68</td>
<td>81.97</td>
<td>80.26</td>
<td>81.17</td>
<td><strong>84.74</strong></td>
</tr>
<tr>
<td>S3</td>
<td>78.55</td>
<td>73.02</td>
<td>79.86</td>
<td>75.92</td>
<td>71.31</td>
<td>78.55</td>
<td>81.18</td>
<td>79.21</td>
<td>79.96</td>
<td><strong>84.60</strong></td>
</tr>
<tr>
<td>S4</td>
<td>78.29</td>
<td>70.00</td>
<td>78.55</td>
<td>75.79</td>
<td>69.34</td>
<td>76.97</td>
<td>79.99</td>
<td>79.07</td>
<td>79.84</td>
<td><strong>84.74</strong></td>
</tr>
<tr>
<td>S5</td>
<td>78.16</td>
<td>71.97</td>
<td>77.50</td>
<td>75.65</td>
<td>71.97</td>
<td>80.26</td>
<td>80.65</td>
<td>78.94</td>
<td>79.52</td>
<td><strong>84.87</strong></td>
</tr>
<tr>
<td>S6</td>
<td>78.68</td>
<td>68.55</td>
<td>80.26</td>
<td>75.92</td>
<td>67.89</td>
<td>76.71</td>
<td>81.84</td>
<td>79.60</td>
<td>80.01</td>
<td><strong>85.26</strong></td>
</tr>
<tr>
<td>S7</td>
<td>78.68</td>
<td>69.73</td>
<td>77.76</td>
<td>75.52</td>
<td>69.34</td>
<td>77.23</td>
<td>79.21</td>
<td>79.34</td>
<td>80.25</td>
<td><strong>84.47</strong></td>
</tr>
<tr>
<td>S8</td>
<td>78.81</td>
<td>71.44</td>
<td>80.39</td>
<td>76.57</td>
<td>71.84</td>
<td>79.21</td>
<td>82.36</td>
<td>79.47</td>
<td>81.13</td>
<td><strong>85.26</strong></td>
</tr>
<tr>
<td>S9</td>
<td>78.95</td>
<td>71.97</td>
<td>79.21</td>
<td>76.71</td>
<td>71.05</td>
<td>80.26</td>
<td>81.57</td>
<td>79.60</td>
<td>81.65</td>
<td><strong>85.26</strong></td>
</tr>
<tr>
<td>S10</td>
<td>78.68</td>
<td>72.10</td>
<td>78.29</td>
<td>75.92</td>
<td>71.97</td>
<td>80.92</td>
<td>80.39</td>
<td>79.60</td>
<td>80.30</td>
<td><strong>85.26</strong></td>
</tr>
<tr>
<td>(↑) Ave.</td>
<td>78.57</td>
<td>71.23</td>
<td>78.81</td>
<td>76.07</td>
<td>70.78</td>
<td>78.90</td>
<td>81.10</td>
<td>79.46</td>
<td>80.41</td>
<td><strong>84.97</strong></td>
</tr>
</tbody>
</table>

class distribution, LNB is only slightly better than LSC (see Table 4), the ability of LNB to improve past domain models using future knowledge clearly shows its superiority to LSC.

4.4. Effect of Number of Future Domains

As our main contribution is to go back to help the past domain models without retraining, here we empirically evaluate the effects of our model using different number of new/future domains (denoted by #future domains). In this experiment, we treat the first domain in each domain sequence (see Figure 2) as the target domain and vary the number of future domains (max is 19). For each domain sequence, we record the test results with different number of future domains. The curve of the average test results over 10 domain sequences is shown in Figure 3. The curve clearly shows that LNB performs better with more future domains. This indicates that LNB indeed has the ability to go back to improve the past domain models using future knowledge.
4.5. Running Time

For the running time experiment, we take domain sequence S1 in Figure 2 as an example. We recorded the running time of each method (except for SRK because SRK used a different running environment than the others as introduced early) in the previous task evaluation. Due to the space limitation, here we only give the results on the dataset in the natural class distribution because the results for the other are similar. The results are shown in Table 7. From the table, we can see that LNB performs more efficiently than all lifelong learning methods including those simply methods NB-S, NB-ST, SVM-S and SVM-ST. The reasons are 2-fold: (1) LNB does not need iterative optimization, whereas SVM-S, SVM-ST and LSC need. (2) LNB accumulates knowledge from each new domain. Updating the knowledge takes $O(|V|)$, where $|V|$ is the vocabulary size, as discussed in the computational complexity section. NB-S, NB-ST, SVM-S, SVM-ST and LLV do not accumulate knowledge. That is, they need to retrain for each target domain.

Table 7: Running time (in seconds) of each method on the dataset in the natural class distribution.

<table>
<thead>
<tr>
<th>Method</th>
<th>NB-T</th>
<th>NB-S</th>
<th>NB-ST</th>
<th>SVM-T</th>
<th>SVM-S</th>
<th>SVM-ST</th>
<th>LSC</th>
<th>LLV</th>
<th>LNB</th>
</tr>
</thead>
</table>

5. Conclusions

This paper studied a new lifelong learning setting where the system can use the knowledge learned in future tasks to improve past task models with no retraining using the training data of the past tasks. We proposed a novel approach in this new lifelong learning setting for sentiment classification by exploiting the generative model parameters of naive Bayes. Extensive experiment results on 20 product domains from Amazon.com showed the effectiveness of the proposed approach. We believe that this new setting is a promising direction for lifelong learning because we humans often learn new knowledge to solve past problems and future problems.

Figure 3: Effect of #future domains on LNB. (Left): F1-scores of negative class with #future domains in the natural class distribution. (Right): Accuracy of two classes with #future domains in the balanced class distribution.
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