Abstract
This paper is devoted to three topics. First, to prove a measurability theorem for multifunctions with values in non-metrizable spaces, which is required to show that solutions to stochastic wave equations with interval parameters are random sets; second, to apply the theorem to wave equations in any space dimension; and third, to compute upper and lower probabilities of the values of the solution in the case of one space dimension.
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1. Introduction
In order to motivate the subject of the paper, consider a stochastic dynamical system
\[
\frac{d}{dt} u(t) = F(u(t), \lambda) + G(u(t), \lambda) N(t)
\]
where \(u(t)\) is the response of the system, \(\lambda\) comprises the system parameters, and \(N(t)\) is an external excitation in the form of a stochastic process. The response \(u(t)\) may be scalar-valued or \(n\)-dimensional, the parameters \(\lambda\) take values in \(\mathbb{R}^n\), say. For example, \(u(t)\) may be the response of a building under earthquake excitation, the vibrational response of a bridge under random traffic, a biological quantity evolving under external disturbances, or – in financial mathematics – the value of an option under the uncertain development of the price of the underlying asset. The standard model for the noise process \(N(t)\) is Gaussian white noise as the (generalized) derivative of Brownian motion. In this case, (1) can be interpreted as an Itô differential equation.

We need to introduce a more specific notation. The noise is a stochastic process on some time interval \(T\) and a probability space \((\Omega, \Sigma, P)\). Accordingly, the response is also a stochastic process, i.e., a map \(T \times \Omega \to \mathbb{R}^n\), which is measurable with respect to \(\omega\) at each fixed \(t\). In addition, the response depends on the values \(\lambda\) of the system parameters. Thus we will write more accurately \(u_\lambda(t, \omega)\) in place of \(u(t)\) from now on.

Next, assume that the system parameters \(\lambda\) are uncertain and described by some imprecise probability model. We put ourselves in the framework of random sets [4, 14].

To recall the notion of a random set, let \(S\) be a topological space, \(\mathcal{P}(S)\) the power set of \(S\) and \(\mathcal{B}(S)\) the Borel \(\sigma\)-algebra on \(S\). A random set on a probability space \((\Omega, \Sigma, P)\) with values in \(S\) is a multifunction \(X: \Omega \to \mathcal{P}(S)\) such that the upper inverses
\[
X^+(B) = \{ \omega \in \Omega : X(\omega) \cap B \neq \emptyset \}
\]
are measurable for every Borel set \(B \in \mathcal{B}(S)\).

Let the system parameters in (1) be described by a random set \(\Lambda: \Omega \to \mathbb{R}^n\). (Without restriction of generality, \((\Omega, \Sigma, P)\) may be taken to be the same probability space as the one underlying the stochastic system.) Then the response is also a multifunction, which can be viewed from various perspectives. First, at fixed \(t \in T\), one may consider the multifunction
\[
X(t, \omega) = \{u_\lambda(t, \omega) : \lambda \in \Lambda(\omega)\}
\]
on \(\Omega\) with values in \(\mathbb{R}^n\). Second, and more generally, the response can be seen as a multifunction on \(\Omega\) with values in the space of trajectories of system (1), usually the space \(\mathcal{C}(T, \mathbb{R}^n)\) of continuous functions on \(T\) with values in \(\mathbb{R}^n\), equipped with the topology of uniform convergence on compact subsets of \(T\), i.e.,
\[
X(\omega) = \{u_\lambda(\cdot, \omega) : \lambda \in \Lambda(\omega)\}
\]
In the simplest case when the random set reduces to an interval \(\Lambda = [\lambda, \bar{\lambda}]\), this becomes
\[
X(\omega) = \{u_\lambda(\cdot, \omega) : \lambda \leq \lambda \leq \bar{\lambda}\}
\]
In order to go on with computing probability bounds, one should show that the multifunctions (3), (4), (5) are actually random sets.

The theory of random set valued solutions to (1) has been developed in [18, 19] and applied to problems of earthquake engineering [20] as well as geotechnical reliability [15, 16]. In both cases, the excitation is reasonably modelled by Gaussian white noise, whereas the uncertainty of system parameters such as damping coefficients or soil-related properties are more plausibly modelled by random
sets. We mention that other set-valued theories for treating this issue have been proposed, such as set-valued stochastic integrals [11], mutational analysis [12], fuzzy stochastic processes [21]; for the relation of these approaches to stochastic differential inclusions, see [13].

An important ingredient in proving that the multifunctions (3), (4), (5) are random sets is the Fundamental measurability theorem for Polish spaces, which can be applied here in its classical form for Polish spaces (see Section 2).

The situation is quite different when the independent variable in (1) is multi-dimensional and has a time component $t$ as well as a spatial component $x$. Then (1) becomes a stochastic partial differential equation, and the trajectories of the solutions turn out to be generalized stochastic processes already in simplest cases. Random set solutions to stochastic partial differential equations have not been addressed in the literature. This paper undertakes first steps in this direction. The basic model of a stochastic partial differential equation [6] is the stochastic wave equation

$$
\left( \partial_t^2 - c^2 \Delta \right) u_c = W
$$

on $\mathbb{R}^{d+1}$, where $W$ is space-time Gaussian white noise, $\Delta = \partial_{x_1}^2 + \cdots + \partial_{x_d}^2$ is the Laplacian, and $c > 0$ is a constant, the propagation speed. The underlying probability space is the white noise probability space, see Subsection 3.2. It is well-known [6, 25] that in space dimensions $d \geq 2$, the solution $u_c$ is a generalized stochastic process, that is, its trajectories $u_c(\omega)$ belong to the Schwartz space of distributions $\mathcal{D}'(\mathbb{R}^{d+1})$. (For the convenience of the reader, all required notions from the theory of distributions are collected in Appendix B.)

Replacing the propagation speed $c$ by an interval $[\varepsilon, \tau]$ with $\varepsilon > 0$ results in the multifunction

$$
X(\omega) = \{ u_c(\omega) : \varepsilon \leq c \leq \tau \}
$$

on $\Omega$ with values in the power set of $\mathcal{D}'(\mathbb{R}^{d+1})$. Endowing $\mathcal{D}'(\mathbb{R}^{d+1})$ with the Borel $\sigma$-algebra generated by its weak topology (see Appendix A), one would like to show that $X$ is a random set. However, $\mathcal{D}'(\mathbb{R}^{d+1})$ is not metrizable (see Appendix B) and so the Fundamental Measurability Theorem for Polish spaces does not apply.

The first part of the paper will be devoted to proving a generalization of the Fundamental Measurability Theorem, showing that a sequentially compact, Effros measurable multifunction (see Section 2) with values in the dual of a separable topological vector space, which is itself separable and a Souslin space, is a random set. The second part of the paper provides the details required to apply this result to the wave equation in arbitrary space dimensions, culminating in the proof that the multifunction $X$ in (7) is a random set. In the third part we will focus on the stochastic wave equation in one space dimension ($d = 1$). In this case, the solution is a modified Brownian sheet and consequently it has almost surely continuous trajectories. Thus one can consider the $\mathbb{R}$-valued multifunctions

$$
X(x,t,\omega) = \{ u_c(x,t,\omega) : \varepsilon \leq c \leq \tau \}
$$

at fixed $(x,t)$. It turns out that the maps $(r,\omega) \to \frac{1}{2} u_1(x,t,\omega)$ are Brownian motions with respect to $r \in [0,\infty)$. Using well-known formulas for the first hitting times, this will allow us to compute the upper and lower distribution functions of the random sets (8).

The paper ends with some conclusions and outlook for further research. The appendices collect the required notions from topology and the theory of distributions.

The presented results have been obtained by the second author in [26]. Various other generalizations of the Fundamental Measurability Theorem beyond Polish spaces can be found in [1, 4, 8].

2. Measurability of Multifunctions

As suggested by the defining property, a random set is also referred to as a Borel measurable multifunction. Various measurability properties will play a role in the Fundamental Measurability Theorem. A multifunction $X$ is called Effros measurable if its upper inverses in (2) are measurable for every open set $B \subset S$. The multifunction $X$ is called graph measurable if its graph

$$
\text{Graph}(X) = \{(\omega,x) \in \Omega \times S : x \in X(\omega)\}
$$

is measurable, that is, belongs to the product $\sigma$-algebra $\Sigma \otimes \mathcal{B}(S)$. A random variable $\xi$ with values in $S$ is called a selection of $X$ if $\xi(\omega) \in X(\omega)$ for almost all $\omega \in \Omega$. Let $X$ be a closed-valued random set. A countable family of selections $\xi_n$ is said to be a Castaing representation of $X$ if

$$
X(\omega) = \text{cl}\{\xi_n(\omega), n \geq 1\}
$$

for (almost) all $\omega \in \Omega$, where cl denotes the closure in $S$.

Remark 1 (a) If a multifunction is Effros measurable, then its lower inverses

$$
X_-(B) = \{ \omega \in \Omega : X(\omega) \subset B \}
$$

are measurable for every closed set $B \subset X$, and vice versa. This follows from the formula $X^- (B^c) = (X_-(B))^c$.

(b) If a closed valued multifunction $X : \Omega \to S$ into some topological space $S$ has a Castaing representation, then it is Effros measurable. Indeed, let $\{ \xi_n \}_{n \in \mathbb{N}}$ be a Castaing representation of $X$ and let $B \subset S$ open. On the one hand, $\xi_n(\omega) \in X(\omega)$ for (almost) all $\omega \in \Omega$ and all $n \in \mathbb{N}$. Thus $\{ \omega : \xi_n(\omega) \in B \} \subset X_-(B)$ for all $n \in \mathbb{N}$. On the other hand, let $\omega \in X^- (B)$. Since $B$ is open, (9) implies the existence of an $n \in \mathbb{N}$ such that $\xi_n(\omega) \in B$ for (almost) all $\omega \in \Omega$. Thus

$$
X^- (B) = \bigcup_{n \in \mathbb{N}} \{ \omega : \xi_n(\omega) \in B \}.
$$
Measurability of $X^{-1}(B)$ follows from measurability of the selections $\xi_n$.

(c) When talking about multifunctions $X : \Omega \rightarrow \mathcal{P}(S)$ we assume from now on that

$$X(\omega) \neq \emptyset \quad \text{for (almost) all } \omega \in \Omega.$$ 

Recall that a subset of a topological space $S$ is called dense if its closure equals $S$. The topological space $S$ is separable if it contains a dense countable subset. A subset of $A$ of $S$ is sequentially compact if every sequence in $A$ contains a converging subsequence (with limit in $A$). Finally, a Polish space is a separable, metrizable and complete topological space, while a Souslin space is a Hausdorff space which is the continuous image of a Polish space.

Let $(\Omega, \Sigma, P)$ be a complete probability space, $S$ a Polish space, and $X : \Omega \rightarrow \mathcal{P}(S)$ a closed-valued multifunction. The Fundamental Measurability Theorem [14] says that $X$ is Borel measurable if and only if it is Efros measurable if and only if it is graph measurable if and only if it admits a Causting representation.

In what follows, $E$ is a Hausdorff topological vector space and $E'$ its continuous dual, equipped with its weak topology (see Appendix A). We denote by $\langle x, e \rangle$ the action of $x \in E'$ on $e \in E$. The probability space $(\Omega, \Sigma, P)$ is assumed to be complete throughout. Here is the main result of this section.

**Theorem 2** Assume that both $E$ and $E'$ are separable and that $E'$ is Souslin. Let $X : \Omega \rightarrow \mathcal{P}(E')$ be an Efros measurable multifunction with sequentially compact values. Then $X$ is Borel measurable, i.e., a random set.

The proof requires a few preparations. Let $(e_l)_{l \in \mathbb{N}} \subset E$ and $(e'_l)_{l \in \mathbb{N}} \subset E'$ be dense countable subsets. Given $x \in E'$, the sets

$$U_{mn}(x) = \{ y \in E' : |\langle y - x, e_l \rangle| < \frac{1}{m}, \ldots, |\langle y - x, e_n \rangle| < \frac{1}{m} \}$$

with $m, n \in \mathbb{N}$, form a countable set of neighborhoods of $x$. In the following lemmas, $E'$ is not required to be a Souslin space.

**Lemma 3** Let $A \subset E'$ be sequentially compact and $x_0 \in E'$ such that $x_0 \notin A$. Then there exists $n \in \mathbb{N}$ such that $U_{1n}(x_0) \cap A = \emptyset$.

**Proof** We assume the converse and derive a contradiction. So suppose that $x_0 \notin A$ and $U_{1n}(x_0) \cap A \neq \emptyset$ for all $n \in \mathbb{N}$. Then one can find a sequence $(x_n)_{n \in \mathbb{N}}$ such that $x_n \in U_{1n}(x_0) \cap A$ for all $n \in \mathbb{N}$. Since $(x_n)_{n \in \mathbb{N}}$ is a subset of $A$, which is sequentially compact, we can introduce a convergent subsequence by $(n_k)_{k \in \mathbb{N}} \subset \mathbb{N}$, such that

$$\bar{x} = \lim_{k \rightarrow \infty} x_{n_k} \in A.$$ 

From $x_0 \notin A$ it follows that $\bar{x} \neq x_0$, and so there is $e \in E$ such that

$$|\langle x_0 - \bar{x}, e \rangle| \geq 2.$$  

On the other hand, since $(e_l)_{l \in \mathbb{N}}$ is dense in $E$ and $x_0 - \bar{x}$ is a continuous linear form, there exists an $i_0 \in \mathbb{N}$ such that

$$|\langle x_0 - \bar{x}, e_{i_0} \rangle| < 1. \quad (12)$$

Equations (11) and (12) lead to

$$|\langle x_0 - \bar{x}, e_{i_0} \rangle| = |\langle x_0 - \bar{x}, e \rangle - \langle x_0 - \bar{x}, e_{i_0} \rangle|$$

$$\geq |\langle x_0 - \bar{x}, e \rangle| - |\langle x_0 - \bar{x}, e_{i_0} \rangle| > 1.$$  

Combining (13) and (11) gives

$$\lim_{k \rightarrow \infty} |\langle x_0 - x_{n_k}, e_{i_0} \rangle| = |\langle x_0 - \bar{x}, e_{i_0} \rangle + \lim_{k \rightarrow \infty} \langle \bar{x} - x_{n_k}, e_{i_0} \rangle|$$

$$= |\langle x_0 - \bar{x}, e_{i_0} \rangle| > 1.$$ 

Consequently, there is $b_0 \in \mathbb{N}$ such that

$$|\langle x_0 - x_{n_k}, e_{i_0} \rangle| > 1, \quad \text{for all } k > b_0. \quad (14)$$

On the other hand, we have assumed that $x_{n_k} \in U_{1n}(x_0)$ for all $k \in \mathbb{N}$, i.e.

$$|\langle x_{n_k} - x_0, e_1 \rangle| < 1, \ldots, |\langle x_{n_k} - x_0, e_n \rangle| < 1.$$ 

But this contradicts (14), if $k$ is large enough such that $n_k \geq i_0$. \[\] 

**Lemma 4** Let $x_0 \in E'$ and $n \in \mathbb{N}$. Then there is $l \in \mathbb{N}$ such that

$$x_0 \in U_{2n}(e'_l), \quad (15)$$

$$U_{2n}(e'_l) \subset U_{1n}(x_0). \quad (16)$$

**Proof** We choose $l$ in a way that

$$e'_l \in U_{2n}(x_0), \quad (17)$$

which means that

$$|\langle e'_l - x_0, e_k \rangle| < \frac{1}{2} \quad \text{for all } k \in \{1, 2, \ldots, n\}.$$ 

This is possible, since $(e'_l)_{l \in \mathbb{N}}$ is dense in $E'$. Then (15) follows immediately from (17). Now suppose that $y \in U_{2n}(e'_l)$, i.e.

$$|\langle y - e'_l, e_k \rangle| < \frac{1}{2} \quad \text{for all } k \in \{1, 2, \ldots, n\}.$$ 

Then we get for all $k \in \{1, 2, \ldots, n\}$ that

$$|\langle y - x_0, e_k \rangle| \leq |\langle y - e'_l, e_k \rangle| + |\langle e'_l - x_0, e_k \rangle| < \frac{1}{2} + \frac{1}{2} = 1,$$ 

and so $y \in U_{1n}(x_0)$. This implies (16). \[\] 

In order to simplify our notation we define a sequence $(V_l)_{l \in \mathbb{N}}$ of open subsets of $E'$ such that

$$\{V_1, V_2, \ldots\} = \{ U_{2n}(e'_l) : n, l \in \mathbb{N}\}.$$ 

Combining Lemmas 3 and 4 leads to the following
Corollary 5 For any sequentially compact set $A \subset E'$ and any $x_0 \in E'$ with $x_0 \notin A$, there exists an index $j \in \mathbb{N}$ such that $x_0 \in V_j$ and $V_j \cap A = \emptyset$.

Lemma 6 Assume that both $E$ and $E'$ are separable. Let $X : \Omega \rightarrow \mathcal{P}(E')$ be an Effros measurable multifunction with sequentially compact values. Then $X$ is graph measurable, i.e., $\text{Graph}(X)$ is $\Sigma \otimes \mathcal{B}(E')$-measurable.

Proof Recall that the graph of $X$ is defined by

$$\text{Graph}(X) = \{ (\omega, x) \in \Omega \times E' ; x \in X(\omega) \}.$$ We will show that

$$\text{Graph}(X)^c = \bigcup_{n \in \mathbb{N}} X_-(V_n^c) \times V_n.$$ By Remark 1(a), this implies the measurability of $\text{Graph}(X)$. Assume first that

$$((\omega, x) \in \text{Graph}(X)^c.$$ It follows that $(\omega, x) \notin \text{Graph}(X)$, and therefore $x \notin X(\omega)$. By assumption, $X(\omega)$ is sequentially compact, and we can apply Corollary 5. Consequently, there is $j \in \mathbb{N}$ such that $V_j \cap X(\omega) = \emptyset$ and $x \in V_j$. Hence, $\omega \notin X^-(V_j)$, or equivalently, $\omega \in X_-(V_j^c)$. We get $(\omega, x) \in X_-(V_j^c) \times V_j$ and it follows that

$$(\omega, x) \in \bigcup_{n \in \mathbb{N}} X_-(V_n^c) \times V_n. \quad (18)$$ Conversely, assume that (18) holds. Then there is $j \in \mathbb{N}$ such that $(\omega, x) \in X_-(V_j^c) \times V_j$. We follow the arguments above in the opposite direction and get $(\omega, x) \in \text{Graph}(X)^c$.

The final ingredient in the proof of Theorem 2 is the projection theorem [4, Theorem III.23].

Projection Theorem Let $(\Omega, \Sigma, P)$ be a complete probability space, $S$ a Souslin space and $H$ a subset of $\Omega \times S$. If $H$ belongs to $\Sigma \otimes \mathcal{B}(S)$, its projection $\text{pr}_\Omega[H]$ belongs to $\Sigma$, where $\text{pr}_\Omega$ denotes the projection of $\Omega \times S$ onto $\Omega$.

Proof of Theorem 2. By Lemma 6, the graph of $X$ is measurable, i.e., belongs to $\Sigma \otimes \mathcal{B}(E')$. Let $B \in \mathcal{B}(E')$. Then

$$\text{Graph}(X) \cap (\Omega \times B) \in \Sigma \otimes \mathcal{B}(E').$$ Observe that

$$X^-(B) = \text{pr}_\Omega \left( \text{Graph}(X) \cap (\Omega \times B) \right).$$ The projection theorem implies that $X^-(B) \in \Sigma$.

3. Application to the Wave Equation

We address generalized solutions in $\mathcal{D}'(\mathbb{R}^{d+1})$ to the half-space problem for the wave equation

$$\left( \partial_t^2 - c^2 \Delta \right) u_c = g, \quad u_c|_{t=0} = 0 \quad (19)$$ In other words, the support $\text{supp} u_c$ of the solution should be a subset of $\mathbb{R}^d \times [0, \infty)$. Here $g \in \mathcal{D}'(\mathbb{R}^{d+1})$ with $\text{supp} g \subset \mathbb{R}^d \times [0, \infty)$ and $c$ is a positive constant.

3.1. The Deterministic Case

It is well known [5, Chapter 6] that the problem (19) has a unique solution $u_c \in \mathcal{D}(\mathbb{R}^{d+1})$. In particular, for $g = \delta$, the Dirac measure at zero in $\mathbb{R}^{d+1}$, one obtains the unique fundamental solution $F_c$ with support in the forward light cone $\{ (x, t) \in \mathbb{R}^{d+1} : t \geq 0, |x| \leq ct \}$. If $\text{supp} g \subset \mathbb{R}^d \times [0, \infty)$, the convolution of $F_c$ and $g$ exists (Remark 15), and the solution $u_c$ to (19) is given by $u_c = F_c \ast g$. Explicit formulas for the fundamental solution can be found, e.g., in [22]. In space dimensions $d = 1$ and $d = 2$, $F_c$ is a locally integrable function, in space dimension $d = 3$, it is a Radon measure, and in space dimensions $d \geq 4$, it is a distribution of higher order.

Recall that the Dirac measure in $\mathbb{R}^{d+1}$ is homogeneous of degree $-1$ with respect to $t$ (Remark 14). With the notation introduced before Remark 14, putting $n = d + 1$, this implies that

$$F_c = \frac{1}{\gamma I_{c}^{-1}F_1$$ or in informal notation

$$F_c(x, t) = \frac{1}{\gamma} F_1(x, ct).$$ A rigorous proof of this would involve the tools outlined before Remark 14. Here is an informal proof:

$$\left( \partial_t^2 - c^2 \Delta \right) \frac{1}{\gamma} F_1(x, ct) = \frac{1}{\gamma} c^2 \left( \partial_t^2 \Delta \right) F_1(x, ct) = c^2 \delta(x, ct) = \delta(x, t).$$ This shows that $\frac{1}{\gamma} I_{c}^{-1}F_1$ is a fundamental solution of the wave equation with support in the forward light cone. But the fundamental solution (with this property) is unique, hence $\frac{1}{\gamma} I_{c}^{-1}F_1$ coincides with $F_c$.

Lemma 7 The maps $c \rightarrow F_c$ and $c \rightarrow u_c$ from $(0, \infty)$ to $\mathcal{D}'(\mathbb{R}^{d+1})$ are continuous.

Proof For the first assertion, observe that the map $(0, \infty) \rightarrow \mathcal{D}'(\mathbb{R}^{d+1})$, $c \rightarrow \frac{1}{\gamma} \varphi(x, \frac{t}{c})$ is continuous. Thus

$$c \rightarrow \left( \frac{1}{\gamma} F_1(x, ct), \varphi(x, t) \right) = (F_1(x, ct), \frac{1}{\gamma} \varphi(x, \frac{t}{c}))$$ is continuous as well. Actually, one can say more: If $c_0 > 0$, the map $[c_0, \infty) \rightarrow \mathcal{D}'(\mathbb{R}^{d+1})$, $c \rightarrow F_c$, where $\mathcal{D}'(\mathbb{R}^{d+1})$ denotes the space of distributions with support in the cone $\Gamma = \{ (x, t) \in \mathbb{R}^{d+1} : t \geq 0, |x| \leq c_0 t \}$, is continuous. To
prove the second assertions, it suffices to recall that for fixed \( g \in \mathcal{T}(\mathbb{R}^{d+1}) \) with support in the upper half-space, convolution \( f \to f \ast g \) is a continuous map from \( \mathcal{T}(\mathbb{R}^{d+1}) \) to \( \mathcal{T}(\mathbb{R}^{d+1}) \), see e.g. \cite[Section 4]{24} or the arguments in \cite[Section 4.1]{26}.

3.2. The Stochastic Case

Let \((\Omega, \Sigma, P)\) be a probability space and \(d \in \mathbb{N}\). A generalized stochastic process \( X \) is a weakly measurable map

\[
X : \Omega \to \mathcal{D}(\mathbb{R}^{d+1}),
\]

i.e., \( \omega \to (X(\omega), \varphi) \) is measurable for all \( \varphi \in \mathcal{D}(\mathbb{R}^{d+1}) \). An important example is Gaussian space-time white noise, denoted by \( W \), with support in \( D = \mathbb{R}^d \times [0, \infty) \). Let \( \mathcal{S}(D) = \mathcal{D}(\mathbb{R}^{d+1}|D) \), where \( \mathcal{D}(\mathbb{R}^{d+1}) \) is the Schwartz space of rapidly decreasing smooth functions (see Appendix B). Its continuous dual \( \Omega = \mathcal{S}'(D) \), equipped with the Borel \( \sigma \)-algebra \( \Sigma = \mathcal{B}(\mathcal{S}'(D)) \) with respect to the weak topolgy, is a measurable space. By the Bochner-Minlos theorem \cite[Section 3.2]{7}, \cite[Theorem 2.1.1]{9}, there exists a unique probability measure \( P \) on \( \mathcal{S}(D) \) such that

\[
\int_{\mathcal{S}(D)} e^{i\langle \varphi, \psi \rangle} dP(\varphi) = e^{-\frac{1}{2} \| \psi \|^2_{L^2(D)}} \quad (20)
\]

for all \( \varphi \in \mathcal{S}(D) \). The completion of \((\Omega, \Sigma, P)\) is called the white noise probability space. Space-time white noise \( W \) with support in \( D \) is the generalized stochastic process

\[
W : \mathcal{S}'(D) \to \mathcal{D}(\mathbb{R}^{d+1}), \quad \langle W(\omega), \varphi \rangle = \langle \omega, \varphi \rangle_{D}, \quad (21)
\]

for all \( \varphi \in \mathcal{D}(\mathbb{R}^{d+1}) \). By the defining equation (20), \( W \) is a Gaussian process. Its probabilistic properties are characterized by the Ito isometry

\[
E(W, \varphi) = 0, \quad E(\langle W, \varphi \rangle)^2 = \| \varphi \|^2_{L^2(D)}.
\]

Proposition 8 There is an (almost surely) unique generalized stochastic process \( u_\epsilon \), such that

\[
(\partial^2_t - \Delta) u_\epsilon(\omega) = W(\omega), \quad (22)
\]

\[
\text{supp} u_\epsilon(\omega) \subset \mathbb{R}^d \times [0, \infty), \quad (23)
\]

in \( \mathcal{D}'(\mathbb{R}^{d+1}) \) for (almost) all \( \omega \in \Omega \). Further \( u_\epsilon(\omega) \) depends continuously on \( \epsilon \in (0, \infty) \).

Proof Pathwise existence and uniqueness follows from the deterministic theory outlined in Subsection 3.1. The solution is given by

\[
u_\epsilon(\omega) = F_\epsilon \ast W(\omega)
\]

and depends continuously on \( \epsilon \) by Lemma 7. Measurability at fixed \( \epsilon \) follows from the fact that \( u_\epsilon \) is obtained as a composition of a measurable and a continuous map:

\[
\omega \to W(\omega) \to F_\epsilon \ast W(\omega),
\]

see again Lemma 7.

Modelling the uncertainty in the propagation speed by a compact interval \( [\epsilon, \tau] \) with \( \epsilon > 0 \), we are now in the position to define the solution to the stochastic wave equation as a multifunction

\[
X : \Omega \to \mathcal{P}(\mathcal{D}'(\mathbb{R}^{d+1})) \quad (24)
\]

As continuous images of a compact interval, the values \( X(\omega) \) are sequentially compact and, in particular, closed.

Lemma 9 The multifunction (24) admits a Castaing representation and is Effros measurable.

Proof Let \((c_i)_{i \in \mathbb{N}}\) be a sequence such that \( \text{cl} \{ c_i : i \in \mathbb{N} \} = [\epsilon, \tau] \). Then, because of the continuity of the function \( c \to u_c(\omega) \),

\[
X(\omega) = \text{cl} \{ u_c(\omega) : i \in \mathbb{N} \}
\]

in \( \mathcal{D}'(\mathbb{R}^{d+1}) \), for (almost) all \( \omega \). By the measurability of the \( u_c \), we conclude that \( (u_c)_{c \in \mathbb{N}} \) is a Castaing representation of \( X \). By Remark 1(b), \( X \) is Effros measurable.

Here is the main result of this section.

Theorem 10 The multifunction (24) is a random set.

Proof We wish to apply Theorem 2 with \( E = \mathcal{D}(\mathbb{R}^{n+1}) \), \( E' = \mathcal{D}'(\mathbb{R}^{n+1}) \). By \cite[Appendix]{23}, both \( \mathcal{D}(\mathbb{R}^{n+1}) \) and \( \mathcal{D}'(\mathbb{R}^{n+1}) \) are Souslin spaces and, in particular, separable. The multifunction \( X \) is Effros measurable by Lemma 9 and has sequentially compact values. The hypotheses of Theorem 2 are satisfied.

4. The One-Dimensional Wave Equation

In one space dimension, the fundamental solution is given by

\[
u_c(x, t) = \frac{1}{2} H(t) H(ct - |x|)
\]

where \( H \) denotes the Heaviside function. The convolution of \( F_c \) with a function \( g \) with support in the upper half-plane results in d’Alembert’s formula

\[
u_c(x, t) = \frac{1}{2} \int_0^t \int_{x-ct}^{x+ct} g(y, s) dy ds
\]

for the solution of the wave equation (19). This formula can be rewritten as follows. Denote by \( \chi_{(x,t,c)} \) the indicator function of the backward triangle \( \{(y, s) : 0 \leq s \leq t, x - cs \leq y \leq x + cs\} \) with vertex at \( (x, t) \). Then \( \nu_c(x, t) = \langle g, \frac{1}{2} \chi_{(x,t,c)} \rangle \).
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4.1. Random Field Solution in One Dimension

The solution to the one-dimensional \((d = 1)\) stochastic wave equation (22), (23) is known [25] to be a scaled Brownian sheet, transformed to the axis \(x = \pm ct\). Actually, by the Itô isometry, the action of \(W\) on test functions can be extended to functions in \(L^2(\mathbb{R}^2)\). Thus the solution to the one-dimensional stochastic wave equation can be written as

\[
 u_c(x,t) = \langle W, \frac{1}{c} X(s,t) \rangle = \frac{1}{2c} \int_0^t \int_{x-ct}^{x+ct} dW(y,s).
\]

**Lemma 11** Let \((x,t) \in \mathbb{R} \times (0,\infty), c_1,c_2 > 0\). Then the covariance between \(u_{c_1}(x,t)\) and \(u_{c_2}(x,t)\) is given by

\[
 E(u_{c_1}(x,t)u_{c_2}(x,t)) = \frac{t^2}{4} \min\left(\frac{1}{c_1}, \frac{1}{c_2}\right).
\]

**Proof** Again by the Itô isometry,

\[
 E(u_{c_1}(x,t)u_{c_2}(x,t)) = \frac{1}{4c_1c_2} \int_0^t \int_{x-c_1t}^{x+c_1t} \int_{x-c_2t}^{x+c_2t} X(s_1,y)X(s_2,y) dy ds_1 ds_2.
\]

The latter integral equals the area of the smaller triangle, thus it is \(t^2\min(c_1,c_2)\). After division by \(4c_1c_2\), the smaller constant cancels, and this results in the desired formula.

In particular, \(u_c(x,t)\) vanishes as \(c \to \infty\) in the mean square sense, i.e.,

\[
 \lim_{c \to \infty} E(u_c^2(x,t)) = 0.
\]

**Proposition 12** Let \(t > 0\) and \(x \in \mathbb{R}\) be fixed. The stochastic process \((v_r)_{r \geq 0}\) defined by

\[
 v_r = \frac{2}{t} u_{\frac{t}{r}}(t,x), \quad r > 0 \tag{25}
\]

with \(v_0 = 0\) is a Brownian motion.

**Proof** Clearly \(v\) is a Gaussian process with zero expectation. The covariance we get from Lemma 11 as

\[
 E(v_r,v_s) = \frac{4}{t^2} E(u_{\frac{t}{r}}(t,x)u_{\frac{t}{s}}(t,x)) = \min(r,s).
\]

These properties characterize Brownian motion.

**Proposition 13** Let \(\zeta\) and \(\tau\) be two real numbers such that

\[
 0 < \zeta < \tau < \infty.
\]

Then, for fixed \(t > 0\) and \(x \in \mathbb{R}\), the multifunction

\[
 X: \Omega \to \mathcal{P}(\mathbb{R}), \quad \omega \to \{u_c(x,t,\omega) : \zeta \leq c \leq \tau\},
\]

is a random set.

**Proof** From (25) we get

\[
 u_c(t,x) = \frac{t}{2} v_{\frac{t}{c}}
\]

almost surely. Since \(v\) is a Brownian motion, the function \(c \to u_c(x,t,\omega)\) is continuous for almost all \(\omega\). It follows that the sequence of random variables \((u_{c_n}(t,x))_{n \in \mathbb{N}}\) is a Castaing representation of \(X\), where \((c_n)_{n \in \mathbb{N}}\) is a sequence such that \(c\}

4.2. Upper and Lower Probabilities

In this section, we are going to compute the upper probability \(\mathcal{P}(B)\) and lower probability \(\mathcal{P}(B)\) for any open interval \(B = (\underline{x}, \overline{x})\). By definition, the upper probability equals

\[
 \mathcal{P}(B) = P(X \cap B \neq \emptyset). \tag{26}
\]

Applying the theorem of total probability we can write

\[
 P(X \cap B \neq \emptyset) = P(\exists c \in [\zeta,\tau] : \underline{x} < u_c(t,x) < \overline{x})
\]

\[
 = \int_0^{\frac{\tau}{\beta}} P(\exists c \in [\zeta,\tau] : u_c(t,x) > \underline{x} | u_c(t,x) = w) f(w) dw + \int_{\frac{\tau}{\beta}}^{\frac{\beta}{2}} f(w) dw
\]

\[
 + \int_{\frac{\beta}{2}}^{\frac{\beta}{2}} P(\exists c \in [\zeta,\tau] : u_c(t,x) < \overline{x} | u_c(t,x) = w) f(w) dw,
\]

where \(f\) is the probability density of the random variable \(u_c(t,x)\). Letting \(\underline{r} = 1/\overline{r}, \overline{r} = 1/\underline{r}\), we get

\[
 P(X \cap B \neq \emptyset) = \int_0^{\frac{\tau}{\beta}} P(\exists r \in [\zeta,\tau] : v_r > \frac{2}{\beta} | v_{\frac{2}{r}} = y) g(y) dy + \int_{\frac{\tau}{\beta}}^{\frac{\beta}{2}} g(y) dy + \int_{\frac{\beta}{2}}^{\frac{\beta}{2}} P(\exists r \in [\zeta,\tau] : v_r < \frac{2}{\beta} | v_{\frac{2}{r}} = y) g(y) dy, \tag{27}
\]

where

\[
 g(y) = \frac{1}{\sqrt{2\pi_\beta}} e^{-\frac{y^2}{2\beta}}
\]

is the probability density of the random variable \(v_{\frac{2}{r}}(t,x)\). It is a Gaussian random variable with variance \(\beta\). The probabilities in (27) we express by first hitting times of a Brownian motion.

So let \((w_t)_{t \in (0,\infty)}\) be a standard Brownian motion starting at 0 and let \(a \in \mathbb{R}\). The first hitting time \(\tau(a)\) is defined by

\[
 \tau(a) := \min \{t : w_t = a\}.
\]
Its probability distribution \( F_{\tau(a)} \) is well known [2, Section 7.4]:

\[
F_{\tau(a)}(t) = P(\tau(a) \leq t) = \frac{2}{\sqrt{2\pi t}} \int_0^t e^{-u^2} du.
\]

If \( a > 0 \), then

\[
P(\exists s \in [0,t] : w_s \geq a) = F_{\tau(a)}(t).
\]

From the continuity of \( F_{\tau(a)}(t) \) with respect to \( a \) it follows that

\[
P(\exists s \in [0,t] : w_s > a) = \lim_{a \to 0} P(\exists s \in [0,t] : w_s > a + |\varepsilon|) = \lim_{a \to 0} F_{\tau(a+|\varepsilon|)}(t) = F_{\tau(a)}(t).
\]

Since \( \nu_r \) is a Brownian motion with respect to \( r \), it follows that

\[
P\left( \exists r \in [\xi, \tau] : \nu_r > \frac{2}{t} \xi \right) = F_{\tau\left(\frac{2}{t} \xi - \tau\right)}(\tau - \xi)
\]

and

\[
P\left( \exists r \in [\xi, \tau] : \nu_r < \frac{2}{t} \xi \right) = F_{\tau\left(\frac{2}{t} \xi - \tau\right)}(\tau - \xi).
\]

Hence we can rewrite (27) as

\[
P(X \cap B) \neq \emptyset = \int_{\frac{2}{t} \xi}^{\frac{2}{t} \xi} F_{\tau\left(\frac{2}{t} \xi - \tau\right)}(\tau - \xi) g(y) dy
\]

\[
+ \int_{\frac{2}{t} \xi}^{\frac{2}{t} \xi} g(y) dy
\]

\[
+ \int_{\frac{2}{t} \xi}^{\frac{2}{t} \xi} F_{\tau\left(\frac{2}{t} \xi - \tau\right)}(\tau - \xi) g(y) dy.
\]

Inserting this into (26) shows that the upper probability \( P(B) \) can be expressed in terms of first hitting times of a Brownian motion.

Finally, we derive a similar expression for the lower probability

\[
P(B) = P(X \subset B).
\]

Using again the law of total probability gives that

\[
P(B) = P\left( \frac{2}{t} \xi < \nu_r < \frac{2}{t} \xi, \forall r \in [\xi, \tau] \right)
\]

equals

\[
\int_{\frac{2}{t} \xi}^{\frac{2}{t} \xi} P\left( \frac{2}{t} \xi < \nu_r < \frac{2}{t} \xi, \forall r \in [\xi, \tau] \vert \nu_\xi = y \right) g(y) dy.
\]

(28)

The first exit time \( \tau(a,b) \) of a Brownian motion \((w_t)_{t \in (0,\infty)}\) for \( a < 0 \) and \( b > 0 \) is defined by

\[
\tau(a,b) := \min \{ t : w_t \notin (a,b) \}.
\]

It has the probability distribution

\[
F_{\tau(a,b)}(t) = \int_0^t cc_r\left( \frac{b + a}{2}, \frac{b - a}{2} \right) ds,
\]

where

\[
cc_r(x,y) = \mathcal{L}^{-1}_{\mathcal{F}_t \rightarrow r} \left( \frac{\cosh (x \sqrt{2\tau})}{\cosh (y \sqrt{2\tau})} \right)
\]

for \( x < y \) [3, p. 212 and 641]. Here \( \mathcal{L}^{-1} \) denotes the inverse Laplace transform. By the same arguments as in the case of \( \mathcal{F} \) we can rewrite (28) as

\[
P(B) = \int_{\frac{2}{t} \xi}^{\frac{2}{t} \xi} \left( 1 - F_{\tau\left(\frac{2}{t} \xi - \tau\right)}(\tau - \xi) \right) g(y) dy.
\]

**Conclusion**

The solution to the stochastic wave equation with space-time white noise as excitation is a generalized stochastic process when the space dimension \( d \) is greater or equal to 2. Set-valued solutions are obtained when the propagation speed is modelled as an interval. In order to establish that the set-valued solution is a random set, a new measurability theorem in non-metrizable spaces was required. In one space dimension, the solution to the stochastic wave equation is a scaled and rotated Brownian sheet. In addition, the map \( c \to u_c(x,t) \) is a classical stochastic process; the covariances \( \mathbb{E}\{u_c(x,t)u_{c'}(x,t)\} \) can be computed classically, and the process \( c \to u_c(x,t) \) can be transformed into a Brownian motion, from where upper and lower probabilities could be computed.

In higher space dimensions, one still can compute the covariances of the processes \( c \to \langle u_c, \varphi \rangle \) for \( \varphi \in \mathcal{F}(\mathbb{R}^{d+1}) \). In dimensions \( d = 2 \) and \( d = 3 \) this was done in [26]. This information might be used to compute upper and lower probabilities of certain functionals of the solution. An example of such a functional could be the integral of \( u_c \) over a compact subset of \( \mathbb{R}^{d+1} \), which can be defined by employing the Itô isometry. This is a topic for future research.

**Appendix A. Topological Vector Spaces**

For the convenience of the reader, the required notions from the theory of topological vector spaces and the theory of distributions are collected in these two appendices. All details on the topics of the two appendices can be found, for example, in [10, 23].

A vector space \( E \) (over \( \mathbb{R} \) or \( \mathbb{C} \)) is a topological vector space, if it is equipped with a topology making addition and scalar multiplication continuous. It is a Haussdorf space if any two points have non-intersecting neighborhoods.

The dual \( E' \) of \( E \) is the vector space of all continuous linear maps from \( E \) into \( \mathbb{R} \) (or \( \mathbb{C} \)). The action of a linear
map \( x \in E' \) on an element \( e \in E \) is usually denoted by the
duality bracket
\[
x(e) = \langle x, e \rangle.
\]
The weak topology on \( E' \) is given as follows. For \( x \in E' \), a
base of neighborhoods is given by the sets
\[
\{ y \in E' : |\langle x - y, e_i \rangle | < \varepsilon, \ldots, |\langle x - y, e_n \rangle | < \varepsilon \}
\]
where \( n \in \mathbb{N}, e_1, \ldots, e_n \in E, \) and \( \varepsilon > 0. \) In the definition,
\( \varepsilon \) may be taken equal to 1 without loss of generality upon
replacing \( e_i \) by \( e_i/\varepsilon. \)

A topological vector space \( E \) is locally convex if every
point in \( E \) has a base of convex neighborhoods. Locally
convex topological vector spaces always have rich duals.
(This is not so for non-locally convex topological vector
spaces: examples are known where the dual degenerates to
\( E' = \{ 0 \}. \) ) While Theorem 2 holds for general topological vector
spaces, local convexity is an important ingredient in
the theory of distributions.

**Appendix B. Schwartz Distributions**

The theory of generalized functions of Laurent Schwartz,
the theory of distributions, has become the standard in the
theory of linear partial differential equations. It is needed
here in order to give a meaning to generalized stochastic
processes such as space-time white noise in the context
of the wave equation. Generally, distributions are defined
as members of the dual of certain spaces of test functions.
Let \( O \) be an open subset of \( \mathbb{R}^n. \) The vector space \( \mathcal{D}(O) \)
is the space of infinitely differentiable (real or complex valued)
functions on \( O \) of compact support, i.e., vanishing
outside some compact subset of \( O. \) Given a compact
subset \( K \subset \Omega, \mathcal{D}_K(O) \) denotes the subspace of infinitely
differentiable functions with support in \( K. \) Equipped with
the topology of uniform convergence, together with all
derivatives, \( \mathcal{D}_K(O) \) becomes a metrizable, complete locally
covex space. Clearly, \( \mathcal{D}(O) \) is the union of the spaces
\( \mathcal{D}_K(O) \) as \( K \) runs through the compact subsets of \( O. \) It is
equipped with the locally convex inductive limit topology,
that is, the finest locally convex topology that makes all
inclusions \( \mathcal{D}_K(O) \rightarrow \mathcal{D}(O) \) continuous.

The space of distributions \( \mathcal{D}'(O) \) is the dual space of
\( \mathcal{D}(O). \) Usually, distributions are denoted by roman letters,
whereas test functions are denoted by greek letters. The
action of a distribution \( u \) on a test function \( \varphi \) is denoted by
the duality bracket. A common abuse of notation is to
display the variable \( x \in O \) in the duality bracket. Thus the
following notations are in use:
\[
u(\varphi) = \langle u, \varphi \rangle = \langle u(x), \varphi(x) \rangle
\]
where the last equality is formally incorrect, albeit quite
intuitive in certain situations.

Every locally integrable function \( f \) and every Radon
measure \( \mu \) on \( O \) can be viewed as a distribution by means
of the prescriptions
\[
\langle f, \varphi \rangle = \int_O \varphi(x)dx, \quad \text{respectively, } \int_O \varphi(x)d\mu(x).
\]
In particular, the Dirac measure at the origin acts as
\( \sqrt{\delta, \varphi} = \varphi(\delta). \)

Distributions can be restricted to open subsets. If \( O_1 \subset O \) is open and \( u \in \mathcal{D}'(O), \) the restriction is defined by
\( \langle u|_{O_1}, \varphi \rangle = \langle u, \varphi \rangle \) where \( \varphi \in \mathcal{D}(O_1), \) viewed as a subspace of
\( \mathcal{D}(O). \) The support of a distribution \( u \in \mathcal{D}'(O), \) denoted by
\( \text{supp } u, \) is the complement of the largest open subset of
\( O \) restricted to which \( u \) is equal to 0.

**Derivatives.** The partial derivatives of a distribution
\( u \in \mathcal{D}'(O), \) sometimes referred to as weak derivatives are
defined by
\[
\langle \partial_i u, \varphi \rangle = -\langle u, \partial_i \varphi \rangle, \quad i = 1, \ldots, n.
\]
Higher order derivatives are defined recursively.

Multiplication by smooth functions. If \( u \in \mathcal{D}'(O) \) and \( \chi \)
is an infinitely differentiable function on \( O, \) the product
\( \chi u \in \mathcal{D}'(O) \) is defined by
\[
\langle \chi u, \varphi \rangle = \langle u, \chi \varphi \rangle.
\]
Let \( \tau_0 : x \to x + h \) be the translation of \( \mathbb{R}^n \) by \( h \) and \( A \)
an invertible \((n \times n)-\text{matrix with the corresponding linear map} \)
\( x \to Ax \) from \( \mathbb{R}^n \) to \( \mathbb{R}^n. \) These operations act on \( \mathcal{D}(O) \) by
\[
\tau_0 \varphi(x) = \varphi(x - h), \quad A \varphi(x) = \varphi(A^{-1}x)
\]
and on \( \mathcal{D}^\prime(O) \) by
\[
\langle \tau_0 u, \varphi \rangle = \langle u, \tau_{-h} \varphi \rangle, \quad \langle Au, \varphi \rangle = \langle u, |\det A|A^{-1} \varphi \rangle.
\]
These formulas are much easier to remember, employing
the informal notation introduced above:
\[
\langle \tau_0 u, \varphi \rangle = \langle u(x - h), \varphi(x) \rangle = \langle u(x), \varphi(x + h) \rangle
\]
\[
\langle Au, \varphi \rangle = \langle u(A^{-1}x), \varphi(x) \rangle = \langle u(x), |\det A| \varphi(Ax) \rangle.
\]

Let \( c \neq 0 \) and \( I_n, \) the \((n \times n)-\text{identity matrix, where the last diagonal entry is replaced by } c. \) Then \( I_n \) maps \( \mathbb{R}^n \) into \( \mathbb{R}^n, \)
or stated explicitly, \( I_n(x_1, x_2, \ldots, x_n) = (x_1, \ldots, x_n, cx_n). \) A distribution
on \( u \in \mathcal{D}'(\mathbb{R}^n) \) is homogeneous of degree \( k \subset \mathbb{R} \)
with respect to the last variable, if \( I_n^{-1}u = c^k u \) for all \( c \neq 0. \)
Informally, written, this means that \( u(x_1, \ldots, x_n, cx_n) =
\]
\[
c^k u(x_1, \ldots, x_{n-1}, x_n).
\]

**Remark 14** The Dirac measure on \( \mathbb{R}^n \) is homogeneous of
degree \(-1 \) with respect to the last (or any other) variable.
Indeed,
\[
I_n^{-1} \delta, \varphi = \langle \delta, \frac{1}{c} I_n \varphi \rangle = \frac{1}{c} \langle \delta, \varphi \rangle
\]
In informal notation, the derivation looks as follows:
\[
\langle \delta(x_1, \ldots, x_{n-1}, cx_n), \varphi(x_1, \ldots, x_{n-1}, x_n) \rangle
\]
\[
= \langle \delta(x_1, \ldots, x_{n-1}, x_n), \frac{1}{c} \varphi(x_1, \ldots, x_{n-1}, x_n/c) \rangle
\]
\[
= \frac{1}{c} \langle \delta, \varphi(0, \ldots, 0) \rangle = \frac{1}{c} \langle \delta, \varphi \rangle.
\]
Convolution. The convolution of a distribution $u \in \mathcal{D}'(\mathbb{R}^n)$ with a test function $\varphi \in \mathcal{D}(\mathbb{R}^n)$ at point $x \in \mathbb{R}^n$ is defined by

$$(u * \varphi)(x) = \langle u, \tau_x \varphi \rangle$$

or in informal notation,

$$(u * \varphi)(x) = \langle u(y), \varphi(x + y) \rangle.$$  

It is an infinitely differentiable function of $x \in \mathbb{R}^n$. The convolution of a distribution $u \in \mathcal{D}'(\mathbb{R}^n)$ and a compactly supported distribution $v \in \mathcal{D}(\mathbb{R}^n)$ is defined by

$$\langle u * v, \varphi \rangle = \langle u, \tilde{v} * \varphi \rangle,$$

where $\tilde{v}$ is defined by $\tilde{v}(y) = v(-y)$. In order to show that this definition makes sense, one has to invoke the fact that the support of $\tilde{v} * \varphi$ is contained in the (Minkowski) sum of the supports of $v$ and $\tilde{v}$. Thus $\tilde{v} * \varphi$ belongs to $\mathcal{D}(\mathbb{R}^n)$ and may indeed serve as an argument of the distribution $u$.

**Remark 15** This definition can be generalized to distributions whose supports are in favorable position, meaning that the intersection of the supports of $u$ and $\tilde{v} * \varphi$ are compact for every $\varphi \in \mathcal{D}(\mathbb{R}^n)$.
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