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Abstract

We consider differentiable games where the
goal is to find a Nash equilibrium. The ma-
chine learning community has recently started
using variants of the gradient method (GD).
Prime examples are extragradient (EG), the
optimistic gradient method (OG) and con-
sensus optimization (CO), which enjoy lin-
ear convergence in cases like bilinear games,
where the standard GD fails. The full bene-
fits of theses relatively new methods are not
known as there is no unified analysis for both
strongly monotone and bilinear games. We
provide new analyses of the EG’s local and
global convergence properties and use is to get
a tighter global convergence rate for OG and
CO. Our analysis covers the whole range of
settings between bilinear and strongly mono-
tone games. It reveals that these methods
converges via different mechanisms at these
extremes; in between, it exploits the most
favorable mechanism for the given problem.
We then prove that EG achieves the optimal
rate for a wide class of algorithms with any
number of extrapolations. Our tight analysis
of EG’s convergence rate in games shows that,
unlike in convex minimization, EG may be
much faster than GD.

1 Introduction

Gradient-based optimization methods have under-
pinned many of the recent successes of machine learning.
The training of many models is indeed formulated as
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the minimization of a loss involving the data. However,
a growing number of frameworks rely on optimization
problems that involve multiple players and objectives.
For instance, actor-critic models (Pfau and Vinyals,
2016), generative adversarial networks (GANs) (Good-
fellow et al., 2014) and automatic curricula (Sukhbaatar
et al., 2018) can be cast as two-player games.

Hence games are a generalization of the standard single-
objective framework. The aim of the optimization is
to find Nash equilibria, that is to say situations where
no player can unilaterally decrease their loss. However,
new issues that were not present for single-objective
problems arise. The presence of rotational dynam-
ics prevent standard algorithms such as the gradient
method to converge on simple bilinear examples (Good-
fellow, 2016; Balduzzi et al., 2018). Furthermore, sta-
tionary points of the gradient dynamics are not neces-
sarily Nash equilibria (Adolphs et al., 2019; Mazumdar
et al., 2019).

Some recent progress has been made by introducing new
methods specifically designed with games or variational
inequalities in mind. The main example are the opti-
mistic gradient method (OG) introduced by Rakhlin
and Sridharan (2013) initially for online learning, con-
sensus optimization (CO) which adds a regularization
term to the optimization problem and the extragradi-
ent method (EG) originally introduced by Korpelevich
(1976). Though these news methods and the gradi-
ent method (GD) have similar performance in convex
optimization, their behaviour seems to differ when ap-
plied to games: unlike gradient, they converge on the
so-called bilinear example (Tseng, 1995; Gidel et al.,
2019a; Mokhtari et al., 2019; Abernethy et al., 2019).

However, linear convergence results for EG and OG
(a.k.a extrapolation from the past) in particular have
only been proven for either strongly monotone vari-
ational inequalities problems, which include strongly
convex-concave saddle point problems, or in the bilin-
ear setting separately (Tseng, 1995; Gidel et al., 2019a;
Mokhtari et al., 2019).

In this paper, we study the dynamics of such gradient-
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based methods and in particular GD, EG and more
generally multi-step extrapolations methods for uncon-
strained games. Our objective is three-fold. First, tak-
ing inspiration from the analysis of GD by Gidel et al.
(2019b), we aim at providing a single precise analysis
of EG which covers both the bilinear and the strongly
monotone settings and their intermediate cases. Sec-
ond, we are interested in theoretically comparing EG
to GD and general multi-step extrapolations through
upper and lower bounds on convergence rates. Third,
we provide a framework to extend the unifying results
of spectral analysis in global guarantees and leverage
it to prove tighter convergence rates for OG and CO.
Our contributions can be summarized as follows:

e We perform a spectral analysis of EG in §5. We
derive a local rate of convergence which covers the
whole range of settings between purely bilinear
and strongly monotone games and which is faster
than existing rates in some regimes. Our analysis
also encompasses multi-step extrapolation meth-
ods and highlights the similarity between EG and
the proximal point methods.

e We use and extend the framework from Arjevani
et al. (2016) to derive lower bounds for specific
classes of algorithms. (i) We show in §4 that the
previous spectral analysis of GD by Gidel et al.
(2019b) is tight, confirming the difference of be-
haviors with EG. (i) We prove lower bounds for
1-Stationary Canonical Linear Iterative methods
with any number of extrapolation steps in §5. As
expected, this shows that increasing this number
or choosing different step sizes for each does not
yield significant improvements and hence EG can
be considered as optimal among this class.

e In §6, we derive a global convergence rate for the
EG with the same unifying properties as the local
analysis. We then leverage our approach to derive
global convergence guarantees for OG and CO
with similar unifying properies. It shows that,
while these methods converges for different reasons
in the convex and bilinear settings, in between they
actually take advantage of the most favorable one.

2 Related Work

Extragradient was first introduced by Korpelevich
(1976) in the context of variational inequalities. Tseng
(1995) proves results which induce linear convergence
rates for this method in the bilinear and strongly mono-
tone cases. We recover both rates with our analysis.
The extragradient method was generalized to arbi-
trary geometries by Nemirovski (2004) as the mirror-
prox method. A sublinear rate of O(1/t) was proven

Tseng Gidel Mokhtari Abernethy This work
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Table 1: Summary of the global convergence results pre-
sented in §6 for extragradient (EG), optimistic gradient
(OMD) and consensus optimization (CO) methods. If a
result shows that the iterates converge as O((1 —r)"), the
quantity r is reported (the larger the better). The letter
¢ indicates that the numerical constant was not reported
by the authors. p is the strong monotonicity of the vector
field, v is a global lower bound on the singular values of
Vv , L is the Lipschitz constant of the vector field and
L% the Lipschitz-smoothness of 1||v|5. For instance, for
the so-called bilinear example (Ex. 1), we have p = 0 and
v = omin(A). Note that for this particular example, previ-
ous papers developed a specific analysis that breaks when
a small regularization is added (see Ex. 3).

for monotone variational inequalities by treating this
method as an approximation of the proximal point
method as we will discuss later. More recently, Mer-
tikopoulos et al. (2019) proved that, for a broad class of
saddle-point problems, its stochastic version converges
almost surely to a solution.

Optimistic gradient method is slightly different
from EG and can be seen as a kind of extrapolation
from the past (Gidel et al., 2019a). It was initially
introduced for online learning (Chiang et al., 2012;
Rakhlin and Sridharan, 2013) and subsequently stud-
ied in the context of games by Daskalakis et al. (2018),
who proved that this method converges on bilinear
games. Gidel et al. (2019a) interpreted GANs as a vari-
ational inequality problem and derived OG as a variant
of EG which avoids “wasting” a gradient. They prove
a linear convergence rate for strongly monotone varia-
tional inequality problems. Treating EG and OG as
perturbations of the proximal point method, Mokhtari
et al. (2019) gave new but still separate derivations
for the standard linear rates in the bilinear and the
strongly convex-concave settings. Liang and Stokes
(2019) mentioned the potential impact of the interac-
tion between the players, but they only formally show
this on bilinear examples: our results show that this
conclusion extends to general nonlinear games.

Consensus optimization has been motivated by the
use of gradient penalty objectives for the practical train-
ing of GANs (Gulrajani et al., 2017; Mescheder et al.,
2017). It has been analysed by Abernethy et al. (2019)
as a perturbation of Hamiltonian gradient descent.

We provide a unified and tighter analysis for these three
algorithms leading to faster rates (cf. Tab. 1).
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Lower bounds in optimization date back to Ne-
mirovsky and Yudin (1983) and were popularized by
Nesterov (2004). One issue with these results is that
they are either only valid for a finite number of iter-
ations depending on the dimension of the problem or
are proven in infinite dimensional spaces. To avoid
this issue, Arjevani et al. (2016) introduced a new
framework called p-Stationary Canonical Linear Iter-
ative algorithms (p-SCLI). It encompasses methods
which, applied on quadratics, compute the next iterate
as fixed linear transformation of the p last iterates,
for some fixed p > 1. We build on and extend this
framework to derive lower bounds for games for 1-SCLI.
Note that sublinear lower bounds have been proven
for saddle-point problems by Nemirovsky (1992); Ne-
mirovski (2004); Chen et al. (2014); Ouyang and Xu
(2018), but they are outside the scope of this paper
since we focus on linear convergence bounds.

Our notation is presented in §A. The proofs can be
found in the subsequent appendix sections.

3 Background and motivation

3.1 n-player differentiable games

Following Balduzzi et al. (2018), a n-player differen-
tiable game can be defined as a family of twice contin-
uously differentiable losses I; : R* = R for i = 1,...,n.
The parameters for player i are w’ € R% and we note
w=(w...,w") € R with d = Y_" | d;. Ideally, we
are interested in finding an unconstrained Nash equilib-
rium (Von Neumann and Morgenstern, 1944): that is
to say a point w* € R? such that
Vie{l,...,n}, (w)* €argminl;((w™)*,w"),
wieR%

where the vector (w™%)* contains all the coordinates of
w* except the i'" one. Moreover, we say that a game
is zero-sum if Y. I; = 0. For instance, following
Mescheder et al. (2017); Gidel et al. (2019b), the stan-
dard formulation of GANs from Goodfellow et al. (2014)
can be cast as a two-player zero-sum game. The Nash
equilibrium corresponds to the desired situation where
the generator exactly capture the data distribution,
completely confusing a perfect discriminator.

Let us now define the vector field

v(w) = (Vi (w), ; Virln(w))

associated to a n-player game and its Jacobian:

Villl(w) anvwlll(w)
Vo(w) = : :

V1 Vinl, (w) V2.1, (w)

We say that v is L-Lipschitz for some L > 0 if |Jv(w) —
v(W)] € L|jw — &'|| Yw,w’ € R?, that v is p-strongly
monotone for some p > 0, if pllw —w'|]? < (v(w) —
v(W))T (w — w') Yw,w’ € RY

A Nash equilibrium is always a stationary point of
the gradient dynamics, i.e. a point w € R? such that
v(w) = 0. However, as shown by Adolphs et al. (2019);
Mazumdar et al. (2019); Berard et al. (2019), in gen-
eral, being a Nash equilibrium is neither necessary nor
sufficient for being a locally stable stationary point,
but if v is monotone, these two notions are equiva-
lent. Hence, in this work we focus on finding stationary
points. One important class of games is saddle-point
problems: two-player games with I; = —ly. If v is
monotone, or equivalently f is convex-concave, station-
ary points correspond to the solutions of the min-max
problem
min  max [j(wy,ws).
w1 €ERL wyERY2

Gidel et al. (2019b) and Balduzzi et al. (2018) men-
tioned two particular classes of games, which can be
seen as the two opposite ends of a spectrum. As the
definitions vary, we only give the intuition for these two
categories. The first one is adversarial games, where
the Jacobian has eigenvalues with small real parts and
large imaginary parts and the cross terms V., V. [;(w),
for i # j, are dominant. Ex. 1 gives a prime example
of such game that has been heavily studied: a simple
bilinear game whose Jacobian is anti-symmetric and so
only has imaginary eigenvalues (see Lem. 7 in App. E):

Example 1 (Bilinear game).

min max 2 Ay + bl x4+ Ty
zER™ yER™

with A € R™*™ non-singular, b € R™ and ¢ € R™.

If A is non-singular, there is an unique stationary point
which is also the unique Nash equilibrium. The gradient
method is known not to converge in such game while
the proximal point and extragradient methods converge
Rockafellar (1976); Tseng (1995).

Bilinear games are of particular interest to us as they
are seen as models of the convergence problems that
arise during the training of GANs. Indeed, Mescheder
et al. (2017) showed that eigenvalues of the Jacobian
of the vector field with small real parts and large imag-
inary parts could be at the origin of these problems.
Bilinear games have pure imaginary eigenvalues and so
are limiting models of this situation. Moreover, they
can also be seen as a very simple type of WGAN, with
the generator and the discriminator being both linear,
as explained in Gidel et al. (2019a); Mescheder et al..

The other category is cooperative games, where the
Jacobian has eigenvalues with large positive real parts
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and small imaginary parts and the diagonal terms Vii l;
are dominant. Convex minimization problems are the
archetype of such games. Our hypotheses, for both the
local and the global analyses, encompass these settings.

3.2 Methods and convergence analysis

Convergence theory of fixed-point iterations.
Seeing optimization algorithms as the repeated ap-
plication of some operator allows us to deduce their
convergence properties from the spectrum of this opera-
tor. This point of view was presented by Polyak (1987);
Bertsekas (1999) and recently used by Arjevani et al.
(2016); Mescheder et al. (2017); Gidel et al. (2019b)
for instance. The idea is that the iterates of a method
(wt)¢ are generated by a scheme of the form:

wipr = Flwy), V>0

where F : R? — R? is an operator representing the
method. Near a stationary point w*, the behavior of
the iterates is mainly governed by the properties of
VF(w*) as F(w) — w* =~ VF(w*)(w — w*). This is
formalized by the following classical result:

Theorem 1 (Polyak (1987)). Let F : RY — R
be continuously differentiable and let w* € R? be a
fized point of F. If p(VF(w*)) < 1, then for wy in
a neighborhood of w*, the iterates (wi); defined by
wiy1 = F(wy) for all t > 0 converge linearly to w*
at a rate of O((p(VE(w*)) + €)') for all € > 0.

This theorem means that to derive a local rate of con-
vergence for a given method, one needs only to focus on
the eigenvalues of VF(w*). Note that if the operator
F' is linear, there exists slightly stronger results such
as Thm. 10 in Appendix C.

Gradient method. Following Gidel et al. (2019b), we
define GD as the application of the operator F,(w) =
w — nu(w), for w € R, Thus we have:
wit1 = Fy(wi) = we — nu(wy) . (GD)
Proximal point. For v monotone (Minty, 1962; Rock-
afellar, 1976), the proximal point operator can be de-
fined as P,(w) = (Id+nv)~!(w) and therefore can be
seen as an implicit scheme: w1 = wr — N (we41).

Extragradient. EG was introduced by Korpelevich
(1976) in the context of variational inequalities. Its
update rule is

wir1 = wr — nu(wg — nu(wy)) . (EG)
It can be seen as an approximation of the implicit up-
date of the proximal point method. Indeed Nemirovski
(2004) showed a rate of O(1/t) for extragradient by
treating it as a “good enough” approximation of the

proximal point method. To see this, fix w € R%. Then
P,(w) is the solution of z = w — nv(z). Equivalently,
P, (w) is the fixed point of

Onpw P 2w —nv(2), (1)

which is a contraction for n > 0 small enough. From
Picard’s fixed point theorem, one gets that the proxi-
mal point operator P,(w) can be obtained as the limit
of ¢ ,(w) when k goes to infinity. What Nemirovski
(2004) showed is that @7 (w), that is to say the ex-
tragradient update, is close enough to the result of
the fixed point computation to be used in place of the
proximal point update without affecting the sublinear
convergence speed. Our analysis of multi-step extrap-
olation methods will encompass all the iterates (pf;,w
and we will show that a similar phenomenon happens
for linear convergence rates.

Optimistic gradient. Originally introduced in the
online learning literature (Chiang et al., 2012; Rakhlin
and Sridharan, 2013) as a two-steps method, Daskalakis
et al. (2018) reformulated it with only one step in the
unconstrained case:

Wip1 = wy — 2nv(wy) + nu(we_1) . (0G)
Consensus optimization. Introduced by Mescheder
et al. (2017) in the context of games, consensus opti-
mization is a second-order yet efficient method, as it
only uses a Hessian-vector multiplication whose cost
is the same as two gradient evaluations (Pearlmutter,
1994). We define the CO update as:

wir1 = wi — (av(w) + BV H (wy)) (CO)

where H(w) = 1|jv(w)||3 and «, B > 0 are step sizes.

3.3 p-SCLI framework for game optimization

In this section, we present an extension of the frame-
work of Arjevani et al. (2016) to derive lower bounds
for game optimization (also see §G). The idea of this
framework is to see algorithms as the iterated applica-
tion of an operator. If the vector field is linear, this
transformation is linear too and so its behavior when
iterated is mainly governed by its spectral radius. This
way, showing a lower bound for a class of algorithms is
reduced to lower bounding a class of spectral radii.

We consider Vy the set of linear vector fields v : R% —
R?, i.e., vector fields v whose Jacobian Vv is a constant
d x d matrix.! The class of algorithms we consider is
the class of 1-Stationary Canonical Linear Iterative
algorithms (1-SCLI). Such an algorithm is defined by

'With a slight abuse of notation, we also denote by Vv
this matrix.
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a mapping N : R¥¥¢ — R¥*? The associated update
rule can be defined through,

Fy(w) =w+N(Vo)o(w) YweR?, (2)

This form of the update rule is required by the con-
sistency condition of Arjevani et al. (2016) which is
necessary for the algorithm to converge to stationary
points, as discussed in §G. Also note that 1-SCLI are
first-order methods that use only the last iterate to
compute the next one. Accelerated methods such as
accelerated gradient descent (Nesterov, 2004) or the
heavy ball method (Polyak, 1964) belong in fact to the
class of 2-SCLI, which encompass methods which uses
the last two iterates.

As announced above, the spectral radius of the operator
gives a lower bound on the speed of convergence of the
iterates of the method on affine vector fields, which is
sufficient to include bilinear games, quadratics and so
strongly monotone settings too.

Theorem 2 (Arjevani et al. (2016)). For all v € Vg,
for almost every? initialization point wy € RY, if (wy)e
are the iterates of Fas starting from wy,

lwe — W[ = Qp(VEN) [|lwo — w*])-
4 Revisiting GD for games

In this section, our goal is to illustrate the precision
of the spectral bounds and the complexity of the in-
teractions between players in games. We first give a
simplified version of the bound on the spectral radius
from Gidel et al. (2019b) and show that their results
also imply that this rate is tight.

Theorem 3. Let w* be a stationary point of v and

denote by o* the spectrum of Vo(w*). If the eigenvalues
of Vo(w*) all have positive real parts, then

(i). (Gidel et al., 2019b) For n = minyc,~ R(1/N), the
spectral radius of Fy, can be upper-bounded as

*\\2 o : .
p(VEy(w™))” < 1 — min R(1/X) min R(A).

(#). For allm > 0, the spectral radius of the gradient

operator F;, at w* is lower bounded by
p(VF,(w))?>1-4 min R(1/A) min R(A) .
€o* co*
This result is stronger than what we need for a standard
lower bound: using Thm. 2, this yields a lower bound
on the convergence of the iterates for all games with
affine vector fields.

We then consider a saddle-point problem, and under
some assumptions presented below, one can interpret

2For any measure absolutely continuous w.r.t. the
Lebesgue measure.

the spectral rate of the gradient method mentioned
earlier in terms of the standard strong convexity and
Lipschitz-smoothness constants. There are several
cases, but one of them is of special interest to us as it
demonstrates the precision of spectral bounds.

Example 2 (Highly adversarial saddle-point problem).
Consider mingepm maxyecrm f(x,y) with f twice differ-
entiable such that

(i). f satisfies, with pq, o and g2 non-negative,

I S V2f S Lo, pol < =V f < Lol
12l < (VaVy ) (VaVyf) < Lo,

such that p1o > 2max(L; — po, Lo — p1).

(ii). There exists a stationary point w* = (z*,y*)
and at this point, Vf(w*) and V,V,f(w*)
commute and Vif(w*), Vif(w*) and
(VaVy f(w )T (V. V, f(w*)) commute.

Assumption (i) corresponds to a highly adversarial
setting as the coupling (represented by the cross deriva-
tives) is much bigger than the Hessians of each player.
Assumption (i) is a technical assumption needed to
compute a precise bound on the spectral radius and
holds if, for instance, the objective is separable, i.e.
f(z,y) = X", fi(zi,y:). Using these assumptions, we
can upper bound the rate of Thm. 3 as follows:

Corollary 1. Under the assumptions of Thm. 3 and
FEx. 2,

2
P(VE(w)” <1 5T, 3)

What is surprising is that, in some regimes, this result
induces faster local convergence rates than the existing
upper-bound for EG (Tseng, 1995):

1 — m0te) yhere Ly, = max(Ly, Ly, Lia) . (4)

If, say, pso goes to zero, that is to say the game becomes
unbalanced, the rate of EG goes to 1 while the one of (3)
stays bounded by a constant which is strictly less than
1. Indeed, the rate of Cor. 1 involves the arithmetic
mean of p1 and ps, which is roughly the maximum of
them, while (4) makes only the minimum of the two
appear. This adaptivity to the best strong convexity
constant is not present in the standard convergence
rates of the EG method. We remedy this situation
with a new analysis of EG in the following section.

5 Spectral analysis of multi-step EG

In this section, we study the local dynamics of EG
and, more generally, of extrapolation methods. Define
a k-extrapolation method (k-EG) by the operator

Fip:we— @,’jw(w) with ¢y, 2= w—nv(z). (5)
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We are essentially considering all the iterates of the
fixed point computation discussed in §3.2. Note that
Fy,, is GD while Fy,, is EG. We aim at studying the
local behavior of these methods at stationary points
of the gradient dynamics, so fix w* s.t. v(w*) =0 and
let o* = Sp Vu(w*). We compute the spectra of these
operators at this point and this immediately yields the
spectral radius on the proximal point operator:

Lemma 1. The spectra of the k-extrapolation operator
and the proximal point operator are given by:

SpVFn,k(W*) = {Z?:o(_nA)j | A e J*}
and SpVP,(w*)={(1+n\)"" | X€o*}.

Hence, for all m > 0, the spectral radius of the operator
of the prozximal point method is equal to:
2 2

p(VE,(w"))? =1~ min ZEEEEAE. (6)
Again, this shows that a k-EG is essentially an ap-
proximation of proximal point for small step sizes as
(149N~ =35 ((=nA\)7 + O (|nA**1). This could
suggest that increasing the number of extrapolations
might yield better methods but we will actually see
that & = 2 is enough to achieve a similar rate to proxi-
mal. We then bound the spectral radius of VE,, ;(w*):

Theorem 4. Let o* = Sp Vu(w*). If the eigenvalues
of Vu(w*) all have non-negative real parts, the spectral
radius of the k-extrapolation method for k > 2 satisfies:

7
2nRA+ 1577 A2

*\\ 2 :
p(VE, p(w*)* <1— min — e (7)
Vn < im For ) = (4maxeq- |A|) 7!, this

4F—1

can be simplified as (noting p := p(VF, (w*))):

2 1 [ minye x RA 1 minyc,+ A2

pr=1- 4 (maxi\za* BY + Emax);ia* |/\\2) : (8)
The zone of convergence of extragradient as provided
by this theorem is illustrated in Fig. 1.

The bound of (8) involves two terms: the first term
can be seen as the strong monotonicity of the problem,
which is predominant in convex minimization problems,
while the second shows that even in the absence of it,
this method still converges, such as in bilinear games.
Furthermore, in situation in between, this bound shows
that the extragradient method exploits the biggest of
these quantities as they appear as a sum as illustrated
by the following simple example.

Example 3 (“In between” example).

minmax £ (2> —y*) + 2y, for1>e>0

ze€R yeR

Though for € close to zero, the dynamics will behave as
such, this is not a purely bilinear game. The associated

Figure 1: Illustration of
the three quantities in-
volved in Thm. 4. The
magenta dots are an ex-
ample of eigenvalues be-
longing to o*. Note that |
o* is always symmetric ~min¥
with respect to the real .
axis because the Jaco- ;1my A
bian is a real matrix (and !

thus non-real eigenvalues
are complex conjugates).
Note how min R\ may be
significantly smaller that
min |A.

vector field is only e-strongly monotone and convergence
guarantees relying only on strong monotonicity would
give a rate of roughly 1 —¢/4. However Thm. 4 yields a
convergence rate of roughly 1 — 1/64 for extragradient.

Similarity to the proximal point method. First,
note that the bound (7) is surprisingly close to the one
of the proximal method (6). However, one can wonder
why the proximal point converges with any step size
— and so arbitrarily fast — while it is not the case for
the k-EG, even as k goes to infinity. The reason for
this difference is that for the fixed point iterates to
converge to the proximal point operator, one needs
¢n,w to be a contraction and so to have n small enough,
at least 7 < (maxyecp~ |A|) 7! for local guarantees. This
explains the bound on the step size for k-EG .

Comparison with the gradient method. We can
now compare this result for EG with the convergence
rate of the gradient method Thm. 3 which was shown to
be tight. In general minyeq+ R(1/N) < (maxyeq~ |A|) 71
and, for adversarial games, the first term can be ar-
bitrarily smaller than the second one. Hence, in this
setting which is of special interest to us, EG has a
much faster convergence speed than GD.

Recovery of known rates. If v is u-strongly mono-
tone and L-Lipschitz, this bound is at least as precise
as the standard one 1 — p/(4L) as p lower bounds the
real part of the eigenvalues of the Jacobian, and L
upper bounds their magnitude, as shown in Lem. 8 in
8F.2. We empirically evaluate the improvement over
this standard rate on synthetic examples in Appendix J.
On the other hand, Thm. 4 also recovers the standard
rates for the bilinear problem,? as shown below:

Corollary 2 (Bilinear game). Consider Ex. 1. The it-
erates of the k-extrapolation method with k > 2 converge

3Note that by exploiting the special structure of the
bilinear game and the fact that k = 2, one could derive a
better constant in the rate. Moreover, our current spectral
tools cannot handle the singularity which arises if the two
players have a different number of parameters. We provide
sharper results to handle this difficulty in Appendix I.
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1— L omm(A2yhy

globally to w* at a linear rate of O((1— g5 Tman(A)Z

Note that this rate is similar to the one derived by
Gidel et al. (2019b) for alternating gradient descent
with negative momentum. This raises the question of
whether general acceleration exists for games, as we
would expect the quantity playing the role of the con-
dition number in Cor. 2 to appear without the square
in the convergence rate of a method using momentum.

Finally it is also worth mentioning that the bound of
Thm. 4 also displays the adaptivity discussed in §4.
Hence, the bound of Thm. 4 can be arbitrarily better
than the rate (4) for EG from the literature and also
better than the global convergence rate we prove below.

Lower bounds for extrapolation methods. We
now show that the rates we proved for EG are tight
and optimal by deriving lower bounds of convergence
for general extrapolation methods. As described in
§3.3, a 1-SCLI method is parametrized by a polynomial
N. We consider the class of methods where N is any
polynomial of degree at most £ — 1, and we will derive
lower bounds for this class. This class is large enough
to include all the k’-extrapolation methods for &’ < k
with possibly different step sizes for each extrapolation
step (see §H for more examples).

Our main result is that no method of this class can sig-
nificantly beat the convergence speed of EG of Thm. 4
and Thm. 6. We proceed in two steps: for each of
the two terms of these bounds, we provide an exam-
ple matching it up to a factor. In (¢) of the following
theorem, we give an example of convex optimization
problem which matches the real part, or strong mono-
tonicity, term. Note that this example is already an
extension of Arjevani et al. (2016) as the authors only
considered constant A. Next, in (i7), we match the
other term with a bilinear game example.

Theorem 5. Let 0 < p,vy < L. (i) Ifd—2 >k > 3,
there exists v € Vg with a symmetric positive Jacobian
whose spectrum is in [y, L], such that for any N'real
polynomial of degree at most k—1, p(Fy/) > 1— 4%3% .
(i) If d/2 — 2 > k/2 > 3 and d is even, there exists
v € Vg L-Lipschitz with minyesp vo [A| = omin (V) >
v corresponding to a bilinear game of Example 1 with
m = d/2, such that, for any N real polynomial of degree

at most k— 1, p(Fy) > 1 — %Z—z

First, these lower bounds show that both our conver-
gence analyses of EG are tight, by looking at them
for k = 3 for instance. Then, though these bounds
become looser as k grows, they still show that the
potential improvements are not significant in terms
of conditioning, especially compared to the change of
regime between GD and EG . Hence, they still essen-

tially match the convergence speed of EG of Thm. 4 or
Thm. 6. Therefore, EG can be considered as optimal
among the general class of algorithms which uses at
most a fixed number of composed gradient evaluations
and only the last iterate. In particular, there is no need
to consider algorithms with more extrapolation steps
or with different step sizes for each of them as it only
yields a constant factor improvement.

6 Unified global proofs of convergence

We have shown in the previous section that a spec-
tral analysis of EG yields tight and unified conver-
gence guarantees. We now demonstrate how, combin-
ing the strong monotonicity assumption and Tseng’s
error bound, global convergence guarantees with the
same unifying properties might be achieved.

6.1 Global Assumptions

Tseng (1995) proved linear convergence results for EG
by using the projection-type error bound Tseng (1995,
Eq. 5) which, in the unconstrained case, i.e. for v(w*) =
0, can be written as,

o -z < Jow)lle Vo eRL (9)

The author then shows that this condition holds for
the bilinear game of Example 1 and that it induces a
convergence rate of 1 — copmin(A)?/0maxz(A)? for some
constant ¢ > 0. He also shows that this condition
is implied by strong monotonicity with v = p. Our
analysis builds on the results from Tseng (1995) and
extends them to cover the whole range of games and
recover the optimal rates.

To be able to interpret Tseng’s error bound (9), as a
property of the Jacobian Vv, we slightly relax it to,

Mo = w'llz < lv(w) = v(@)2, Ve, € R (10)

This condition can indeed be related to the properties
of Vv as follows:

Lemma 2. Let v be continuously differentiable and
v >0 : (10) holds if and only if Omin(Vv) > 7.

Hence, v corresponds to a lower bound on the singular
values of Vv. This can be seen as a weaker “strong
monotonicity” as it is implied by strong monotonicity,
with v = u, but it also holds for a square non-singular
bilinear example of Example 1 with v = 0, (A).

As announced, we will combine this assumption with
the strong monotonicity to derive unified global conver-
gence guarantees. Before that, note that this quantities
can be related to the spectrum of Sp Vo (w*) as follows
— see Lem. 8 in Appendix F.1,

p<RA), y<A <L, YAeSpVu(w"). (11)
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Hence, theses global quantities are less precise than the
spectral ones used in Thm. 4, so the following global
results will be less precise than the previous ones.

6.2 Global analysis EG and OG

We can now state our global convergence result for EG:

Theorem 6. Let v: R? — R? be continuously differ-
entiable and (i) p-strongly monotone for some p > 0,
(ii) L-Lipschitz, (i11) such that opmim(Vv) > v for
some v > 0. Then, for n < (4L)7Y, the iterates (wy);
of (EG) converge linearly to w* as, for allt >0,

* t *
lwe = w* I3 < (1= np = 157*7%) " llwo — w3

As for Thm. 4, this result not only recovers both the
bilinear and the strongly monotone case, but shows
that EG actually gets the best of both world when in
between. Furthermore this rate is surprisingly similar
to the result of Thm. 4 though less precise, as discussed.

Combining our new proof technique and the analysis
provided by Gidel et al. (2019a), we can derive a similar
convergence rate for the optimistic gradient method.

Theorem 7. Under the same assumptions as in
Thm. 6, for n < (4L)71, the iterates (wi): of (OG)
converge linearly to w* as, for allt > 0,

* t+1 *
lwe —w* I3 < 2(1—np— 20*7?)" lwo — w*[I3.

Interpretation of the condition numbers. As in
the previous section, this rate of convergence for EG
is similar to the rate of the proximal point method for
a small enough step size, as shown by Prop. 1 in §F.2.
Moreover, the proof of the latter gives insight into the
two quantities appearing in the rate of Thm. 6. Indeed,
the convergence result for the proximal point method
is obtained by bounding the singular values of VP,
and so we compute,*

(VP) VP, = (Ia+ nH(Vo) + 72 VoveT)

where H(Vv) := V”%V“T . This explains the quantities
L/u and L?/+? appear in the convergence rate, as the
first corresponds to the condition number of H(Vv) and
the second to the condition number of VoVoT. Thus,
the proximal point method uses information from both
matrices to converge, and so does EG, explaining why
it takes advantage of the best conditioning.

6.3 Global analysis of consensus optimization

In this section, we give a unified proof of CO. A global
convergence rate for this method was proven by Aber-
nethy et al. (2019). However it used a perturbation

4We dropped the dependence on w for compactness.

analysis of HGD. The drawbacks are that it required
that the CO update be sufficiently close to the one of
HGD and could not take advantage of strong mono-
tonicity. Here, we combine the monotonicity u with
the lower bound on the singular value ~.

As this scheme uses second-order® information, we need
to replace the Lipschitz hypothesis with one that also
controls the variations of the Jacobian of v: we use L%,
the Lispchitz smoothness of H. See Abernethy et al.
(2019) for how it might be instantiated.

Theorem 8. Let v : R* — R? be continuously dif-
ferentiable such that (i) v is p- strongly monotone
for some pu > 0, (ii) omin(Vv) > v for some
v > 0 (i) H is L3 Lipschitz-smooth. Then, for
a = (p+Vu>+290%)/(AL%), B = (2L})™" the -
erates of CO defined by (CO) satisfy, for all t > 0,

H(w;) < (1 - 2‘2; - (1 + %) 212 )t H(wp) .

2
H

This result shows that CO has the same unifying prop-
erties as EG, though the dependence on p is worse.

This result also encompasses the rate of HGD (Aber-
nethy et al., 2019, Lem. 4.7). The dependance in p is on
par with the standard rate for the gradient method (see
Nesterov and Scrimali (2006, Eq. 2.12) for instance).
However, this can be improved using a sharper assump-
tion, as discussed in Remark 1 in Appendix F.3, and
so our result is not optimal in this regard.

7 Conclusion

In this paper, we studied the dynamics of EG, both
locally and globally and extended our global guarantees
to other promising methods such as OG and CO. Our
analysis is tight for EG and unified as they cover the
whole spectrum of games from bilinear to purely cooper-
ative settings. They show that in between, these meth-
ods enjoy the best of both worlds. We confirm that,
unlike in convex minimization, the behaviors of EG
and GD differ significantly. The other lower bounds
show that EG can be considered as optimal among
first-order methods that use only the last iterate.

Finally, as mentioned in §5, the rate of alternating gra-
dient descent with negative momentum from Gidel et al.
(2019Db) on the bilinear example essentially matches the
rate of EG in Cor. 2. Thus the question of an ac-
celeration for adversarial games similar to the one in
the convex case using Polyak (Polyak, 1964) or Nes-
terov’s (Nesterov, 2004) momentum remains open.

SW.r.t. the losses.
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A Notation

We denote by Sp(A) the spectrum of a matrix A. Its spectral radius is defined by p(A) = max{|A| | A € Sp(4)}.
We write oyin(A) for the smallest singular value of A, and 0,4, (A) for the largest. i and S denote respectively
the real part and the imaginary part of a complex number. We write A < B for two symmetric real matrices if
and only if B — A is positive semi-definite. For a vector X € C%, denote its transpose by X7 and its conjugate
transpose by X . |.|| denotes an arbitrary norm on R? unless specified. We sometimes denote min(a,b) by
a A'b and max(a,b) by aVb. For f: R? — R? we denote by f* the composition of f with itself k& times, i.e.
@)= foforof(w)

k times
B Interpretation of spectral quantities in a two-player zero-sum game

In this appendix section, we are interested in interpreting spectral bounds in terms of the usual strong convexity
and Lipschitz continuity constants in a two-player zero-sum game:

oi, o (@) ()
with f is two times continuously differentiable.
Assume,
il S Vef < Lily, (13)
pely < =Vo f < Lol (14)
1oy < (VaVy ) (VaVyf) < Ly, (15)

where p1, 2 and 112 are non-negative constants. Let w* = (2*,y*) be a stationary point. To ease the presentation,
let,
Ve f(w*) (VaV f(W*))T> < S1 A>
Vo(w*) = z . R = . 16
@)= (Lol e AT 5, 16)
Now, more precisely, we are interested in lower bounding R(A) and || and upper bounding |A| for A € Sp Vu(w™).

B.1 Commutative and square case

In this subsection we focus on the square and commutative case as formalized by the following assumptions:
Assumption 1 (Square and commutative case). The following holds: (i) p=m = &; (ii) Sy and AT commute;
(iii) S1, S and AAT commute.

Assumption 1 holds if, for instance, the objective is separable, ie. f(z,y) = > i, fi(xi,y;). Then, using
a well-known linear algebra theorem, Assumption 1 implies that there exists U € R?*? unitary such that
Sy = Udiag(ai, ..., am)UT, Sy = Udiag(B, ..., Bm)VT and AAT = Udiag(c?,...,0%)UT where ay,...,an
are the eigenvalues of Si, 1, ..., B are the eigenvalues of Sy and o1, ...,0, are the singular values of A. See
Lax (2007, p. 74) for instance.

Define,
o M1 H12
a (H12 H2 )
Ly Ly
L= .
<—L12 Ly
Denote by |u| and |L| the determinants of theses matrices, and by Tr u and Tr L their traces.

In this case we get an exact characterization of the spectrum Vv (w*), which we denote by ¢* = Sp Vu(w*):

Lemma 3. Under Assumption 1, A € sigma™ if and only if there exists some i < d such that X\ is a Toot of

Pi=X?— (i + )X + aifsi + o}
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Proof. We compute the characteristic polynomial of Vo(w*) using that S, and AT commute, using the formula
for the determinant of a block matrix, which can be found in Zhang (2005, Section 0.3) for instance.

XI—-5 —-A

AT XTI, = |(XI —S1)(XI — So) + AA™|

= | X% — X(S1 + Sa) + 815, + AAT|
= H (X? = (i + Bi) X + 3 + 07)

O
Theorem 9. Under Assumption 1, we have the following results on the eigenvalues of Vu(w™*).
(a) Fori<m, if (; — B;)? < 402, the roots of P; satisfy:
Trp 2
5 <R(A), detp <|A*<detL, VAeC s.t P(\)=0. (17)
(b) Fori <m, if (a; — f3;)* > 402, the roots of P; are real non-negative and satisfy :
det i
max | g1 A ua, Tr L SASLl\/LQ, V)\E(CStPI(A):O (18)
(c¢) Hence, in general,
H1 A H2 < §R>\v |)“2 < 2L72na1: VA€ o® ) (19)

where Lyyq, = max (L1, Lo, L12).
Proof. (a) Assume that (a; —f3;)? < 402, i.e. the discriminant of the polynomial P; of Lem. 3 is negative. Consider
A a toot of P;. Then R\ = 2 and |\|? = oy 8; + 07, Hence R\ > L Trpu and det p < [A]? < det L.

(b) Assume that (a; — ;)% > 407, i.e. the discriminant of the polynomial P; of Lem. 3 is non-negative. This
implies that A = (Tr L)* — 4det yu > 0.
Denote by Ay and A_ the two real roots of P;. Then

a; + Bi £/ (i + Bi)? — 4(i B + 02)

Ay = 5

Hence

—v/22 — 4det
Ap > A > min x a; cn

max(Tr p, 4det p)<z<TrL 2

As x — x — /22 — 4det p is decreasing on its domain, the minimum is reached at Tr L and is “L;‘/Z
However this lower bound is quite loose when A = 0. So note that

a; + Bi — /(i + Bi)? — 4(u B + 02)

Y
o

A= 5 (20)
> o + B — 2(ai—5i)2 — ;A B; (21)

> 1 A o (22)
(23)

Similarly,

ai + Bi + /(i — Bi)°
Ay < 2( =a; VP <LiV Ly (24)
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Finally:

TrL - VA
LiVILy>Ay > A > max (maulAM2> .

2

Moreover,

(TrL - \/Z) (TrL+ \/Z)

Tr L+ VA
4det i

Tr L+ VA
S 2det,u7
Tr L

L — VA =

which yields the result.

(c) These assertions are immediate corollaries of the two previous ones.

(26)
(27)

(28)

O

We need the following lemma to be able to interpret Thm. 6 in the context of Example 2, whose assumptions

imply Assumption 1.
Lemma 4. Under Assumption 1, the singular values of Vv(w*) can be lower bounded as:

(e — max(Ly — g, Lo — 1)) < Opmin(Vo(w*))?.

In particular, if g2 > 2max(Ly — pe, Lo — 1), this becomes
1 *
5/‘%2 < omin(Vo(w ))2

Proof. To prove this we compute the eigenvalues of (Vv(w*))? Vo(w*). We have that,

N N S2 4+ AAT S1A— AS
ol o) = (i aar A L)

As in the proof of Lem. 3, as Assumption 1 implies that A7S; — S, AT and AT A + S2 commute,
|XT — (Vo(w*) " Vo(w*)| = |(XT — 8§ — AAT)(XT — S5 — ATA) — (51 — S2)?AA"|
= [[ (XTI —a} = o?)(XI =B} —0}) = (s — B;)°07) .

Let Qi(X) = (XI — af — 0?)(XI — 2 — 0?) — (a; — f3;)%c7. Its discriminant is
Al = (af + B +207) —4((af +07)(B7 + 07) — (a; — Bi)*)o7)
= (i — Bi)* (o + Bi)? +407) > 0.

Hence the roots of (); are:

Ait = % (af + B2 + 207 + \/(@z‘ — Bi)?((0s + B;)? +4Ui2)> .

The smallest is \;_ which can be lower bounded by

i = (a? + B2+ 207 — \/(ai + Bi)? (i + Bi)? + 40?))

> 5 (af + B} — |ai — B7| + 204(0i — | — Bi]))
> oi(0; — |ai = Bi)
> paz(piz — max(Ly — p2, Ly — 1))

(29)

(30)
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C Complement for §3

The convergence result of Thm. 1 can be strengthened if the Jacobian is constant as shown below. A proof of this
classical result in linear algebra can be found in Arjevani et al. (2016) for instance.

Theorem 10. Let F : R — R? be a linear operator. If p(VF) < 1, then for all wy € Re, the iterates (w;);
defined as above converge linearly to w* at a rate of O((p(VF))").

D Convergence results of §4

Let us restate Thm. 3 for clarity.

Theorem 3. Let w* be a stationary point of v and denote by o* the spectrum of Vv(w*). If the eigenvalues of
Vou(w*) all have positive real parts, then

(1). (Gidel et al., 2019b) For n = minyeq~ R(1/A), the spectral radius of F,, can be upper-bounded as

p(VE,(w"))*<1- /{nill R(1/A) )I\nill R(A).
(#). For all n > 0, the spectral radius of the gradient opergfor Ey, at &o¥’is lower bounded by

p(VE,(w))*>1— 4{nin R(1/N) inin R(A).

€o* co*
In this subsection, we quickly show how to obtain (i) of Thm. 3 from Theorem 2 of Gidel et al. (2019b), whose
part which interests us now is the following:
Theorem (Gidel et al. (2019b, part of Theorem 2)). If the eigenvalues of Vv(w*) all have positive real parts,
then for n = R(1/\1) one has
PVE (W) < 1—R(1/\)5 (41)

where § = minj<;j<m |A;[2(2R(1/A;) — R(1/\1)) and Sp Vo(w*) = {A1,..., A} sorted such that 0 < R(1/\;) <
R(1/A2) < -+« <RI/ A\pn).

Proof of (i) of Thm. 3. By definition of the order on the eigenvalues,

5= min [ POR/) + RO/~ R(/) (42)
> min [\ POR/A) (43)
= lélém R(A,) (44)

O

To prove the second part of Thm. 3, we rely on a different part of Gidel et al. (2019b, Theorem 2) which we recall
below:
Theorem (Gidel et al. (2019b, part of Theorem 2)). The best step-size n*, that is to say the solution of the

optimization problem
min p(VF, ()2, (45)
n
satisfy:
)I\nin R(A/N) <n* < 2§nin R(1/N). (46)
co* co*

(#4) of Thm. 3 is now immediate.

Proof of (ii) of Thm. 3. By definition of the spectral radius,

VF . *\\ 2 — 1— *)\ 2 47
p(VFy-(w")) Aesfﬁgf(m)‘ n* Al (47)
=1- i 20 R — [n* \|? 48

Aesrm 20 ™ Al (48)

>1— i M RN 49

21 o )

>1-—4 min R min £(1/N) (50)

AeSp(Vo(w*) AEo*
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Corollary 1. Under the assumptions of Thm. 3 and Ez. 2,

#Y)2 1 (u1tps)®
p(VE, (W) <1 — g2 s, - (3)
Proof. Note that the hypotheses stated in §4 correspond to the assumptions of §B.1. Moreover, with the
notations of this subsection, one has that 407 > 4u?, and max(L1, L2)? > (a; — 3;)%. Hence the condition
2p12 > max(Ly, Lo) implies that all the eigenvalues of Vv (w*) satisfy the case (a) of Thm. 9. Then, using Thm. 3,

p(VF,(w*)? <1 - ?éirl R(1/N) irelir}‘ R(N) (51)
_(minyeo- R(N) ?
=1 ( maxyeqs | Al (52)
2
<1— 1 (11 + p2) (53)

O

E Spectral analysis of §5

We prove Lem. 1.

Lemma 5. Assuming that the eigenvalues of Vu(w*) all have non-negative real parts, the proximal point operator
P, is continuously differentiable in a neighborhood of w* . Moreover, the spectra of the k-extrapolation operator
and the proximal point operator are given by:

SpVE, k(W) = { j_o(-n\) | A€ o7} (54)
and SpVP,(w*)={(1+n\)"" | X€o*}. (55)

Hence, for all n > 0, the spectral radius of the operator of the proximal point method is equal to:

* . RAFnZ A2
p(VPy(w"))* =1 = min Tpd Rl (56)

To prove the result about the k-extrapolation operator, we first show the following lemma, which will be used
again later.

Recall that we defined ¢, ., : z = w — nv(z). We drop the dependence on 7 in ¢, ,, for compactness.

Lemma 6. The Jacobians of p* (z) with respect to z and w can be written as

Vel (2) = (=n)" V(e (2)) Vol *(2)) - Vo(el(2) (57)
k

|
—

Ve (2) (=0 Vol (2)) Vool 2(2) . Vol (2) - (58)

<
|
o

Proof. We prove the result by induction:

e For k=1, ¢,(2) =w — nv(z) and the result holds.
e Assume this result holds for £ > 0. Then,
Vz(p(lfz+1(2) = vz(pw(@f;(z))VZ‘Pi(z) (59)

= V(e (2))(—n)"Vu(eh ™ (2)) ... Vu(p)(2)) (60)
= (=) (el (2)) Vool (2)) ... Vo(l(2)) . (61)
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For the derivative with respect to w, we use the chain rule:

V™ (2) = Vapu(04(2)) + Vapu (0 (2)) Vars (2) (62)
=Id—nv(wﬁ(Z))]é(—n)jW(sﬂﬁ_ (2)) - Volel ™ (2)) (63)

=la+ 2(—17)1“%(@5(2:))%(@5—1(z)) - V(T (2)) (64)

=la+ i(n)jw(@ﬁ(z»w(%l(z» V(e () (65)

Zi:o 1) Vo(l(2)Vo(el ™! (2)) .. Vot 7 (2)) (66)

O

In the proof of Lem. 1 and later we will use the spectral mapping theorem, which we state below for reference:

Theorem 11 (Spectral Mapping Theorem). Let A € C4*¢ be a square matriz, and P be a polynomial. Then,

SpP(A) ={P(\) | Ae SpA}. (67)
See for instance Lax (2007, Theorem 4, p. 66 ) for a proof.

Proof of Lem. 1. First we compute VF, 1 (w*). As w* is a stationary point, it is a fixed point of the extrapolation
operators, i.e. ¢! . (w*) = w* for all j > 0. Then, by the chain rule,

VEk(Ww*) = Vgl (w *)+Vw¢f, (@) (68)

= (—nVou(w —|—Z —nVo(w (69)

k
=D (=nVuw))’. (70)

§=0
Hence VF, (w*) is a polynomial in Vv(w*). Using the spectral mapping theorem (Thm. 11), one gets that

k
SpVE k(W) =4 > (=0 N | A€ Sp Vo(w") (71)

=0

For the proximal point operator, first let us prove that it is differentiable in a neighborhood of w*. First notice
that,
Sp(Ig +nVo(w*)) ={1+nX | A€ SpVo(w")}. (72)

If the eigenvalues of Vu(w*) all have non-negative real parts, this spectrum does not contain zero. Hence
w — w + nu(w) is continuously differentiable and has a non-singular differential at w*. By the inverse function
theorem (see for instance Rudin (1976)), w — w + nv(w) is invertible in a neighborhood of w* and its inverse,
which is P, is continuously differentiable there. Moreover,

VP, (w") = (Ia+nVo(w) ™. (73)

Recall that the eigenvalues of a non-singular matrix are exactly the inverses of the eigenvalues of its inverse.
Hence,
Sp VP, (w*) = {A7" | A€ Sp(la+nVo(w))} = {(L+70) " | A€ SpVu(w)} , (74)
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where the last equality follows from the spectral mapping theorem applied to I; + nVv(w*). Now, the bound on
the spectral radius of the proximal point operator is immediate. Indeed, its spectral radius is:

1
*\\2 __
pVP()? = max v (75)
2 2 2
— 1 i (AR (76)
Ao+ |1+ nA|?
which yields the result. O

Theorem 4. Let 0* = Sp Vu(w*). If the eigenvalues of Vv(w*) all have non-negative real parts, the spectral
radius of the k-extrapolation method for k > 2 satisfies:

2R+ 752 |A[?

*\\ 2 :
P(VFn,k(UJ ) <1-— )I\Tellﬁ TTEAE (7)
vy < - m For n = (4maxyeo~ [\|) 7, this can be simplified as (noting p := p(VEF, ;(w*))):
AF=T -
2 1 [ minycgox RA 1 miny g, * |)\\2
po = 1= 4 (maxi\eea* By + Emaxieeo* |)\|2> : (8)

Proof. Let L = max)¢cy»

Al and n =  for some 7 > 0. For A € 0%,

2
k
o 1 — (—p)k+ipk+L]2
YN | = o
;( ) TRwE (77)
1+ 2(—1)kFHIR(ARHL) 4 201\ [20+1) .
B 11+ nA]2 (78)
i 2R\ + 772|)\‘2 _ 2(—1)k77k+19?(>\k+1) _ ,,72(k+1)|>\|2(k+1) (79)
1+ nAl?
k1

» 2R\ + 7]2|/\‘2 (1 _ 2(71)1%71@71 %(G\lz ) _ n2(k71)|>\|2(k71)) 0

a 1+ AP

k+1
Now we focus on lower bounding the terms in between the parentheses. By definition of 1, we have n*~! W <

7h=1 and n2*k=D|A2k-D < 72(k=1) Hence

RNFHT RN
1+2(—1)’“n’“‘1(w2 ) 3200 5 g gt AT (IAIQ Ity (81)
> 1 —ork—1 _ p2(k-1) (82)
(83)

Notice that if & = 1, i.e. for the gradient method, we cannot control this quantity. However, for & > 2, if
1
7 < (§)% 7, one gets that

1 1 7
1okt _ 2015 = = L 4
T T =17 9716 16 (84)

which yields the first assertion of the theorem. For the second one, take n = ﬁ, i.e. the maximum step-size
authorized for extragradient, and one gets that

|1+ 02 =14 2R\ + 2| A2 (85)
1 1 25
< ==
S1+27+ =16 (86)
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Then,
20RA + £n?[A2 1 [ 16 RA A2
n +1677 | | > = 2768%7+Lu (87)
e 4\"25 L " 100 L?
1 /RA 7 A2
= (L ti e (88)
L/RAN 1 |)\2
= <L T ) (89)
which yields the desired result. O

Corollary 2 (Bilinear game). Consider Ex. 1. The iterates of the k-extrapolation method with k > 2 converge

globally to w* at a linear rate of (9((1 — é%)t)

First we need to compute the eigenvalues of Vu.
Lemma 7. Let A € R™*™ and

0, A
M = (—AT 0m> . (90)
Then,
SpM = {+io | 0> € SpAAT}. (91)

Proof. Assumption 1 of Appendix B.1 holds so we can apply Lem. 3 which yields the result.

O
Proof of Cor. 2. The Jacobian is constant here and has following the form:
0, A
Applying Lem. 7 yields
SpVu = {=+io | 0% € Sp AAT}. (93)
Hence minyesp vo [A]2 = 0min(A4)? and maxyesp vo |A|> = 0maz(A)?. Using Thm. 4, we have that,
]. Omin (A)2
F N2 < (1 - =B ) 4
pVE ) < (1= g 2 (o)
Finally, Thm. 10 implies that the iterates of the k-extrapolation converge globally at the desired rate. O

Corollary 3. Under the assumptions of Cor. 1, the spectral radius of the n-extrapolation method operator is
bounded by

p(TE)? <1 (1 L’%i/ZLQ 116/;% - il (95)

Proof. This is a direct consequence of Thm. 4 and Thm. 9, as the latter gives that for any A € Sp Vou(w*),
TH <R il < AP < L] (96)
as discussed in the proof of Cor. 1. O

F Global convergence proofs

In this section, ||.|| denotes the Euclidean norm.
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F.1 Alternative characterizations and properties of the assumptions
Lemma 2. Let v be continuously differentiable and v > 0 : (10) holds if and only if omin(Vv) > 7.
Let us recall (10) here for simplicity:
o — | <7 Ho(w) — v Vio,w’ € RY (10)

The proof of this lemma is an immediate consequence of a global inverse theorem from Hadamard (1906); Levy
(1920). Let us recall its statement here:

Theorem 12 (Hadamard (1906); Levy (1920)). Let f : RY — R? be a continuously differentiable map. Assume
that, for allw € R, V f is non-singular and c,in(Vf) >~ > 0. Then f is a C*-diffeomorphism, i.e. a one-to-one
map whose inverse is also continuously differentiable.

A proof of this theorem can be found in Rheinboldt (1969, Theorem 3.11). We now proceed to prove the lemma.

Proof of Lem. 2. First we prove the direct implication. By the theorem stated above, v is a bijection from R? to
R9, its inverse is continuously differentiable on R? and so we have, for all w € R%:

Vot (v(w)) = (Vu(w)) L. (97)

Hence [[Vo™! (v(w))[| = (omin(Vo(w))) ™ <97

Consider w,w’ € R? and let u = v(w) and v’ = v(w’). Then

lw — o[ = o™ () — v~ (&) (98)
1

= ‘ ; Vo t(tu+ (1 — t)u) (u — o) (99)

<y Y- (100)

=7 o(w) - v(w)] (101)

which proves the result.

Conversely, if (10) holds, fix u € R? with ||u|| = 1. Taking w’ = w + tu in (10) with ¢ # 0 and rearranging yields:

<
= 4

v(w + tu) — v(w) H |

Taking the limit when ¢ goes to 0 gives that v < |[Vo(w)ul||. As it holds for all w such that ||u|| =1 this implies
that v < 0min (Vo). O

With the next lemma, we relate the quantities appearing in Thm. 6 to the spectrum of Vv. Note that the first
part of the proof is standard — it can be found in Facchinei and Pang (2003, Prop. 2.3.2) for instance — and we
include it only for completeness.

Lemma 8. Let v : R* — R be continuously differentiable and (i) p-strongly monotone for some p > 0,
(i3) L-Lispchitz, (iii) such that 0., (Vv) > 7 for some v > 0.. Then, for all w € R,

pllull® < (Vo)) ', Allull < [Vo@)ul| < Liju],  VueR?, (102)

and
HERO), Y<IN<L, YAESpVuw). (103)

Proof. By definition of p-strong monotonicity, and L-Lispchitz one has that, for any w,w’ € R?,

pllw = w'* < (v(w) = v(w))" (W - ') (104)
[o(w) = v(W)] < Lilw — '] (105)
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Fix w € R% u € R? such that ||u| = 1. Taking w’ = w + tu for ¢t > 0 in the previous inequalities and dividing by
t yields

1
< g(v(w) —v(w + tu)) T (106)
1
¥||v(w) —v(w+tu)|| <L (107)
Letting ¢ goes to 0 gives

p < (Vo(w)u)u

(108)
[Vu(w)ul| < L. (109)
Furthermore, by the properties of the singular values,
[Vo(w)ull = 7. (110)
Hence, by homogeneity, we have that, for all u € R,

pllul® < (Vow)u)u,  ylull < Vo)l < Ljul . (111)

Now, take A € Sp Vo(w) an eigenvalue of Vuv(w) and let Z € C?\ {0} be one of its associated eigenvectors. Note
that Z can be written as Z = X +4Y with X,Y € R?. By definition of Z, we have

Vo(w)Z = N\Z. (112)
Now, taking the real and imaginary part yields:
{Vu(w)X =ROX - SN)Y 13)
Vo(w)Y =SSN X+RANY
Taking the squared norm and developing the right-hand sides yields
IVo(@)X[? = RO)?IX)2+SO)?Y]? - 2RI XTY
{w<w>Y|2 = SOVIX2 + ROV + 2ROVSA)XTY (1)
Now summing these two equations gives
Vo)X |2 + [IVo@)Y [* = AP(IXIP + 1Y) - (115)
Finally, apply (111) for u = X and u =Y~

VXN + Y1) < IPAXIE + 1Y) < Z20X12 + 1Y) -

(116)
As Z #0, | X])? +||[Y||* > 0 and this yields v < |A\| < L. To get the inequality concerning ~y, multiply on the left
the first line of (113) by X7 and the second one by Y7T:

{XT(Vv(w)X) — ROV - S()XTY (117)
YT(Vo(w)Y) =SNYTX +RO|Y?.
Again, summing these two lines and using (111) yields:

p(IX 12+ 1Y 17 <R AXIP + Y1) - (118)
As Z#0, | X|2+ V]2 > 0 and so pu < R().
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F.2 Proofs of §6: extragradient, optimistic and proximal point methods

We now prove a slightly more detailed version of Thm. 6.

Theorem 13. Let v : RY — R? be continuously differentiable and (i) p-strongly monotone for some yu > 0,
(ii) L-Lipschitz, (iii) such that o, (Vv) > 7 for some v > 0. Then, for n < (4L)7!, the iterates of the
extragradient method (wy); converge linearly to w* the unique stationary point of v,

* t *
lwe = w13 < (1= (me+ 51°7%)) llwo —w*|I3 . (119)
¢
For = (4L)~1, this can be simplified as: ||w; — w*||2 < (1 -1 (% + %%Z)) lwo — w*||3.

The proof is inspired from the ones of Gidel et al. (2019a); Tseng (1995).

We will use the following well-known identity. It can be found in Gidel et al. (2019a) for instance but we state it
for reference.

Lemma 9. Let w,w',u € R?. Then

o +u —w'? = Jlw - o |* + 2u" (W + u — o) = Juf? (120)
Proof.
o +u =o' = flo — o' + 20 (w — o) + [lul® (121)
= |lw— | + 20T (w+u — ') — |ul|? (122)
O

Proof Thm. 13. First note that as v > 0, by Thm. 12, v has a stationary point w* and it is unique.
Fix any wy € R?, and denote w; = wy — nv(wp) and ws = wy — nu(wy). Applying Lem. 9 for (w,w’,u) =
(wo,w*, —nu(w)) and (w,w’,u) = (wo, w2, —nv(wp)) yields:

laz = w*[1? = llwo — w* |1 = 2nv(wi) (wo — w*) = [|lwz — wol|® (123)

lar = wa|* = [lwo — wal|* = 2nv(wo) " (w1 — wa) — [lwr — wol|® (124)
Summing these two equations gives:

lws — w*|* = (125)

lwo — w*|1? = 2no(w1) " (w2 — w*) = 2nu(wo) " (w1 — w2) — Jlwr — wol|* — [lwr — w2 |? (126)

Then, rearranging and using that v(w*) = 0 yields that,
2nv(w1)T (wa — w*) + 2n0(wo) T (w1 — wo)
= 2n(v(w1))" (w1 = w") + 2n(v(wo) — v(w1))" (w1 — w2)
= 2n(v(w1) — v(w)) T (w1 — ") + 2n(v(wo) — v(wr))" (W1 —ws)
> 2npllwr — w1 = 2nlo(wo) — v(wi)|lllwr — ws||

where the first term is lower bounded using strong monotonicity and the second one using Cauchy-Schwarz’s
inequality. Using in addition the fact that v is Lipschitz continuous we obtain:

2nv(w1) T (w2 — w*) + 20v(wo) T (w1 — wo) (131)
> 2npflwy = w*[|* = 2nLlwo — willwr — we (132)
> 2pllwr — w*|* = (P L2||lwo — wi® + [lor — w2?) (133)

where the last inequality comes from Young’s inequality. Using this inequality in (125) yields:

lovz — w*||* < Jlwo — w*|* = 2npllwr = w*[I* + (n*L? = 1)||lwo — wi]?. (134)
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Now we lower bound ||w; — w*|| using |lwp — w*||. Indeed, from Young’s inequality we obtain

2[lwr = w*||* > flwo — w*[|* = 2[|wo — wi]|*. (135)
Hence, we have that,
o = w*I* < (1 = npe)llwo — w*|* + (n*L? + 2np — 1) lwo — wr ]| (136)
Note that if n < ﬁ, as pp < L, n?L? +2nu—1< f%. Therefore, with ¢ = 1—76,
lwz = w*[|* < (1 = np)llwo — w*[|* = cllwo — waf? (137)
= (1= np)llwo = w*[I* = en®[Jo(wo) . (138)
Finally, using (i4¢) and Lem. 2, we obtain:
loz — w*[* < (1 = np — en*y?)[lwo — w2 (139)
which yields the result. O

Proposition 1. Under the assumptions of Thm. 6, the iterates of the proximal point method method (wy); with
1n > 0 converge linearly to w* the unique stationary point of v,

2 2.2 t
o — w2 < <1 _ M) lwo —w*||? Vt>0. (140)
np -+ =y

Proof. To proof this convergence result, we upper bound the singular values of the proximal point operator F,.
As v is monotone, by Lem. 8, the eigenvalues of Vv have all non-negative real parts everywhere. As in the proof
of Lem. 1, w — w + nuv(w) is continuously differentiable and has a non-singular differential at every wy € R%. By
the inverse function theorem, w — w + nv(w) has a continuously differentiable inverse in a neighborhood of wy.
Its inverse is exactly P, and it also satisfies

VP, (wo) = (I +nVo(wo))*. (141)

The singular values VP, (wg) are the eigenvalues of (VP (wo))? (VP,(wp)). The latter is equal to:

(VP,,(WO))T(VP”(MO)) = (Id + nVou(wy) + n(Vv(wo))T + UQ(VU(W()))T(VU(OJ()))) v (142)

Now, let A € R be an eigenvalue of (VP,(wo)) (VP,(wo)) and let X # 0 be one of its associated eigenvectors. As
VP, (wp) is non-singular, X # 0 and applying the previous equation yields:

ATLX = (Ig + nVo(wo) + n(Vo(wo))™ +7*(Vo(wo))” (Vu(wo))) X - (143)
Finally, multiply this equation on the left by X7:
ATHX)? = X2 + 0 X" (Vo(wo) + (Vo(wo) )X + n?([Vo(wo)) X || (144)
Applying the first part of Lem. 8 yields
ATHIXIP > (1 + 200+ 0*9?) | X2 (145)
Hence, as X # 0, we have proven that,
Tmaz(Vo(wo)) < (14 2 +n*4%)7". (146)

This implies that, for all w,w’ € R?,

2

1Py(w) — Py = H / Vol + 1 — )~ ) (147)

< (T+2np+n*9)  Hw — |2 (148)

Hence, as P, (w*) = w*, taking w’ = w* gives the desired global convergence rate. O
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Now let us prove the result Thm. 7 regarding Optimistic method.

Theorem 7. Under the same assumptions as in Thm. 6, for n < (4L)71, the iterates (wi); of (OG) converge
linearly to w* as, for allt > 0,

122)

ot — w13 < 2(1 = nu— 20242) " flwo — w73

Proof. For the beginning of this proof we follow the proof of Gidel et al. (2019a, Theorem 1) using their notation:
wy = wy — nu(wi_y) (149)
wep1 = wy — Nu(wy) (150)
Note that, with this notation, summing the two upates steps, we recover (OG)
Wiy = wy — 2nv(wy) +nu(wi_y) - (151)
Let us now recall Gidel et al. (2019a, Equation 88) for a constant step-size n; = 7,

wi1 — w*[|3 < (1= np) lwe — w15 + > L2(A0° L?||lw;_; — wi_o[13 — llwi_y — wil|3)
— (1= 2np — 40" L) ||w; — well3 (152)

we refer the reader to the proof of Gidel et al. (2019a, Theorem 1) for the details on how to get to this equation.
Thus with n < (4L)~1, using the update rule w, = w; — nv(w;_,), we get,

77'7

1 7]2
(1= 20 — 407 L?)||wp — w3 > et = will3 = lev(%fl)llg lai—y — w13 (153)

where for the last inequality we used that opin (V) > v and Lemma 2. Using Young’s inequality, the update rule
and the Lipchitzness of v, we get that,

2llw; 1 — w3 > flwe — w3 = 2llwiy — well3 (154)
= llwe — w13 = 20°[lv(w; 1) — v(w,5)II3 (155)
> [lwe — w13 = 20° L||wi_y — w53 (156)

Thus combining (152), (153) and (156), we get with a constant step-size n < (4L)7!

2
* ny 242
o =1 < (1= 1= T Y o ="+ L2 (AP 22+ 0ty = ol = s = 1)

This leads to,

2.2
* n-y
IIWt+1—w|§+772L2||w£1—w2||§S(1—W—8 )|wt W IE P (AL 1 DY LAy — Wl (157)

In order to get the theorem statement we need a rate on w;. We first unroll this geometric decrease and notice
that

lwp — @Il < 2flwer — w13 + 2llw; — wesa |13 (158)
= 2l|werr — I3 + 207 [u(wi_y) — v(wp)3 (159)
= 2l|wesr — w13 + 20" L?|lw;_y — will3 (160)

to get (using the fact that wj) = w’ ;),

lwp = w13 < 2lwerr — w3 + 207 L2 wi_y — wil3 (161)
2~2 5 t+1
v e, MY |2
SZmaX{l—n,u— 8L2,4 L +T} lwo — w™|I5 - (162)

With 1 < (4L)~! we can use the fact that max(u,v) < L to get,

(163)

2.2 1 2 3 1 1 2.2
g T (u v)

1 N7y
> >4 >4+ L0
g = Iimp) 1 1Tt
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Thus,
2,2

2.2 2.2
max{lfnuf%,4n2L2+%}:1777u7778py , Vn < (40)7! (164)

leading to the statement of the theorem. Finally, for n = (4L)~! that can be simplified into,

Lep 4%\ 1 9% it
/ * (12 * (12
ot~} <2max{1- (5 + 25). s+ g} o =o'l (165)
Lo 2\ 2
:2(1_7(7 )) s 166
O

F.3 Proof of §6.3: consensus optimization

Let us recall (CO) here,
w1 = we — (aw(wy) + BV H (wy)) . (CO)

where H is the squared norm of v. We prove a more detailed version Thm. 8.

Theorem 14. Let v: R? — R be continuously differentiable such that (i) v is u- strongly monotone for some
w>0, (i) omin(Vv) > v for some v >0 (iii) H is L% Lipschitz-smooth. Then, for

1 (ap B
2
< (==L 27
¢ =3 <LH oLy )
and B < (2Lg)~1, the iterates of CO defined by (CO) satisfy,

H(wi) < (1—ap—387%) H(w). (167)

In particular, for

oo BT VE2 29

4Ly
and B = (2Lgx)7 1,
2 2
H(w,) < (1 - (1 ; j)) Hi{wo) (168)

Proof. As H is L% Lipschitz smooth, we have,

L2
H(wiy1) — H(wy) < VH(w)" (i1 — we) + 7H||wt+1 —wi|?.

Then, replacing w1 — wy by its expression and using Young’s inequality,
H(wer1) = H(we) € —aVH(w) v(we) = BIVH (W) |* + LEe®|[v(w,) || + Ly 82| VH (we) || -
Note that, crucially, VH (w;) = Vo(w;)Tv(w;). Using the first part of Lem. 8 to introduce p and assuming
B<(2Ly)~
H(wir) = H(wy) < —apljo(w)|” - gHVH(%)HQ + Lo [[o(w)|?.
Finally, using Lem. 8 to introduce ~,

2
H(w) ~ H(w) < ool - 21

2
= -2 <au + % — L%,oﬂ) H(wy).

[o(we)l|* + Lo [|v(w) ||
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Hence, if

1 <au ﬁw2>

2

a? <5+ , (169)
>\ 1z 217,

then the decrease of H becomes,
H(w) < (1—ap—$6y%) H(wo) -

Now, note that (169) is a second-order polynomial condition on ¢, so we can compute the biggest o which satisfies

this condition. This yields,
2
L4\ + L3 By?

202,

p+ 2+ 292

ALZ, ’

where in the second line we defined 8 = (2L%)~!. Then the rate becomes,
B mVe 29y
412 + 412 Tz

H H H

2 2 2

Iz [0 o,

>
~4L% N 4202, - 4L7%, - 412"

2

1
ap+ 5By =

where we use Young’s inequality: v/2v/a + b > v/a + v/b. Noting that $(1+ %) > 1 yields the result. O

Remark 1. A common convergence result for the gradient method for variational inequalities problem — see
t
Nesterov and Scrimali (2006) for instance — is that the iterates convergence as O (( - ‘Z—i) > where p is the

monotonicty constant of v and L its Lipschitz constant. However, this rate is not optimal, and also not satisfying
as it does not recover the convergence rate of the gradient method for strongly convex optimization. One way to
remedy this situation is to use the co-coercivity or inverse strong monotonicity assumption:

U(v(w) = v(w)" (W =w') > o(w) = v(@)]* VYw,w'.

This yields a convergence rate of O (( — %)t> which can be significantly better than the former since ¢ can take
all the values of [L, L?/u] (Facchinei and Pang, 2003, §12.1.1). On one hand, if v is the gradient of a convex
function, £ = L and so we recover the standard rate in this case. On the other, one can consider for example the

operator v(w) = Aw with A = (Z _ab> with @ > 0 and b # 0 for which u = a, L = v/a2 + b% anf ¢ = /L.

G The p-SCLI framework for game optimization

The approach we use to prove our lower bounds comes from Arjevani et al. (2016). Though their whole framework
was developed for convex optimization, a careful reading of their proof shows that most of their results carry on
to games, at least those in their first three sections. However, we work only in the restricted setting of 1-SCLI
and so we actually rely on a very small subset of their results, more exactly two of them.

The first one is Thm. 2 and is crucially used in the derivation of our lower bounds. We state it again for clarity.

Theorem 2 (Arjevani et al. (2016)). For all v € Vy, for almost every® initialization point wy € RY, if (wy); are
the iterates of Fa starting from wy,

lwr = @[l = Qp(VEN ) [lwo — w*[])-

Actually, as Fin : R? — R is an affine operator and w* is one of its fixed point, this theorem is only a reformulation
of Arjevani et al. (2016, Lemma 10), which is a standard result in linear algebra. So we actually do not rely on
their most advanced results which were proven only for convex optimization problems. For completeness, we
state this lemma below and show how to derive Thm. 2 from it.

SFor any measure absolutely continuous w.r.t. the Lebesgue measure.
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Lemma 10 (Arjevani et al. (2016, Lemma 10)). Let A € R¥9. There evists ¢ > 0, d > m > 1 integer and
r € R, r # 0 such that for any u € R? such that uTr # 0, for sufficiently large t > 1 one has:

[A ull > ct™ = p(A)" lu]] - (170)

Proof of Thm. 2. F) is affine so it can be written as Fiy(w) = VFxw + Far(0).
Moreover, as v(w*) = 0, Fyr(w*) = w* + N(Vv)v(w*) = w*. Hence, for all w € R?,
Fy(w) —w* = Fy(w) — Ex(w*) = VEy (w —w™). (171)
Therefore, for t > 0,
llwe = w*[| = [[(VEN)" (w = w")]|. (172)

Finally, apply the lemma above to A = VF)y. The condition (wg — w*)Tr # 0 is not satisfied only on an affine
subset of dimension 1, which is of measure zero for any measure absolutely continuous w.r.t. the Lebesgue measure.
Hence for almost every wg € R? w.r.t. to such measure, (wy — w*)Tr # 0 and so one has, for ¢ > 1 large enough,

Jwr —w*| = et p(VEN) oy — (173)
> ep(VEN) lwr — w0, (174)
which is the desired result. ]

The other result we use is more anecdotal : it is their consistency condition, which is a necessary condition for an
p-SCLI method to converge to a stationary point of the gradient dynamics. Indeed, general 1-SCLI as defined in
Arjevani et al. (2016) are given not by one but by two mappings C, N : R%*¢ — R4*? and the update rule is

Frn(w) = C(Vv)w +N(Vo)v(0) Vw e RY. (175)

However, they show in Arjevani et al. (2016, Thm. 5) that, for a method to converge to a stationary point of v,
at least for convex problems, that is to say symmetric positive semi-definite Vv, C and N need to satisfy:

I;—C(Vv) = -N(Vv)Vu. (176)

If C and N are polynomials, this equality for all symmetric positive semi-definite Vv implies the equality on all
matrices. Injecting this result in (175) yields the definition of 1-SCLI we used.

H Proofs of lower bounds

The class of methods we consider, that is to say the methods whose coefficient mappings N are any polynomial
of degree at most k — 1, is very general. It includes:

- the k’-extrapolation methods Fy ,, for k' < k as defined by (5).

- extrapolation methods with different step sizes for each extrapolation:
W Py w O Prpw O 0 Py (W), (177)

- cyclic Richardson iterations (Opfer and Schober, 1984): methods whose update is composed of successive
gradient steps with possibly different step sizes for each

w}—>Fnlan20"'ank(w)? (178)

and any combination of these with at most k& composed gradient evaluations.

The lemma below shows how k-extrapolation algorithms fit into the definition of 1-SCLI:
Lemma 11. For a k-extrapolation method, N'(Vv) = —n Z?;&(—UVU)’“.
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Proof. This result is a direct consequence of Lem. 6. For w € R?, one gets, by the chain rule,

VEy k(W) = Vo0l (w) + Veph () (179)
k—1
= (—nVo)* + Z(—an)j (180)
=0
k .
=> (-nVovy . (181)
=0

as Vv is constant. Hence, as expected, F}, ;, is linear so write that, for all w € R,
Fpr(w)=VF, qw+b. (182)

If v has a stationary point w*, evaluating at w* yields
k
w* = Z(—nVu)]w* +b. (183)
i=0

Using that v(w*) = 0 and so (Vv)w* = —v(0), one gets that

k

b==n) (=nVv)’"0(0), (184)
and so .
Filw) = w =03 (~nV0) " o(w), (185)

which yields the result for affine vector fields with a stationary point. In particular it holds for vector fields such
that Vv is non-singular. As the previous equality is continuous in Vv, by density of non-singular matrices, the
result holds for all affine vector fields.

O
Theorem 5. Let 0 < p,y < L. (¢) If d — 2 > k > 3, there exists v € Vg with a symmetric positive Jacobian

. . 4k3
whose spectrum, is in [, L], such that for any N'real polynomial of degree at most k —1, p(Fyr) > 1 — =5

(1) If d/2 —2 > k/2 > 3 and d is even, there exists v € V4 L-Lipschitz with minyesp vy |[A| = Omin (V) >
corresponding to a bilinear game of Example 1 with m = d/2, such that, for any N real polynomial of degree at
most k— 1, p(Fy) > 1— %L—Z

To ease the presentation of the proof of the theorem, we rely on several lemmas. We first prove (¢) and (i¢) will
follow as a consequence.

In the following, we denote by Ry_1[X] the set of real polynomials of degree at most k — 1.
Lemma 12. For, v € Vy,

1
i Zo(Fy)? = 1 AL 2 186
Neﬂlrgil_nl[X] 2p( ) ao,...I,rinleJR AeSva 2| + Z a (186)

Proof. Recall the definition of Fjr, which is affine by assumption,

Vw € RY Fa(w) = w + N(Vo)o(w). (187)
Then VFy = Iy + N(Vv)Vu. As Nis a polynomial, by the spectral mapping theorem (Thm. 11),

SpVFEy ={1+NA)X| X € SpVu}, (188)

which yields the result. 0
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Lemma 13. Assume that SpVv = {A1,..., A} C R. Then (186) can be lower bounded by the value of the
following problem:

max Y56 — 5€)
j=1

st v; 20, eER, VI<j<m

. 189
> vigA =0, vi<i<k (189)
j=1
dovi=1
j=1
Proof. The right-hand side of (186) can be written as a constrained optimization problem as follows:
min t
t,00,.,0k—1,215--,2m ER
ft> 12 Vi< <
st 122z, <j<m (190)
k-1
=1+ aX Vi<j<m.
1=0

By weak duality, see Boyd and Vandenberghe (2004) for instance, we can lower bound the value of this problem
by the value of its dual. So let us write the Lagrangian of this problem:

‘C(t7a07"'7a/k713217"'7zm7V1u"'7Vm7X17"'7Xm)
m k—1
1,5 41 (191)
=t+ Zyj(izj -t +x;(1+ Zal/\j+ —zj).
§=0 1=0
The Lagrangian is convex and quadratic so its minimum with respect to ¢, ag, ..., ax—1, 21, - - -, Zm is characterized

by the first order condition. Moreover, if there is no solution to the first order condition, its minimum is —oo (see
for instance Boyd and Vandenberghe (2004, Example 4.5)).

One has that, forany 1 <j<mand 0 <[ <k —1,

m

OL=1-> v (192)
j=0
00 L= XA (193)
j=0
Oz L =vizj = Xj - (194)

Setting these quantities to zero yields the following dual problem:

max- Z Xj— QTJ,XJ‘
Jj=1, v;#0

st. v, 20, x;€ER, VI<j<m
DN =0,V1<i<k (195)
j=1

vj=0 = x;=0

m
Zl/j =1
j=1



Waiss Azizian, Ioannis Mitliagkas, Simon Lacoste-Julien, Gauthier Gidel

Taking v;&; = x; yields the result:
- 1
max >y (6 26
j=1

st >0, GER VI<j<m

m

1
> g =0, V1<I<k (196)
j=1
Z Vj =1.
j=1
O
The next lemma concerns Vandermonde matrices and Lagrange polynomials.
Lemma 14. Let A\q1,..., g be distinct reals. Denote the Vandermonde matriz by
D VD AR U
1 o A} .0 At
V()\lv a)\d) = . . . . (197)
(NP VEED D Cat
Then
0 0 0
Léli L%I; L%li
L L ... L
VO, )T = ; ! (198)
-1 -1 -1
RS 7 S A A
where L1, Lo, ..., Lq are the Lagrange interpolation polynomials associated to A1, ..., Aq and L; = 7;01 L;l)Xl
for1<j<d.

A proof of this result can be found at Atkinson (1989, Theorem 3.1).

The next lemma is the last one before we finally prove the theorem. Recall that in Thm. 5 we assume that
E+1<d.

Lemma 15. Assume that SpVv = {A1,..., A\kp1} where A1, ..., A\gy1 are distinct non-zero reals. Then the
problem of (186) is lower bounded by

ko Ak 2
1 1- Zj:l X Lj(Ar41) (199)
9 K By ?
2\ 1+ o, 155 L ()
where Ly, ..., Ly are the Lagrange interpolation polynomials associated to A1, ..., Ag.

Proof. To prove this lemma, we start from the result of Lem. 13 and we provide feasible (v;); and (&;);. First,
any feasible (v;); and (§;); must satisfy the k constraints involving the powers of the eigenvalues, which can be
rewritten as:

V1§1/\1

Ak+1
v2€a Ao

)\2
V(s )T = —Vkpa&ea [ ML (200)

kak)\k )‘112+1
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Using the previous lemma yields, for 1 < j < k,

Akt1
© -1\ | M
vi€j = V181 N (L L7 ... L ) (201)
Ak
A
= V41841 l;\“ i (Ak41) - (202)
Y
Hence the problem can be rewritten only in terms of the (v;); and &xy1. Let ¢; = )‘ijl L;(Ak+1). The objective
becomes:
< 1 u 1 "y
k+1
ZVJ‘ (fj - 25?) =vpp1éet1 | 1 — ch - §Vk+1€1%+1 1+ Z ; c? ) (203)
j=1 j=1 j=0 7
1-3F e

Choosing &1 = to maximize this quadratic yields:

1+Z ykfl c?

2
m 1— Zk: Cs
Zl/j (53 5 ) ! Vi1 1( % d ikjl) 5 (204)

=1 +Zj:0 v; G

le; 1
1+Z§=1 ;] 1+Ef 1l
Lem. 13. With the feasible (v;); and (§;); defined this way, the value of the objective is

k 2

1 < 1-Y0 ¢ ) (205)
k- b)

2 1+Zj:1|cj|

which is the desired result. O

Finally take v; = for j < k and vgq11 = which satisfy the hypotheses of the problem of

We finally prove (¢) of Thm. 5.

Proof of (i) of Thm. 5. To prove the theorem, we build on the result of Lem. 15. We have to choose A1, ..., Ag+1 €
[, L] positive distinct such that (199) is big. One could try to distribute the eigenvalues uniformly across the
interval but this leads to a lower bound which decreases exponentially in k. To make things a bit better, we use
Chebyshev points of the second kind studied by Salzer (1971). However we will actually refer to the more recent
presentation of Berrut and Trefethen (2004).

For now, assume that k is even and so k > 4. We will only use that d — 1 > k (and not that d — 2 > k). Define,
for 1<j <k, A= # — % cos %w. Using the barycentric formula of Berrut and Trefethen (2004, Eq. 4.2),

the polynomial which interpolates f1,..., fx at the points Aq,..., A\x can be written as:
i1 % i
P(xX) =25 (206)
k w;
Zj:l X—=Xj
where
—1)77t if 2<ji<k-1
w, =4 o e=d = (207)
5(=1) if je{l,k}.
k w;
Define Z(X) =37, =
Now, 2521 )‘ﬁfl L;(Ak41) can be seen as the polynomial interpolating )‘if ey Af\zl at the points Ai,..., A;
evaluated at A\;y1. Hence, using the barycentric formula,
k k
/\k 1 wy /\k
DL (k) = v (208)

ZNt1) = At = A5 Ay

j=1
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Similarly, Z] 1 |A’“Jr1 L (A1)l can be seen as the polynomial interpolating

S sign( Ly (Agat sign( L (Ag+1 at the points Aq,... i evaluated at Apyq. owever
|25 sign(Ly(Aks1)), - -, [ 252 [sign(L(Akg1)) at the points Ai,...,)\; evaluated at Appp. H ,
from Berrut and Trefethen (2004, Section 3),

k
W
G (A (A —7 209
k+1) 1;[ k1 — Aj) YRSV (209)
and by Berrut and Trefethen (2004, Eq. 4.1),
k
L= | [TOwrs =) | Z(s)- (210)
j=1
Hence
. . . w;
sign(L;(Ag41)) = sign Z(Ag41) sign (/\J)\) . (211)
k+1 — Aj
Therefore, using the barycentric formula again,
k k
Akt1 1 wj Ak+1
L, (A = 212
g ‘ k+1)| |Z(>\k+1)| = )\k—i-l — )\j )\] ( )
Hence, (199) becomes:
ko Agta 2
1( 1- Zj:l Py Lj(Ag+1) (213)
9 kA
2\ 1+ 2 1B L ()|
2
1 k w; A
= } - Z(Ak+1) Ej:l /\k+1]7)‘j I;‘jl (214)
2 1+ 1 Zk w4 )\k+1
[ Z(Ak+1)] =T=1 | App1=X; | Ay
2
1 k w
_ 1 1 — 12Okl 21 Ak“_’\f‘ Aj (1 + sign Z (A1) sign (MH Aj >> (215)
) 1 )5 A ’
L o St vy | 5

Now take any Agi; such that A\; < A\gi1 < Ag. Then, from (210), sign Z(A\g11) = (=1)¥1 = —1 as we assume

that k is even. By definition of the coefficients w;, sign m = +1. Hence 1 + sign Z (A1) sign m =0.
Similarly, sign /\k+1 5; = +1 and so 1+ sign Z(A41) sign /\k:‘f_/\z =0 too’.

As the quantity inside the parentheses of (215) is non-negative, we can focus on lower bounding it. Using the

"We could do without this, but it is free and gives slightly better constants.
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considerations on signs we get:

1 k w; )
[Z(ka1)] Zj:l )\k+11_>\j ’ —~ (1 -+ 81gn Z()\k+1) Slgn (7)\k+1_)\ )) (216)
w Akt1
L+ \Z()\k+1)| Zj:l )\k+17—>\,v X
A
)\k+1 Z0eT Z] 5 /\k+1 X k+1 (1 +SlgnZ()\k+1)Slgn (m)) (217)
W Ak+1
1+ IZ(MH)\ Zi=1 AIc+1]—>\j Aj
k 1 Ak41
<2 2= [N x| K (218)
- k j A
‘Z()‘k+1)| + Zj:l Akﬁixj I;\jl
k 1 Ak41
Zj:iﬂ M=y | N (219)
- 1 1 Akt1
2 | Akr1—A1| A1
A
(k - 2) X P §\+1
<2 k+1—A3 3 (220)
1 1 Akt1
2 | XM | M
(221)
where we used that, for j > 3, )\k+117)\j )";\j_l < /\k+117)\3 /\’;\;rl as A1 < Agy1 < A2 < Az < -+ < Ap. Now,

recalling that \; = p, and using that A\; < Agy1 < A2 < A3 for the inequality,

(k=2) x5 /\iﬂ [Ak+1 — A1l
2 () Ea A A 222
1 1 Akt ( ))\3 [Akr1 — As) (222)
2 [ Apr1—A1| M
oAz — A
<4k -2)——— 223
I | cos 75 — 1
=4(k—2 224
( )%L(l cos 255 ) + (1 + cos 2% | cos 7757 — cos 255 (224)
cos = — 1
<8k —2) e — |ﬂk1 | (225)
L(1 — cos 77) | cos 775 — cos 25
1
=8k -2)2 _ - (226)
L |cos 75 — cos ;775

by definition of the interpolation points. Now, for & > 4, the sinus is non-negative on [, %] and reaches its

minimum at o5 . Hence,

) 27 /(k—1)
cos —— — cos —~ ‘ = / sin tdt (227)
27/ (k—1)
= / sin tdt (228)
w/(k—1)
™ ™
> in ——
Z oSty (229)
>0 (230)

(k—1)?
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as 0 > 75 > 5. Putting everything together yields,
E o Apga 2 2

1 0= S5 Li(Ak) 1 (1 Ak —1)%(k —2) u) (231)

- = >_ (1A

2\ 1+ 205 1AL (k)| 2 i L

L Ak—1)%) )

>-|1-—"= 232
-2 ( T L ’ (232)

which yields the desired result by the definition of the problem of (186).

The lower bound holds for any v such that SpVv = {Aq,..., g1} As {A1,..., Ag41} C [u, L], one can
choose v of the form v = Vf where f : R¢ — R is a pu-strongly convex and L-smooth quadratic function with
SpV2f ={A1,. ., Akqa )

Now, we tackle the case k odd, with kK > 3 and d — 1 > k + 1. Note that if N is a real polynomial of degree at
most k — 1, it is also a polynomial of degree at most (k 4+ 1) — 1. Applying the result above yields that there
exists v € V; with the desired properties such that,

kB 72
or L2
Hence, (¢) holds for any d —2 > k > 3. O

p(Fr) > 1~ (233)

Then, (ii) is essentially a corollary of (i).

Proof of (ii) of Thm. 5. For a square zero-sum two player game, the Jacobian of the vector field can be written

as,
0, A
Vv = (—AT OTn) (234)

where A € R™*™. By Lem. 3,
SpVo = {ivA| Ae SpAATYU{—iVA | AeSpAAT}. (235)

Using Lem. 12, one gets that:

2 2

k—1
min Sp(Fy)? = min ax  Smax | 1+ S a1+ ST a(—iva)H 236
NeR,_[X] 2p( ) @0, sk — 1€R)\€Spj(AT X Z 1 ; 1 ) (236)
1 k—1 2
> min N+ gV (237)
Q0 Ak — 16R,\espAAT 2 —
1 ., ?
>  min AR+ VN 238
T a0, ak— 1€R)\€Spj(A 2 < ( ; i (238)
1 Lk/2] 2
= mi ax - [1+ 1(=1)IA 239
Qo R AESPAAT 2 ; az-1(—1) (239)
) Lk/2) ?
= i S 11 DU I 240
a07...7aILIi1/I21J716R)\€ISII?1)E§(AT 2 + ; -1 ( )
Using Lem. 12 again,
) Lk/2] 2 L
min -1+ a1\ = min —p(En)?. 241
A0, 50 k2] —1ER )\GSpAAT 2 Z =1 NER |k 2)-11X] Qp( N> ( )
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where F)r is the 1-SCLI operator of A, as defined by (2) applied to the vector field w +—+ AATw. Let S € R™*™
be a symmetric positive definite matrix given by (i) of this theorem applied with (u, L) = (72, L?) and LgJ
instead of k and so such that Sp S C [y2, L?]. Now choose A € R™*™ such that AT A = S, for instance by taking
a square root of S (see Lax (2007, Chapter 10)). Then,

1 =~ 1 k3 p
i Zo(Fa)2: > (122, 242
NGRLI:}ZL,I[X] 2p( N2 2 < 2m L) (242)

Moreover, by computing Vo’ Vo and using that Sp AAT = Sp AT A, one gets that minyesp vo [A| = Omin (V) =
Omin(A) > v and 0442 (VV) = 0pmaz(A4) < L. O

Remark 2. Interestingly, the examples we end up using have a spectrum similar to the one of the matrix Nesterov
uses in the proofs of his lower bounds in Nesterov (2004). The choice of the spectrum of the Jacobian of the
vector field was indeed the choice of interpolation points. Following Salzer (1971); Berrut and Trefethen (2004)
we used points distributed across the interval as a cosinus as it minimizes oscillations near the edge of the interval.
Therefore, this links the hardness Nesterov’s examples to the well-conditioning of families of interpolation points.

I Handling singularity

The following theorem is a way to use spectral techniques to obtain geometric convergence rates even if the
Jacobian of the vector field at the stationary point is singular. We only need to ensure that the vector field is
locally null along these directions of singularity.

In this subsection, for A € R™*?P Ker A = {z € RP| Az = 0} denotes the kernel (or the nullspace) of A.
The following theorem is actually a combination of the proof of Nagarajan and Kolter (2017, Thm. A.4), which
only proves asymptotic statibility in continuous time with no concern for the rate, and the classic Thm. 1.

Theorem 15. Consider h : R™ x RP — R™ x RP twice continuously differentiable vector field and write
h(8,) = (he(0,¢), hy(0,¢)). Assume that (0,0) is a stationary point, i.e. h(0,0) = (0,0) and that there exists
7 > 0 such that,

Vo € RPN B(0,7), h(0,¢) =(0,0). (243)
Let p* = p(Vo(Id+hg)(0,0)) and define the iterates (0, )t by
(0141, @e41) = (01, 1) + h(Or, 1) - (244)

Then, if p* < 1, for all € > 0, there exists a neighborhood of (0,0) such that for any initial point in this
neighborhood, the distance of the iterates (04, 01)s to a stationary point of h decreases as O((p* +€)t). If v is
linear, this is satisfied with the whole space as a neighborhood for all € > 0.

The following proof is inspired from the ones of Nagarajan and Kolter (2017, Thm. 4) and Gidel et al. (2019b,
Thm. 1).

Proof. Let J = Vgh(0,0) € RO"P)*m J5 = V4hy(0,0) € R™*™ and J, = Vjph,(0,0) € RP*™. Let ¢ > 0 and
suppose p* + € < 1. By Bertsekas (1999, Prop. A.15) there exists a norm ||.|| on R™ such that the induced matrix
norm on R™*™ gatisfy:

€
[1d+Jo < p" + 3 (245)
On the contrary the norm on RP can be chosen arbitrarily.

The extension of these norms to R™ x R? is chosen such that ||0, ¢|| = ||0]| + ||¢]|| for simplicity (but this is without
loss of generality). In this proof, we denote the d-dimensional balls by By(z,r) = {y € R? | ||z — y|| < r} with
zeRY r>0.

o LetJ = VQh(0,0) c R(m—&-p)Xm.
We first show that, for all 7 > 0 there exists 7 > § > 0 such that,

(0, ¢) € Bmip((0,0),0) : [[1(0,0) — IO < nll6] - (246)
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The interesting thing here is that we are completely getting rid of the dependence on ¢, both in the
linearization and in the bound.

Let ¢ € Bp(0,7). Then, using that h(0,¢) = 0, the Taylor development of (6, ¢) w.r.t. to 8 yields:

h(ea 90) = VGh(()? 50)9 + R(97 (P) (247)
— J0+ (V4h(0,0) — Voh(0,0))0 + R(6, 2) . (248)
(249)

We now deal with the last two terms. First the rest R(,¢). As v is assumed to be continuously differentiable,
there exists ¢ > 0 constant (which depends on 7) such that, for any 6 € R™:

Vo € B,(0,6) : RO, o) < cll6]|, (250)

Hence, for 6 € B(0, 5%), we get that:

Vi € B,(0,6) : |[R(0, )| < 2[l0]]. (251)

Concerning the other term, by continuity, Voh(0, ) — Vah(0,0) goes to zero as ¢ goes to zero. Hence, there
exists ¢ > 0, § < min(r, 2—) such that for any ¢ € B,(0,0), [[(Voh(0,¢) — Vgh(0,0))8]|| < 2{/0]|. Combining
the two bounds yields the desired result.

We now apply the previous result with n = €/2. We first examine what this means for (0;1, ¢+4+1) when
(0t, 1) is in By,4p((0,0),6). However, the neighborhood By,4,((0,0),d) is not necessarily stable, so we
will again restrict it afterwards. See the proof (Nagarajan and Kolter, 2017, Thm. 4) for a more detailed
discussion on this. Assume for now that (6, ¢:) € Bi1p((0,0),6). Then,

10411 = |(Ad +T )0 + (ho(b:, 0r) — Joby)|| (252)
< |[(Ad +J0)0c || + [|(ho(Or, 1) — To0:)]| (253)

< (p* +¢)|6:]l - (254)

(255)

Consider now the other coordinate .1, still under the assumption that (6, @) € Bmyp((0,0),5). Then,

[pt+1 — @il = 1Tp0t + (R (62, 01) — T 0:) || (256)
< Il + II( o (01, 01) = T 00| (257)

< (el + )||9t|| (258)

(259)

Now let V = {(8, ) € R™ x RP |(6, ) € B((0,0),5), (1 + 'fij'tg)uen + |||l < 8} neighborhood of (0,0).

We show, by induction, that if (6o, wo) € V, then the iterates stay in B,,4,((0,0),9).

Assume (0g,p9) € V. By construction, (fg,¢0) € Bmyp((0,0),0). Now assume that
(B0, ¢0), (01,01), .., (¢, 4) are in Bp,1,((0,0),9) for some ¢ > 0. By what has been proven above, first,
10er1ll < (o™ + €)1 160l < [|6o]|. Then,

t
el < llpoll + D llowsr — wxl (260)
k=0
€ t
< ol + (el + 5)2 10 (261)
k=0
€ t
< lipoll + (1961l + 5) > _ (o™ + )" ll60] (262)
k=0
[ Jell + 5
< [lpoll + 1_“’72” of (263)

(264)
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Hence, putting the two coordinates together,

@rrs )] = Bl + i (265)
ol + 5

< lloll + (14 12222 o) (266)
S

<. (267)

by definition of V. Hence, (6141, ¢i+1) € Bm+p((0,0),d) which concludes the induction and the proof.

For the linear operator case, note that we can choose 7 = 400, ¢ = 0, 7 = 0 and § = +o0o. Then we have
V =R™ x RP, O

By a linear base change, we get the more practical corollary:

Corollary 4. Let F : R — R? be twice continuously differentiable and w* € R? be a fixed point. Assume
that there exists 6 > 0 such that for all £ € Ker(VF(w*) — I4) N B(0,0), w* + & is still a fived point and that
Ker(VF(w*) — I3)? = Ker(VF(w*) — I,). Define

p" = max{|A\|| A € SpVF(w*), A # 1}, (268)
and assume p* < 1. Consider the iterates (w;); built from wy € RY as:
Wi+1 = F(wt) Vit Z 0. (269)

Then, for all € > 0, for any wo in a neighborhood of w*, the distance of the iterates (w;)! to fived points of F
decreases in O((p* +¢€)').

Moreover, if F' is linear, we can take this neighborhood to be the whole space and € = 0.

Proof. We consider the spaces Ker(VF(w*) — Al3)™*, A € Sp VF(w*) where my denotes the multiplicity of the
eigenvalue \ as root of the characteristic polynomial of VF(w*). Then, we have,

R'= P Ker(VF(w") = Ma)™,
AESp VF(w*)

see Lax (2007, Chap. 6) for instance.

Now, using that Ker(VF(w*) — I;)? = Ker(VF(w*) — I;), we have that Ker(VF(w*) — I;)™ =
Ker(VF(w*) — I;). Hence, the whole space can be decomposed as R? = Ker(VF(w*) — I;) @ E where
E = @espvrw iy Ker(VF(w") — AMg)™*. Note that E is stable by VF(w*) and so p(VF(w")|g) = p*
as defined in the statement of the theorem. Denote by P € R? x R¢ the (invertible) change of basis such that
Ker(VF(w*) — I) is sent on the subspace R™ x {0}? and E on the subspace {0} x RP, where m and p are the
respective dimensions of Ker(VF(w*) — I;) and E. Then, we apply the previous theorem Thm. 15 with A defined
by,
0,0)+ h(0,p) = PF (w* + P71, gp)) )

which concludes the proof. O

Remark 3. In general the condition Ker(VF(w*) — I;)? = Ker(VF(w*) — 1) will be equivalent to Ker Vo(w*)? =
Ker Vo(w*) where v is the game vector field. We keep this remark informal but we prove this for extragradient
below as an example. Indeed, as seen with 1—SCLI in §3.3 with (2), VF (w*) is of the form Id +N (Vo (w*))Vo(w*)
where A is a polynomial. Hence, (VF(w*) — I3)7 = N (Vv(w*))?Vu(w*)?. Moreover, in practice, N'(Vov(w*)) will
be chosen — e.g. by the choice of the step-size — to be non-singular. Hence, Ker(VF(w*) — ;)7 = Ker Vo(w*)7
and so Ker(VF (w*) — I;)? = Ker(VF(w*) — 1) will be equivalent to Ker Vo(w*)? = Ker Vo(w*).

We now prove a lemma concerning extragradient which as a first step before apply Cor. 4. We could have proven
this result for k-extrapolation methods but we focus on extragradient for simplicity.
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Lemma 16. Let F5,, : w — w — nu(w —nu(w)) denote the extragradient operator. Assume that v is L-Lipschitz.
Then, if 0 <n < %, for w* stationary point of v,

Ker(VF; ,(w*) — I3) = Ker Vo(w*),

and
Ker(VFEy ,(w*) — 13)* = Ker(VFy, (w*) — I;) <= Ker Vu(w*)? = Ker Vo(w*) .

Proof. We have VF ,(w*) = 14 — nVou(w*)(Ig — nVv(w*)) and so VF5 ,(w*) — I = —nVou(w*)(lq — nVo(w")).
As Vo(w*) and I; — nVu(w*)) commute, for j € {1, 2},

(VEoy(w") = L) = (=0 (I = nVu(w"))) Vo(w").

By the choice of n, n(I; — nVv(w*)) is non-singular and so Ker(VF; ,(w*) — I;)? = Ker Vo(w*)? which yields the
result. O

The whole framework developed implies in particular that Thm. 4 actually also yields convergence guarantees for
extragradient on more general bilinear games than those considered in Example 2.

Example 4 (Bilinear game with potential singularity). A saddle-point problem of the form:

. T T T
Ay+b 270
Lyl T ATy (270)

with A € R™*P not null, b € R™, ¢ € RP.

Corollary 5. Consider the bilinear game of Example 4. The iterates of extragradient with n = (40 maz(A))

1 _ i &min(A)2

6407(A)2)t) where Gmin(A) is the smallest non-zero singular

converge globally to w* at a linear rate of O((
value of A.

—-AT 0
skew-symmetric. Note that if § = (407,42 (A4)) !, then 0 < n < L where L is the Lipschitz constant of v.

We check that Ker Vo(w*)? = Ker Vo(w*). Let X € R™*P such that Vo(w*)?X = 0. As Vo(w*) is skew-
symmetric, this is equivalent to Vou(w*)T Vu(w*)X = 0 which implies that |[Vv(w*)|| = 0 which implies our claim.
By Lem. 16, this implies that Ker(VFs,(w*) — I4)?* = Ker(V Fy ;) (w*) — I;). Moreover, if £ € Ker(VF(w*) — 1)
then by Lem. 16, £ € Ker Vu(w*) and so v(w* + £) = 0 too. Hence the hypothesises of Cor. 4 are satisfied. Then,
by our choice of  and Lem. 1,

Proof. Let w* be a stationary point of the associated vector field v. Then, Vv (w*) = ( 0 A) which is

p* =max{|\||A € SpVF;,(w"), X # 1}
= max{|1 = nA(1 = nA)[[A € SpVu(w"), A # 0}
= max{|1 — yA(1 — n\)|| A = +io, 0% € Sp AAT, o # 0},

by a similar reasoning as Lem. 7 since Sp AAT \ {0} = Sp AT A\ {0}.
The result is now a consequence of the proof of Thm. 4. O

J Improvement of global rate

In this section we study experimentally the importance of the term 12?2 in the global rate of Thm. 6. For this we
generate two player zero-sum random montone matrix games, that is to say saddle-point problems of the form

. Sl A w1
Join - max (0 wy) <—AT 52> <w2> ) (271)

where S; and S are symmetric semi-definite positive. To generate a symmetric semi-definite positive matrix of
dimension m, we first draw independently m non-negative scalars A1, ..., A, according to the chi-squared law.
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(c) dp = 250 and d2 = 250

Figure 2: We keep d; + d2 = 500 fixed and vary the balance between the two players.

Then, we draw an orthogonal matrix O according to the uniform distribution over the orthogonal group. The
result is S = OT diag(\1, ..., A\n)O. The coefficients of A are chosen independently according to a normal law

N(0,1).

To study how the use of Tseng’s error bound improves the standard rate which uses the strong monotonicty
only, we compute, for each such matrix game, the ratio Wﬁ—iﬂnm with 7 = (4L)~! (with the same notations as
16

Thm. 6). This ratio lies between 0 and 1: if it close to 0, it means that 1?42 is much bigger than nu so that our
new convergence rate improves the previous one a lot, while if its near 1, it means that 1242 is much smaller than
nu and so that our new result does not improve much.

We realize two sets of graphics, each time keeping a different parameter fixed. These histograms are constructed
from N = 500 samples.

What observe is that, as soon as none of the dimensions are too small, our new rate improves the previous one in
many situations. This is greatly amplified if d; and dy are similar.
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Frequence

Frequence

100% 100%
80% |- N 80% |- I
60% & . S 60%| .
E
g
40% I & 40% | N
20% I 20% | N
0% lﬂ‘ﬂ"n : : : 0% Lﬂ-u-n% _rri'h—l"lﬂ—n.n_ o el [
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
Ratio Ratio
(a) d1 = 100 and d» = 100 (b) dv =100 and d2 = 200
100% | | | | 100% | | | |
0% |- N 80% |- I
60% | . S 60%| .
2
g
40% |+ - e 40% .
20% | I 20% |- N
0% et b ! 0% e Bl e el —
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
Ratio Ratio
(¢) d1 =100 and d2 = 300 (d) d1 =100 and d2 = 400
100% ‘
80% |- N
S 60% | 1
5)
=
g
&= 40% :
20% -
0% L mefe oo O iy H rﬂﬂ'ﬂ‘””
0 0.2 04 0.6 0.8 1

Ratio

(e) di =100 and d2 = 500

Figure 3: We keep d; = 100 fixed and make dy vary.
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