Flexible distribution-free conditional predictive bands using density estimators

Proofs for the paper “Flexible
distribution-free conditional predictive
bands using density estimators"

Definition 5.1. Whenever F is a cdf, F~! refers to the gen-
eralized inverse of F.

Definition 5.2. U, and Uj, are the [n7!(na)]
n1(na) empirical quantiles of Uy, ..., Uy,

Related to Dist-split

Proof of Theorem 2.2. LetU; = F(Y;|X;). Since (X;, Y;) are
i.i.d. continuous random variables and F is continuous,
obtain that U; are i.i.d. continuous random variables.

1-a <P (Ups1 € [U5a); Uni—osa]) S 1—a+ (n+1)7%
The conclusion follows from noticing that

P (Un+1 € [Uj0.5a); Uni—0.5a1])
=P (Yn+1 € (F~ (U050 Xn+1); F N (Un-0.5a1 Xn+1)1)
=P(Yy+1 € CXy41))

O

Lemma 5.3. Let I, = {i < n:|E(Y;|X;) - F(Y;[X))| <n}/3}
and I, =1{1,...,n}—I. Under Assumption 2.3, |I,| = op(n)

and |I;| = n+op(n).

Proof. Let A, = {[E[supyeg (ﬁ(y|X)—F(y|X))2|ﬁ] znn}
and B, = {|F(Y|X) - F(Y|X)| = n}/3}.

P(By) = E[P(B,| F)I(A)] + E[P(B,| F)I(AS)]
E[(F(Y|X) - F(Y[X))?|F]

2/3
Mn

<P(Ap) +[E[ I(AS)

<pPn +n}1/3 =o0(1)
Note that |I,| ~ Binomial(n,P(B;)). Since P(B;) = o(1),
conclude that |I,| = op(n). Thatis, |I;| = n+ op(n). O
Lemma 5.4. Under Assumption 2.3, IfU; = F(Y;|X;), then
foreverya€(0,1), Ujq) =a+op(1) =Ujq.

Proof. Let I} and I» be such as in Lemma 5.3. Also, let
Cl, G; and Gy be, the empirical quantiles of, respectively,
{U;j:ie i}, {F(Y;IX;): i€}, and {F(Y;|X;) : i < n}. By
definition of I, for every a* € [0,1], G ' (a*) = Gy ' (a*) +
0(1). Also, Gal(a*) =a”* + op(1). Therefore, since

Gy' (
conclude that G;l (a*)=a* +op(1). Finally, since

All na—|12|)< A_l(na)
———— | <=Ujg = Ui =G —,
( || el = Hled I |

Conclude that Uy = @ + 0p(1) = Uyy. O

|Lla”

’

Lla* +]|I
)stl(a*)SGal(—l tla” 4 2')

Lemma 5.5. Let U; = F(Y;|X;). Under Assumptions 2.3
and 2.4,

F Y (Uos5a)Xn+1) = F1(0.5X,,41) + 0p(1)
F N (Up-o5aXn+1) = F (1 - 0.5aXp41) + 0p(1)

Proof. In order to prove the first equality, it is enough to
show that F~! (Ujg 5011Xn+1) = F71(0.5a|X;,41) + 0p(1) and
that F~'(Uj5a1Xn+1) = F~1(Ujo.5011Xn+1) + 0p(1). The
first part follows from Lemma 5.4 and the continuity of
F(ylx) (Assumption 2.4). For the second part, note that, if
sup,, |F(y|x) - F(yIX)| < 1, then, for every a*, |[F~! (a*) -

-1
FYa"| = Mn (infy dFlg/m ) . Using this observation, the

proof of the second part follows from Assumption 2.4,
and observing that Ujp 54] = 0.5a¢+0p(1) (Lemma 5.4) and
[F"(supy Iﬁ(ylx) - F(yIx)| =2n,) = o(1) (Assumption 2.3).

The proof for the 1 —.5a quantile is analogous to the one
for the .5a quantile. O

Proof of Theorem 2.5. Follows directly from Lemma 5.5.
O

Related to CD-split

Proof Theorem 3.3. Let{il,...,inj} =1{i : X; € AXp+1)},
U = f(YX;), for I = 1,.,nj, and Up
f(Yn+l|Xn+1)- Since (X1, Y1),..., Xn;, Yn;), K1, Y1)
are i.i.d. random variables, obtain that U; are i.i.d. ran-
dom variables conditional on the event X;+1 € A(X;+1)
and on iy,..., inj. Therefore,

1= =P(Upi1 = UaXns1 € ABu11) i1, )

The conclusion follows from the fact that Y,,; €
CX;+1) <= Um+1 = Upi—q) and because this holds for
every sequence ij,..., in].. O

Proof of Theorem 3.8. Let U; := f(Y;x;), i = 1,...,m,
Uns1:= f(Vpg1lXpe1), and W= (X, X, Xp41). I gx, =
8xney foreveryi=1,...,m, then U,...,Up, Uys areiid.
conditional on W. Indeed, for every 7 € R,

PU; = tiW) =P(f(Y;lx;) = £]x;)
= Ip(f(Yn+l|Xn+1) = [Xp41)
=PUn+1 = t1Xp+1),

where the next-to-last equality follows from the defini-
tion of the profile of the density.

For every K € R, let Q(K) := |{i:f(Yl-|x,~)2K}|. Be-
cause U;’s are conditionally independent and identically
distributed, then Q(K)|W ~ Binomial(m,P(f(Y1]x;) =
K)). It follows that Q(K)/m Mmoo P(f(Y11x1) = K). In

a.s.
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m:w 1 - a. Now, by definition

particular, Q(t*)/m
Q(Tw)/m

m-— m-—oo

. 1-a. Conclude that T, t*.

a.s. a.s.

O

Proof of Theorem 3.9. Item (i) was already shown as part
of the proof of Theorem 3.8. To show (ii), assume that
t*Xg,a) = t*(Xp, ) for every @ € (0,1). Now, notice
that t* (x4, @) is such that gy, (£* (x4, @)) = 1 —a. Conclude
that gx, (1" Xq, @) = gx,(t*(Xp, @) for every a € (0,1).
Now, because f is continuous, {t* (x4, a) : @ € (0,1)} =
Im(f(-lxa)). Thus, gx, = gx,, and therefore x, ~ x;,. O



