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Abstract

We consider two multi-armed bandit prob-
lems with n arms: (i) given an ¢ > 0, iden-
tify an arm with mean that is within e of
the largest mean and (i) given a thresh-
old pp and integer k, identify k arms with
means larger than po. Existing lower bounds
and algorithms for the PAC framework sug-
gest that both of these problems require Q(n)
samples. However, we argue that the PAC
framework not only conflicts with how these
algorithms are used in practice, but also that
these results disagree with intuition that says
(i) requires only ©(;-) samples where m =
{7 : s > maxjep, p; — €}| and (i) requires
O(;xk) samples where m = [{i : p; > po}|.
We provide definitions that formalize these
intuitions, obtain lower bounds that match
the above sample complexities, and develop
explicit, practical algorithms that achieve
nearly matching upper bounds.

1 Introduction

We consider the multi-armed bandit (MAB) problem
of e-GOOD ARM IDENTIFICATION. In this problem
there are m distributions p1,...,p, (also referred to
as arms) with means pq, ..., p,; an agent plays a se-
quential game where at each round t, she chooses (or
“pulls”) an arm I € {1,...,n} and observes an i.i.d.
realization from pr,. The goal of the game is to use as
few total pulls as possible to identify an e-good arm,
that is, an arm ¢ that satisfies y; > max; p; — € for a
given € > 0. In the well-studied PAC framework, the
sample complexity of an agent is measured by the to-
tal number of pulls until the agent can terminate the
game and return an e-good arm with probability at
least 1 — 4.
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€-GOOD ARM IDENTIFICATION has received much at-
tention in the MAB literature and has many poten-
tial applications ranging from clinical trials to crowd-
sourcing. The literature has focused on designing algo-
rithms that optimize the PAC notion of sample com-
plexity; in this paper, we argue that PAC sample
complexities are impractically large even for a mod-
est number of arms. Consider our experiment on the
recently crowdsourced New Yorker Caption Contest
with 9061 Bernoulli arms (presented in Section 1.3),
where the top arm has a mean of about 0.45 and the
bottom arm a mean of about 0.04. On this realis-
tic bandit problem, it takes a state-of-the-art e-GOOD
ARM IDENTIFICATION algorithm LUCB over 1 million
samples to identify an arm as 0.45-good with proba-
bility at least 0.95. But, if one simply chose a random
arm without taking any samples, then with probabil-
ity 1 the returned arm would be 0.45-good! As we
discuss in detail below, lower bounds show that these
impractical sample complexities are unavoidable, scal-
ing like ©(n) because the PAC framework requires that
the agent verify that the returned arm is e-good. For
this reason, we also refer to PAC sample complexity
as verifiable sample complexity.

In this paper, we propose a novel framework for quan-
tifying the sample complexity of an algorithm for e-
GOOD ARM IDENTIFICATION. We suppose that the
agent outputs an arm iy at every round ¢ and, infor-
mally, we consider the sample complexity of the agent
to be the round at which the agent begins to output an
e-good arm with high probability at every subsequent
round. We call this unverifiable sample complezity be-
cause, in contrast to the PAC notion of sample com-
plexity, it does not require that the algorithm verify
that an arm is e-good. /2'; represents the “best guess”
of the algorithm and unverifiable sample complexity is
the number of rounds until the agent happens to be
right with high probability on all subsequent rounds.
Through the development of lower bounds and algo-
rithms with nearly matching upper bounds, we show
that unverifiable sample complexity can be arbitrar-
ily smaller than PAC sample complexity, scaling like
O(;x) where m is the number of e-good arms.
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As a corollary to our study of the unverifiable sample
complexity of e-GOOD ARM IDENTIFICATION, we ob-
tain results for the intimately related problem of iden-
tifying k£ < n arms that satisfy p; > po € R, where po
1s known. We call this the k-IDENTIFICATIONS PROB-
LEM. By contrast to the optimization flavor of e-GOOD
ARM IDENTIFICATION, this problem can be thought of
as akin to satisficing, an approach to decision prob-
lems that seeks to find acceptable options (Simon,
1956). This problem is relevant to applications where
it suffices to find k arms that meet a known standard.
For example, consider the task of hiring crowdsourcing
workers where a practitioner often wishes to hire a cer-
tain number of workers that meet a certain standard
(e.g., answer a question correctly with probability at
least 0.9). As another example, consider the biological
sciences where a scientist is often interested in deter-
mining which of a collection of genes are important
for a biological process, and is satisfied if she makes a
few discoveries (Hao et al., 2008). Although satisficing
problems are ubiquitous in applications, they have re-
ceived far less attention in the MAB pure exploration
literature.

1.1 Multi-armed bandits

Define a multi-armed bandit instance p as a collection
of n distributions over R where the ith distribution p;
has expectation Ex.,, [X] = p;. We assume without
loss of generality that pu; > po > ... > p,,. At round
t € N a player selects an index I € [n] = {1,...,n},
immediately observes an independent realization Z; of
pr,, and then outputs S, which is either a subset of
[n] or an element in [n], depending on the problem.
Formally, defining the filtrations (F;)ien and (F; )ien
where F;, = {(I, ZS7§S) :1<s<t}and F, = F_1U
{(I+, Z1)}, we require that I; is F;_1 measurable while
§t is F, measurable, each with possibly additional
external sources of randomness.

The player strategically chooses an arm I; at each time
t in order to accomplish a goal for S; as quickly as
possible. We consider the following two objectives.

1. e-good arm identification: for a given € > 0,
minimize 7 such that the index S; € [n] satisfies
pg, > maxe[n) i — € for all ¢ > 7 with high prob-
ability.

2. k-identifications problem: for a given thresh-
old up € R and k € [n], minimize 73, such that
the set S; C [n] satisfies |5, N {i : wi > po}| >
min(k, [{7 : u; > po}|) for every ¢t > 7, subject to
§S N{i:p < pot =0 forall s € N with high
probability®.

'The constraint §s N{i: w < po} = 0 is known as

When ¢ = 0 and arm 1 is uniquely optimal, e-GOOD
ARM IDENTIFICATION is the well-studied problem of
best arm identification.

Why study both objectives simultane-
ously? €-GOOD ARM IDENTIFICATION and the
k-IDENTIFICATIONS PROBLEM are closely related.
If £k = 1, then the k-IDENTIFICATIONS PROBLEM is
essentially e-GOOD ARM IDENTIFICATION where the
threshold py = @1 — € is known, but € = pu; — po
is unknown. The same algorithmic ideas can be
applied to both problems, and, indeed, our proposed
algorithms and analyses for both problems are very
similar.

Furthermore, the fundamental difficulty of the objec-
tives are closely related: for a fixed set of means
w1 > -+ > u, and any threshold pg, we may consider
€ = p1 — o S0 that {; + p; > p1—e} = {pi = i > po}-
Thus, identifying &£ arms above the threshold pg is
equivalent to identifying k e-good means for € = p; —
to. Consequently, if m = |{i € [n] : pu; > p1 — €}| then
we can study lower bounds on the sample complexity of
both problems simultaneously by considering the nec-
essary number of samples required to identify k of the
m largest means (i.e., to have S; C [m] with |S;| = k)
for any value of 1 < k < m. Henceforth, we use m to
denote [{i € [n] : p; > p1 —e}| or [{i € [n] : pi > pol}l;
the context will leave no ambiguity.

Intuition for unverifiable sample complexity.
Suppose that it is known that there are m e-good arms
and consider the following algorithm: let A be a set of
n/m arms chosen uniformly at random from [n] and
apply any nearly optimal best arm identification al-
gorithm to A. Observe that one of the arms in A is
e-good with constant probability since

B(AN [m] = ) < (1 —m/n)"/™ < exp(~1).

Thus, this algorithm will return an e-good arm with
constant probability in a number of samples that scales
like n/m (instead of the typical n). Although this
algorithm requires knowledge of m, it suggests that
when there are m e-good distributions, the unverifiable
sample complexity to identify an e-good distribution
scales as n/m, not n. In an extreme case, if half the
distributions are e-good, then one should expect the
number of samples to identify an e-good distribution
to be constant with respect to n. A similar argument
applies to the k-IDENTIFICATIONS PROBLEM : if there
are m means above the threshold pg, then one would
expect that the number of samples required to identify
at least 1 < k£ < m of them scales like k%, not n.

a family-wise error rate (FWER) condition. We will also
consider a more relaxed condition known as false discovery

rate (FDR) which controls IE[|§S N{i:p < ,uo}|/|§s\]
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While considering m is helpful for analysis, it should
be stressed that the algorithm does not know m and
must adapt to it.

Finally, we stress that although the same algorith-
mic ideas apply to both eGOOD ARM IDENTIFICATION
and k-IDENTIFICATIONS PROBLEM, our notion of un-
verifiable sample complexity (made rigorous shortly)
does not apply to the K-IDENTIFICATIONS PROBLEM
because p is known and, hence, an agent can verify
once k arms above pg have been found.

1.2 Revisiting e-good arm identification: an
unverifiable sample complexity
perspective

We begin by considering the standard verifiable no-
tion of sample complexity from the well-studied PAC
framework.

Definition 1. Fir a class of bandit instances P. Fix
an algorithm A = (Iy, St, Ty.e,5) where Ty, s is a stop-
ping time with respect to the filtration (Fi)ien. Then
A is (e,0)-PAC (Probably Approximately Cor-
rect) wrt P if Vp € P A terminates at Ty.es and
Pp(ugTve . > max; fi; —€) > 1 —38. We call Ey[tv,e,s]

the eacpééted (€,0)-verifiable sample complexity
of A with respect to p.

In words, Ty, s is the point at which an algorithm
A has collected enough data about p to declare con-
fidently that a particular arm is e-good. Setting
P = {NQG/,I): ¢/ € R"}, one can show that for a
given ¢€,0, and instance p € P,

Ep[7v,e,6] 2 log(1/6) Z max (py — fi, €) "
i=1

for any (e, §)-PAC algorithm over P (Kaufmann et al.,
2016; Mannor et al., 2004) (see Appendix B for a for-
mal statement). That is, the expected verifiable sam-
ple complexity Elty. 5] is at least Q(n), regardless of
m. Intuitively, this is necessary because if there is
some unpulled arm j, then no information is known
about j and, thus, the algorithm cannot guarantee
that p1; < p; + € for any other arm i¢. We now pro-
pose a definition for unverifiable sample complexity.

Definition 2. Fiz an algorithm A = (I,,S;) and an
instance p. Let Ty .5 be a stopping time with respect
to the filtration (Fi)ien such that

P,(Vt > Tyes [tg, > Max ji; — €)>1-0 (1)
v K3

and for any other stopping time 7' with respect to the
filtration (Fy)ien that satsifies (1) Tyes < 7. Then,
E,[70,e,5] is the expected (€, d)-unverifiable sample
complexity of A with respect to p.

Tu,e,s is the number of samples until an algorithm be-
gins to recommend an e-good arm with high probabil-
ity on instance p. We emphasize that 7y 5 is for anal-
ysis purposes only and is unknown to the algorithm.
Clearly, if an algorithm A is (¢, §)-PAC, then for an in-
stance p, we have that 7y 5 < 7v.c.s. However, as the
above discussion suggests, E1y ¢ s may be significantly
smaller than Ety. 5, even as small as Ery . s = O(1)
while Ety.s = Q(n). Henceforth, when there is no
ambiguity, we will write 7y and 7y instead of 7y s
and Ty, s respectively.

Two of the main contributions in this work are (7) an
instance-dependent lower bound on Ery and (i) an
Algorithm BUCB (Bracketing UCB, see Algorithm 1)
that achieves a nearly matching upper bound on E7y.

Practical Considerations. It may be unclear how
a practitioner would decide to stop collecting samples
without a guarantee that the currently most promising
arm Sy is e-good. We address this concern in several
ways. First, at each round, our algorithm BUCB pro-
vides a high probability confidence lower bound L; € R
on the mean of the recommended arm ng,- Therefore,
a practitioner can assess the quality of u 3, using L; and
use this information to decide whether to stop sam-
pling. Second, it is possible to design an algorithm that
has nearly optimal verifiable and unverifiable sample
complexity (see the Appendix for details). Third, a
practitioner can interpret our algorithm BUCB as find-
ing as good an arm as possible in a time horizon T (for
any T € N), that is, as minimizing the high-probability
simple regret pi — pig (Bubeck et al., 2011). Finally,
we note that in some applications, practitioners are
more interested in finding a good arm quickly than in
certifying that a returned arm is e-good.

1.3 Motivating Experiments

Next, we briefly present some illustrative experiments
that motivate our framework.

e-good arm identification. The LUCB algorithm
of Kalyanakrishnan et al. (2012) is an (e, §)-PAC algo-
rithm whose sample complexity is within log(n) of the
lower bound of any (¢, §)-PAC algorithm and is known
to have excellent empirical performance (Jamieson and
Nowak, 2014). LUCB does not use € as a sampling rule
(only a stopping condition), and thus can be evaluated
after any number of pulls using its empirical best arm.
We compare its performance to our algorithm BUCB
in this paper designed to optimize unverifiable sam-
ple complexity. We obtain a realistic bandit instance
of 9061 Bernoulli arms with parameters defined by
the empirical means from a recent crowd-sourced New
Yorker Magazine Caption Contest, where each caption
was shown uniformly at random to a participant, and
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Figure 1: e-GOOD ARM IDENTIFICATION

received on average 155 votes of funny/unfunny (see
Appendix G for details). We run LUCB and BUCB
with & = 0.05 for 100 trials. Figure 1 depicts the re-
sults from the experiment. For a given € > 0, 7y,
is the first round at which the empirical probability
of returning an e-good arm is above 1 — § at every
t > 7y,.. We observe that our proposed algorithm be-
gins to recommend e-good arms with high probability
using orders of magnitude fewer samples than LUCB
for a large range of values of e. In addition, the verifi-
able complexity 7y of LUCB is worse than the unver-
ifiable sample complexity of BUCB by several orders
of magnitude.

k-Identifications Problem. The recent work of
Jamieson and Jain (2018) proposed an algorithm
(UCB) that identifies nearly all m arms above a thresh-
old in a number of samples that is nearly optimal,
but has a sample complexity that scales with n. We
compare its performance to our algorithm BUCB that
optimizes identifying k¥ < m arms. Consider the ex-
perimental data of Hao et al. (2008), which aimed to
discover genes in Drosophila that inhibit virus replica-
tion. Hao et al. (2008) measured 13,071 genes using a
total budget of about 38,000 measurements. Figure 2
depicts a simulation of 100 trials based on plug-in es-
timates of the experimental data of Hao et al. (2008)
(described in Appendix G) and shows that our algo-
rithm (BUCB) is able to make discoveries much more
quickly than the algorithm from Jamieson and Jain
(2018) (UCB). See Appendix G for more details on
the experiments.

1.4 Related work

In addition to the lower bounds for the (¢, §)-PAC set-
ting discussed in Section 1.2 (Kaufmann et al., 2016;
Mannor et al., 2004), a related line of work has studied
the exact PAC sample complexity in the asymptotic
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Figure 2: Identifying means above a threshold

regime as 0 — 0 (Degenne and Koolen, 2019; Garivier
and Kaufmann, 2019). By contrast, our results con-
cern the moderate confidence regime where 4 is treated
as a constant (e.g., around 0.05).

Our definition of unverifiable sample complexity may
be interpreted as a high probability version of the ex-
pected simple regret metric (c.f. Bubeck et al. (2011)),
however, neither definition subsumes the other. The
closest work to our setting is that of Chaudhuri and
Kalyanakrishnan (2017, 2019); Aziz et al. (2018) that
also aimed to identify multiple arms, but with the crit-
ical difference that m is assumed to be known. Specif-
ically, given a tolerance n > 0, they say an arm ¢ is
(n,m)-optimal if p; > p, —n. The objective, given
m and 7 as inputs to the algorithm, is to identify &
(n,m)-optimal arms with probability at least 1 — 4.
The case when 7 = 0 and m = |{i : pu; > p1 — €}
coincides with our setting, with the critical difference
that in our setting the algorithm never has knowledge
of m. With just knowledge of € but not m, as in our
setting, there is no guide a priori to how many arms we
need to consider in order to get just one e-good arm.
However, still relevant from a lower bound perspective,
they prove worst-case results for n > 0. In contrast,
our work demonstrates instance-specific lower-bounds
(i.e., those that depend on the particular means p)
that directly apply to their setting, a contribution of
its own.

Algorithms for e-good identification. The last
few decades have seen many proposed (¢, §)-PAC algo-
rithms for identifying an e-good arm (Even-Dar et al.,
2006; Kalyanakrishnan et al., 2012; Gabillon et al.,
2012; Kaufmann and Kalyanakrishnan, 2013; Karnin
et al., 2013; Simchowitz et al., 2017; Garivier and
Kaufmann, 2019). A closely related problem is known
as the infinite armed-bandit problem where the player
has access to an infinite pool of arms such that when



Julian Katz-Samuels, Kevin Jamieson

a new arm is requested, its mean is drawn iid from a
distribution v. In principle, an infinite armed bandit
algorithm could solve the problem of interest of this
paper by taking v(z) = L 3" | 1{y; < 2}. With the
exception of Li et al. (2017), nearly all of the existing
work makes parametric? assumptions about v in some
way (Berry et al., 1997; Wang et al., 2009; Carpen-
tier and Valko, 2015; Chandrasekaran and Karp, 2014;
Jamieson et al., 2016). However, the algorithm of Li
et al. (2017) was designed for a much more general
setting and therefore sacrifices both theoretical and
practical performance, and was not designed to take a
fixed confidence § as input.

Algorithms for identifying means above pg. In
the thresholding bandit problem, the agent is given a
budget of T pulls, and the goal is to maximize the
probability of identifying every arm as either above or
below a threshold g (Locatelli et al., 2016; Mukherjee
et al., 2017). These works explicitly assume no arms
are equal to pg and penalize incorrectly predicting a
mean above or below the threshold equally. For our
problem setting, the most related work is Jamieson
and Jain (2018) which proposes an algorithm that
takes a confidence § and threshold pg as input. The au-
thors characterize the total number of samples the al-
gorithm takes before all kK = m arms with means above
the threshold are output with probability at least 1 —4§
for all future times, that is, the k-IDENTIFICATIONS
PROBLEM where k = m. While this sample complex-
ity is nearly optimal for the k = m case (see the lower
bounds of Simchowitz et al. (2017); Chen et al. (2014))
this work is silent on the issue of identifying just a sub-
set of size k < m means above the threshold (and the
algorithm does not generalize to this setting).

2 Lower bounds

For the rest of the paper, we focus on developing lower
bounds and algorithms with upper bounds for unveri-
fiable sample complexity, as well as analogous results
for the k-IDENTIFICATIONS PROBLEM. We begin by
presenting a lower bound. To avoid trivial algorithms
that deterministically output an index that happens
to be the best arm, we adopt the random permuta-
tion model of Simchowitz et al. (2017) and Chen et al.
(2017). We say m ~ S™ if 7 is drawn uniformly at ran-
dom from the set of permutations over [n], denoted
S™. For any w € S™, m(i) denotes the index that 7 is
mapped to under 7. Also, let T;(t) denote the number
of pulls of arm ¢ up to time ¢. For a bandit instance

p= (pla s vpn) let 7'(‘(,0) = (pﬂ(1)7p7r(2)7 e apﬂ'(n)) SO

2For example, for a drawn arm with random mean y it is
assumed P(p < z) > c(z — p«)? for some fixed parameters
¢, fi+, B that are known (or not).

that Er(,)[Tr(;)(t)] denotes the expected number of
samples taken by the algorithm up to time ¢ from the
arm with mean fi(;y when run on instance m(p). The
sample complexity of interest is the expected number
of samples taken by the algorithm under 7 (p) averaged
over all possible 7 € S™.

As pointed out in the introduction, there is a one-
to-one correspondance between a problem instance for
identifying k£ arms above a threshold py and a problem
instance for identifying k e-good arms, where € = p; —
po. Thus, if m = |{i : p; > p1 — €}| then a lower
bound for identifying k e-good arms or k arms above a
threshold pg is implied by a lower bound for identifying
k arms among the m largest means for any 1 < k <
m. The next theorem handles all 1 < k < m cases
simultaneously for a specific instance (i.e., not worst-
case as in (Chaudhuri and Kalyanakrishnan, 2019)).

Theorem 1. Fiz e > 0, § € (0,1/16), and a vector
©w € R™. Consider n arms where rewards from the
ith arm are distributed according to N'(p;,1). Assume
without loss of generality that py > po > -+ > uy, and
letm = |{i € [n] : u; > p1—e€}|. For every permutation
7w € S™ let (F])ien be the filtration generated by the
algorithm playing on instance w(p), and let 7, be a
stopping time with respect to (F{ )ten at which time
the algorithm outputs a set S, C [n] with |S,_ | = k.
If Py (S, C w([m])) >1— 4, then

ErnsrEr(p) |:7—7r] > Hiow,k(€)

= e~ =)+ 2 2 - pi) %),

Since the theorem applies to any stopping time 7
that satisfies Pr(,)(S-, C 7w([m])) > 1 — 4, in par-
ticular it yields a lower bound for expected unverifi-
able sample complexity. Furthermore, by definition,
(1 — ptme1) "2 < €72 so aside from pathological cases
such as py — p; > € for all ¢ > m + 1 the lower bound
will be positive and non-trivial. Consider the following
examples.

Example 1. If (11 — pmy1) 2 < % i1 (1 —
(1) 72, then Hiowk(€) > Thge 2 + gag e S0 (1 —

i) 72

Example 2. If y7 = ... = pum = po + € and
Mm4+1 = ... in = Mo, then Hlow’k(e > G%k(n;m) -2
If in addition n > 2m, then Hiow i (€) > ﬁ%e_Q

Example 2 shows that Theorem 1 yields a lower bound
matching our intuition for the n/m scaling of (7) un-
verifiable sample complexity of e-GOOD ARM IDENTI-
FICATION, and (i4) the sample complexity of the k-
IDENTIFICATIONS PROBLEM.
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Algorithm 1 Bracketing UCB: e-GOOD ARM IDENTI-
FICATION and k-IDENTIFICATIONS PROBLEM
1: 5T:%76£:W’£:0’ ROZO,SOZ(Z)
2: for t=1,2,...do
if t > 2% then
Apyr ~ Uniform((]v[[:j_l)), where M; :=n A 2¢
L=0+1
Ri=1+Ri—1-1{Ri1 < ¢}
if 3i € AR, \ S such that T; g, (t) = 0 then
Pull I; € {’L € Ag, \St 2T R, (t) = O}
else
Pull Iy = argmax fi; r,,1; 5, (1) + U(Ti,r,(t),6)
i€AR, \St )
11: if e-GOOD ARM IDENTIFICATION then

[

12: O =  argmax Wi, )~ U(Tir(t), ﬁ)
1€ Ay for some r<¢{
13: else if k-IDENTIFICATIONS PROBLEM thep
e s(p) = {i T, 1, (0= U (Lo (8), T1,257) 2 o}
for all p € [|Ar,|]
15: St.»,_l =S U S(ﬁ)

where p = max{p € [|Ar,[] : [s(p)| = p}

The proof of Theorem 1 employs an extension of the
Simulator argument (Simchowitz et al., 2017). While
the k = 1 case can be proven using an argument sim-
ilar to Chen et al. (2017), we needed the Simulator
strategy for the k£ > 1 case. The technique may be
useful for proving lower bounds for other combinatorial
settings where many outcomes are potentially correct
(e.g., choose any k of m) (Chen et al., 2014, 2017).

Finally, we close this section by noting that the unver-
ifiable sample complexity of popular algorithms like
LUCB or Median Elimination can be greater than
Hiow,k(€) by a factor of n (see Appendix C.1). This
motivates the development of new algorithms.

3 Algorithm

Algorithm 1 simultaneously handles both e-GOOD ARM
IDENTIFICATION (Line 12) and the k-IDENTIFICATIONS
PROBLEM (Line 15). To motivate the intuition behind
the algorithm, we consider e-GOOD ARM IDENTIFICA-
TION. Suppose the number of e-good arms m were
known. Because a random subset A of size & con-
tains an e-good arm with constant probability, apply-
ing any reasonable best arm identification algorithm
to A would achieve our goal of a sample complexity
that scales like -. However, m is not known, so the
algorithm applies the doubling trick on the number of
e-good arms, subsampling progressively larger random
subsets of the arms over time.

We call the random subset Ay C [n] the fth bracket.
After (¢ —1)2¢"! rounds, the bracket A, is drawn uni-

formly at random from ( ][\7/}](), where (1[\7/}17) denotes all

subsets of [n] of size M, := n A 2, at which point we

say that £th bracket is open (Line 4). At each round ¢,
Algorithm 1 chooses one of the open brackets R; (Line
6) and pulls an arm I; € R; that maximizes an up-
per confidence bound fi; g, 1, 5, (1) + U(Ti,r,(t),0) on
its mean (Line 10). Here, [i; ,; denotes the empirical
mean of arm 4 in bracket r after ¢ pulls, 7; ,(¢) denotes
the number of times arm ¢ has been pulled in bracket
7 up to time ¢, and finally U(t,d) = ¢,/ 1 log(log(t)/9)
denotes an anytime confidence bound (thus, satisfiy-
ing for any r € N and i € [n] P(N§2;|Hire — pi] <
U(t,d)) > 1 —9) based on the law of the iterated log-
arithm (LIL) (Jamieson et al., 2014; Kaufmann et al.,
2016). We note that this sampling rule is similar to
the sampling rule of li'UCB (Jamieson et al., 2014),
a nearly optimal algorithm for best arm identification
with good empirical performance.

In addition to a sampling rule, we need a recommenda-
tion rule. For eGOOD ARM IDENTIFICATION, the algo-
rithm outputs a maximizer O, of its lower confidence
bound (Line 12). The reason for this is that once an
e-good arm i has been pulled roughly (p; — 1) 2
times, then with high probability for all subsequent
rounds, its confidence lower bound will exceed p; — €
and the algorithm will only output e-good arms.

For the problem of multiple identifications above a
threshold, various suggested sets are possible depend-
ing on the desired guarantees. In the main body of the
paper, we focus on building a set S; that satisfies the
following property (Jamieson and Jain, 2018).

Definition 3 (False Discovery Rate, FDR). Fiz some
0 € (0,1). We say an algorithm is FDR-§ if for all
possible instances (p, o), it satisfies E[“‘g‘éﬂﬁf‘] <46

for allt € N, where Ho = {i € [n] : p; < po}-

For this goal, the algorithm builds a set S; (Line 15)
based on the Benjamini-Hochberg procedure devel-
oped for multi-armed bandits in Jamieson and Jain
(2018). In the Appendix, we present algorithms that
satisfy stronger guarantees, but are also less practical.

We note that the above algorithms do not require €
or k as an input, and a practitioner can choose to
terminate at any point.

4 Upper Bounds

Our upper bounds all have a similar form. They are
characterized in terms of A; ; = p; — p;, the gap be-
tween the ith arm and the jth arm. In Appendix E
we state our theorems including all factors, but for the
purposes of exposition, here we use “<” to hide con-
stants and doubly logarithmic factors. For simplicity,
we assume that the distributions are 1-sub-Gaussian
and that po, g1, ..., un € [0,1].
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Hi—=€=Ho

4

m m+1 n

n

Figure 3: Our sample complexity results rely on picking a bracket of an appropriate size: ;- is too small, n is

too large, and % appears to be about a good size.

4.1 e-Good Arm Identification

To begin, we state our theorem for the unverififiable
sample complexity of e-GOOD ARM IDENTIFICATION in
full generality. Next, we state several more accessible
corollaries that demonstrate the power of the result.
Theorem 2 (e-good identification). Let § < 0.025
and € > 0. Let (Fy)ien be the filtration generated by
playing Algorithm 1 on problem p. Then, there exists a
stopping time Ty wrt (Fi)ren such that P(3s > 1y :
o, < pp—e€) <28 and

Efru.] $ min He(ed) In(Ha(ed) + A57000) ()

where Hg(e;7) =

]i(i(Aj,i\/Ai,m—‘rl) 2 Z A 2111 )

J =1 1=m-+1

Define H, =37 max(e, (u1 — i) ~2 In(-2).
Corollary 1. Let P = {N(/,I) : i/ € R"} and
p € P. Definem = {i : pu; > u1 — €}|. Let A be
any (2¢,0)-PAC algorithm wrt P and let Ty be its
associated stopping rule. Then, the Ty e associated
with Algorithm 1 defined in Theorem 2 satisfies

Elrv2d <

Elrv,2e]) ln(n/m)%.

Corollary 2. Let Ty,c be the stopping time associated
with Algorithm 1 defined in Theorem 2. Consider the
following inequalities:

(3) holds if |{i € [n]
holds if (p1 = fim+1)

D Zlul —€/2}| = %
_9 n
< g i (B2 —

\_/Q

Corollary 3. Suppose p1 = ... = fn = o + €,
gl = ... = W = Mo, and n > 2m. Then, the
stopping time Ty, associated with Algorithm 1 defined

in Theorem 2 satisfies

,22)

m

) In(Hiow,1(€))-

<
Elrye Se” - ln(mé) In(e

= Hiow.1(€) m%

Corollary 1 says that Algorithm 1 has an unverifiable
sample complexity for identifying a 2e-good arm that
is better than the verifiable sample complezity of any
(2¢,0)-PAC algorithm over P by a factor of the number
of e-good arms (ignoring logarithmic factors). Corol-
lary 2 gives two general conditions under which the un-
verifiable sample complexity of Algorithm 1 matches
the lower bound from Theorem 1 up to logarithmic
factors. In words, these conditions are (i) a constant
proportion of the e-good arms are $-good and (i) the
cost of determining that a random Set of n/m arms of
the bottom n — m arms are not e-good dominates the
cost of determining that g9 > pm41. Finally, Corol-
lary 3 shows that the unverifiable sample complexity
of Algorithm 1 attains the desired n/m scaling on the
basic problem where m arms have mean po + € and
n —m have mean pyg.

Theorem 2 Discussion. For j € [m], Hg(e))
bounds the expected unverifiable sample complexity
of a random set of size n/j (call it B;) identifying an
e-good arm conditional on (i) an arm in [j] belonging
to Bj and (ii) the empirical means of the arms in B;
concentrating well. In(Hg(e; ) + A 2 .1) is the num-
ber of brackets that Algorithm 1 opens by the time B;
unverifiably identifies an e-good arm. The minimiza-
tion problem in (2) says that Algorithm 1 uses the
bracket of size about n/j that minimizes the overall
unverifiable sample complexity.

It is worthwhile to consider the tradeoff in the bracket
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size at some length. Although a bracket of size ©(;:)
is sufficiently large to contain an e-good arm with
constant probability, it may be advantageous to use
a much larger bracket in hopes of getting an e-good
arm that is much easier to identify as e-good unver-
ifiably. Informally, if one randomly chooses ? arms
then one expects the highest mean amongst these to
have an index J uniformly distributed in [j]. Thus,
a bracket of size about ;- would require distinguish-
ing J ~ Uniform([m]) from the bottom n — m arms,
which could require an enormous number of samples
on average if many of the arms in [m] are very close to
the means of the bottom n — m arms. Thus, for some
problems, it is advantageous to use a bracket of size
? if p1; is much easier to distinguish from the bottom
n — m arms (see Figure 3 for an illustration of this
phenomenon).

Proof Discussion. Algorithm 1 essentially applies
li'UCB to random sets separately, so the analysis may
focus on liI'UCB applied to a random set B; of size
n/j. A key observation in our proof is that we can
analyze li'UCB on a fized set B; such that an e-good
arm belongs to B; and the empirical means of the arms
in B; concentrate well. Then, we can take the expec-
tation with respect to the randomness in Bj;, which
results in a scaling of n/j because each arm belongs to
Bj with probability 1/j.

4.2 k-identifications problem

Hq:={i € [n]: pu; > po} consists of the arms that we
wish to identify and Ho := {i € [n] : p; < po} all the
other arms. Let m = |H;| and recall Ajo = p; — po.
We measure the sample complexity of the algorithm
in the following way (Jamieson and Jain, 2018).

Definition 4 (True Positive Rate, TPR). Fiz some
0 €(0,1) and k < |Hi1|. We say an algorithm is TPR~
(k,6,7) on an instance (p, o) if E[|SeNH1|] > (1—-9)k
forallt > .

In the Appendix, we present algorithms that have
stronger guarantees, but are also less practical. The-
orem 3 bounds the sample complexity in the above
sense while showing the FDR of S; in Algorithm 1 is
controlled. The subsequent corollaries give more ac-
cessible consequences of this result.

Theorem 3 (FDR-TPR). Let § € (0,.025). Let
k < |Hi|. Let (Fi)ien be the filtration generated by
playing Algorithm 1 on problem p. Then, for allt € N,

E[“ﬁgﬂ%ﬁ‘] < 20 and there exists a stopping time Ty, wrt

(Ft)ten such that for allt > 1, E[|S:NH4|] > (1-0)k

and
E[n] < min Hia(uo; 5) In(Hia(po; 5) + A;5), (5)
k<j<m ’
Elre) S min Hia(po; §) In(Hia (po; 7)) (6)
k<j<m
where
) B~
Hia(pos j) = *-(ZAWQJ, Z Aj, 2111
J =1 1=m-+1
~ . n 9
Hia(pos J) = ;kAj,O In(1/6).

Corollary 4. Let 1 be the stopping time associated
with Algorithm 1 defined in Theorem 3. Consider the
following inequalities.

E[r) < %ﬁln(%) ln(% ) (7)
nk

< Hiow k(1 — o) 111(7) In(Hiow,k (1 — 1o)) (8)

where H = mA] an( nky 43 m+1A ZIn(3). (7)
holds if |{i € [m] : Azo >1A10} > 2, and (8) holds
if (1 — pmg1) ™2 < Qm Z:L:m-H (1 — :ui)72'
Corollary 5. Suppose p1 = ... = pm = o + €,
mtl = oo = Wn = Wo, and n > 2m. Then, the
stopping time Ty defined in Theorem 3 satisfies

Elm] < Hiow, k(11 — o) 1H(5)1H(Hlow k(11— o))
Corollary 4 gives conditions under which our algorithm
for identifying k arms above a threshold improves by
a factor of % on the result of Jamieson and Jain
(2018) for identifying all of the arms above a thresh-
old. Corollary 5 shows that we improve on the gap-
independent version of the bound in Jamieson and Jain
(2018) by a factor of £. In addition, these corollaries
give conditions under which the sample complexity of
Algorithm 1 is within a logarithmic factor of our lower
bound.

Theorem 3 Discussion. (5) gives a gap-dependent
bound, while (6) sacrifices the dependence on the indi-
vidual gaps to remove an additional logarithmic factor
on the arms in Hi. Hiq(po;j) bounds the expected
number of samples required by a bracket of size O(%* i k)
to identify k arms satisfying u; > o when (i) at least
k of its arms have means greater than p; > po and (%)
the empirical means of the arms in the bracket concen-
trate well. Hiq(uo; j) plays a similar role but removes a
logarithmic factor on the arms in H; at the cost of los-
ing the dependence on the individual gaps. Similarly
to e-GOOD ARM IDENTIFICATION, there is a tradeoff in
the size of the bracket, and the minimization problem
in (5) and (6) shows that the algorithm picks an op-
timal bracket for the overall sample complexity. The
proof is quite similar to the proof of Theorem 2.
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A Outline of Supplementary Material

We briefly outline the Supplementary Material. In Section B, we discuss in more detail related work on lower
bounds on verifiable sample complexity for e-GOOD ARM IDENTIFICATION. In Section C, we present the proof of
our lower bound, namely, Theorem 1. In Section D, we give additional algorithms for the the k-IDENTIFICATIONS
PROBLEM that have stronger guarantees but are less practical. In Section E, we prove the upper bound results of
this paper including Theorems 2 and 3. In Section F, we provide an algorithm that has nearly optimal verifiable
and unverifiable sample complexity (ignoring logarthmic factors). Finally, in Section G, we discuss the details of
our experiments.

B Related work: (¢,0) — PAC for identifying k e-good arms

Kaufmann et al. (2016) proved the following theorem which characterizes the sample complexity for e-good arm
identification £ = 1,m > 1 and multiple identifications above a threshold pg in the special case of k = m (in
general, we are interested in any 1 < k < m) in the (¢, §)-PAC setting.

Theorem 4 (Kaufmann et al. (2016)). Fiz €,6 > 0, and a vector p € R™. Fiz a bandit instance p of n arms
where the ith distribution equals p;(1) = N (u;, 1), a Gaussian distribution with mean y; and variance 1. Assume
without loss of generality that py > pe > -+ > py, and let m = |{i € [n] : p; > p1 — €}| so that p; > py — € for
all i € [m]. If algorithm A returns k = 1 arms of the top m arms and is (¢,0)-PAC on P = {N (W', I) : p/ € R"}
then

n

B[S Tirpac)] = Hlog(1/240) ((m - Ve + Y (- ?) (k= 1)

i=1 i=m+1
Under the same conditions, if A returns k = m arms then

m

Ep[zn:Ti(TPAc)} > 210g(1/2.45)(2(ui — fg1) 2+ zn: (o — Mi)_2> (k = m)

i=1 i=m+1

Note that by the definition of m we have that p,, — pm+1 > 0. We emphasize that the sample complexity of
Theorem 4 for both k = 1 or k = m is necessarily Q(n) regardless of the number of e-good arms m. As discussed
below, the k = 1 lower bound is achievable up to loglog factors Karnin et al. (2013). The special case of k = m
is notably the TOP-k identification problem where lower bounds were recently sharpened with additional log
factors independently by Simchowitz et al. (2017); Chen et al. (2017). In particular, if for some pg we have
Wi = po + € for i < m and p; = po for ¢ < m then their lower bounds on the expected sample complexity scale
like ke=2log(n — k) + (n — k)e~21og(k), which is always larger than ne~2 that is predicted by the above theorem.

C Proof of lower bounds

We now briefly provide some intuition behind the proof. Suppose m > 1 and k = 1 and consider the easier
problem where the permutation set averaged over is just the identity permutation m = (1,2,...,n) and the
permutation 7o that swaps {1,...,m} and some fixed o C [n] \ [m] with |o] = m. That is, the algorithm
knows the instance it is playing is either 71(p) = p or ma(p) where p is known but the permutation m or s is
not. Information theoretic arguments say that at least 7 ~ min;e, (1 — ;)2 observations from [m] U o are
necessary in order to determine whether the underlying instance is 71(p) versus ma(p). But if the algorithm
cannot distinguish between 7 and my with fewer than 7 samples, then we can also argue that if m; and mo
are chosen with equal probability, then taking nearly 7 samples from the arms in ¢ with sub-optimal means
is unavoidable in expectation. The choice of o was arbitrary and there are > — 1 disjoint choices (e.g., {m +
1,...,2m},{2m+1,...,3m},...) resulting in a lower bound of about -1 >t (1 — i) 72

The k > 1 case is trickier because if we used just m; and my as above, as soon as we found just one e-good
arm (and thus being able to accurately discern whether the instance is m1(p) or m2(p)) the algorithm would
immediately know of m — 1 other e-good arms. To overcome this, we choose a large enough set o C [m] such
that o N S is non-empty with constant probability on the identity permutation. This way, if we swap this set
o C [m] with some other set in [n] \ [m] of size |o|, then the algorithm would error with constant probability on



The True Sample Complexity of Identifying Good Arms

this alternative permutation. The next lemma guarantees the existence of such a set of size [m/k] and the final
result follows from the fact that there are about %= such disjoint choices in [n] \ [m].

We introduce the following notation: for any j < m let ([T]) denote all subsets of {1,...,m} of size j.
Lemma 1. Fix m € N and let S be a random subset of size k < m drawn from an arbitrary distribution over

([ZL]). For any ¢ < m — k there exists a subset o C [m] with |o| = ¢ such that

PlonS#0)>1- (mzk>/<?) >1— e tkim
If¢>m—k then P(e NS #0) =1.

Proof. Because the max of a set of positive numbers is always at least the average, we have

max P(aﬁS#@)Z(i) Z P(oNS #0)

oe(") ) pe(im)

— @ Y > PS=9)1{ons#0)

ge([vzl]) SE([T;])

=(i) S PS=s) Y 1ons#0)
) &) <)
-y 3 me-a()- ()

=" )0

where the last line follows from the fact that ) e () P(S = s) = 1 because it is a probability distribution. Now
k

(")) = o e

k—1 . k-1 k—1
- m_l_,gzl—[(l— ¢ ‘)SH<1_£)§6_W’"~
=0 Mt i=0 m—t i=0 m

O

Fix any o C [m] with |o| = [m/k] that satisfies P, (§ﬂ o # (Z)) > 1 — ¢! (which must exist by the above
lemma). Now fix any o’ C [n] \ [m] with |o/| = |o| and define p’ as swapping the arms of o and ¢’, maintaining

their relative ordering of the indices within the sets. Note that by the correctness assumption at the relative
stopping times of p and p’ we have

P,(SCm])>1-6  Py(SNo#0)<6s P,(Snoc#0)>1—e"
which implies

TV(B,Py) = sup Py() = Py (€)] 2 [Pp(S N0 #0) ~Py(SNo £0)[ 215", (9)

Remark 1. Given (9), one is tempted to apply Pinsker’s inequality to obtain the right-hand-side of Lemma 1
from Kaufmann et al. (2016) and then provide a lower bound on B [, . Ti]. The difficulty here is that once
we cover [n] \ [m] with alternative o’ sets, they would all share the same o in this lower bound, which suggests
putting all samples on o and a trivial lower bound. Alternatively, one could consider using the technique of Chen
et al. (2017) which compares a given instance to a degenerate instance where the means of o’ would be copied to o
and argue that the probability of error is at least 1/2 since there truly is no difference. This strategy is successful
if k =1 so that |o| = m but breaks down when k > 1 because one cannot reason about what the algorithm would
have to do if the means of o were changed like one could if k = 1. Consequently, we employ the use of the
Simulator argument from Simchowitz et al. (2017) that is much more powerful at the cost of the introduction of
some machinery.
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The Simulator (background)

The simulator argument is a kind of thought experiment where the player is playing against a non-stationary
distribution. In the real game when the player pulls arm I; = ¢ arm at time ¢ she observes a sample from
the ith distribution of instance p: X;; ~ p;. However, when playing against the simulator she observes a
sample form the ith distribution of an instance denoted Sim(p, {I1,...,I;}) that depends on all past requests:
X+ ~ Sim(p,{I1,...,1+}); with probability law @ given p, {I; = is}’_,. That is, instead of receiving rewards
from a stationary distribution p at each time ¢, the simulator is an instance that depends on all the indices of
past pulls (but not their values). For any set A C R define

PSim(p,(i1,....ir)) (Xirt € A) = Q (Xi, 0 € Alp, {Ls = is}iy).
We allow the algorithm to have internal randomness with probability law P so that for B C [n] define
P atg((ir o1 ric 1we 1)) (It € B) = P (I, € B{Is = i, X1, = 2,}\77)
so that for any event E € Fr we define

Palg,Sim(p) (E)

= / lEHQ X1, = ailp, {Is = is}y) P (I = is|{Is = is, X1, = 2}02) ) doy . dar

x
(ST T T

Z / ]-EH]P)Slm(p (i1yein)) (X1, = 20) Parg((ir,1,.siv—1,00_1)) Lt = d) dzy .. dop
xrT

i

so that for any T we have KL (Paig sim(p)> Palg,Sim(p)) =

, Patgsim(p) ({Is = is, X1, = x}1_1)
PA] ,Sim I =1 7X]s =T T= lOg ’ B = dxl s d:ET
Z ~/11 o g (p)({ s s S}s 1) IP)Alg,Sim(p/)({IS = 157XIS = xS}Z:l)

.....

01 yeeydT

T
. —1 Psim(p,(ir,...i0)) (X1, = T4)
= E / IP)Alg,Sim(p)({Is =15, X1, = xs}Z=1) log ( HZ? : et - . dry...dry
T1,...,TT thl ]P)Sim(p’,(il,‘..,it)) (Xlt = $t)

. Psim(p,(i1,....ie)) (X1, =@
= Z Z / ]PAlg,Sim(ﬂ)({Is =15, X1, = xs}?:l) log ( Lad ) ( t) ) dxi...dzr

e Psim(p’,(i,...i0)) (X1, = ¢)

PSim(p, (ir....i)) (X1, = 2¢)
— § E PAlg,Slm(p) {I =1 }s 1)/ IP)Slm(p (11 )) (X[t = xt) log (]}DS ((p, (( t)))) (XI — xt) dxt
im(p’,(21,...,%¢ t

il,...,iT """

t=1141,....i7

*Z Z ]P)Alg,Slm(p)({I 729}9 1)KL (PSun(p (i1,.. ,zt))aIP)Slm(p ,(41,.. ,zt)))

T
Z Pag,sim(p) ({15 = is}s=1 Z (Psim(p, (i1,..-:i0)) s PSim(p 1,0..,i0)) )
7T t=1

i1,

< max ZKL ]P)Slm( (i1, zt))vp&m(p (i1, 7.t))>

11,07
t=1

The simulator will be defined so that the right hand side is always finite for any 7. When it is clear from
context we will simply write P,(E) or Pgiy(,)(E) to represent Paig ,(E) or P sim(p)(E), respectively. Let
Q; = {I1,...,I;} denote the history of all arm pulls requested by the player up to time ¢. Note that € is a
multi-set so that || = ¢.

Definition 5. We say an event W is truthful under a simulator Sim with respect to instance p if for all events
E e Fr

Pp(E NW) = ]PSim(pﬂT)(E Nnw).
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Lemma 2 (Simchowitz et al. (2017)). Let p™) and p'® be two instances, Sim(-,-) be a simulator, and let W;
be two truthful Fr-measureable events under Sim(p), Qr) for i = 1,2 where Qp is the history of pulls up to a
stopping time T. Then

P, (WE) + P (Ws) = TV(p™M, p*) — Q (KL (Patg sim(p)): Patg sim(p))))

where Q(B) = min{l — 2e=7,/B/2}.

Constructing the Simulator

Recall the definitions of p, p’ and o, ¢’ from above. For some 7 € N and multiset §2 of requested arm pulls, define
Wo(Q) ={>,col{i €0} <71} and Wo (Q) = {3, 1{i € 0’} < 7}. For these events, an instance v € {p, p'},
and any multiset €2; denoting the indices the player has played up to the current time ¢, define a simulator

v; ifi¢goUo
v; ifieocU O'/, WU(Qt) n WG‘I(Qt)
; if 7 Q (0

Sim(v, Q); = { ifi € o, Wolld) UWor ()
V; leEO'/ WC(Qt)UW ( )
pi ifi €0, Wo(2)N W, ()
pa(g/_l(i)) lfl S O'/, W (Qt) U Wc/(Qt)

where o(i) denotes the ith element of o and o=1(i) € {1,...,|o|} so that o(c’'~1(i)) € o for any i € o’.

Observe that W,/ (€) is truthful under Sim(-, Q;) with respect to p since if W,/ () occurs Sim(p, ); = p;
for all ¢ € [n] and all ¢ € N by construction. Similarly, W,(€;) is truthful under Sim(-,€;) to p’. Note that
Sim(p, ); = Sim(p',Q); for all @ € [n] \ o Uo" and if min{} ;o 1{j € 0},> ;cq 1{j € 0'}} > 7 then
Sim(p, Q4); = Sim(p’, 4); for all i € [n]. Therefore, we can easily upper bound the KL divergence:

max ZKL Sim(p, {is}o—y), Sim(p’, {is}i_,)) < IlIIEB:TXTKL(pi,p;) +1;1§}T)/<7'KL(pj,p;)

iy €ln] 4

_ . Y
- iirll?.}.{,@T(Ma(l) Mo (l)) .

As shown in (Simchowitz et al., 2017, Lemma 1) averaging over all permutations is equivalent to constructing a
symmeterized version of the algorithm such that given any bandit instance, the algorithm randomly permutes
the arms internally and then after making its set selection, returns the set inverted by the randomly chosen
permutation. This modified algorithm is symmetric in the sense that

By((its - yiry8) = (It oy I, 8)) = Pripy((i1s- - - iry, 8) = (w(Ih), ..., w(I7), 7(S))).
In what follows, we assume the algorithm is symmetric which, in particular, implies
Py(Wgi) + Py (W5) = 2P, (W5)).

Putting all the pieces together we have

P, <Z T; > 7') =P,(WS) =

i€o’

(Pp(Wg/) + Pp’ (W;))

1 -1

> 5(1/8 d)

N |

Y
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. 1 g s . .
if 7 = e o R By Markov’s inequality, E,[>,;c,, T3] = 7P, (3, T3 > 7). Noting that o/ C

[n] \ [m] was arbitrary, we apply the above calculation for all connected subsets of size [m/k]

n (n—m)k/m
1 —
E, [ S 1| = 1(1/8-9) Do (= )
i=m-+1 r=1
1 k -
> 188 3 ()
i=m+m/k+1
- k n B
> —(1/8=14) [—(m — fmy1) T2 - Z (11 — pa) 21
1=m-+1
> (1 = ) 2 zn:(u — )7
B 64 ' i m i=m-+1 ' '

where the last line follows since 6 € (0, ).

C.1 Unverifiable Sample Complexity of LUCB and Median Elimination

We note that a very wide class of algorithms satisfy the two conditions in the following proposition.
Proposition 1. Let € € (0,1) and § € (0, ). Let A be any algorithm that (i) begins by pulling every arm once

and (i) for all t € N, for all i,j € [n] if f1s1,¢0) > Ij1,0) and Ti(t) > Tj(t), then S, # j. Then, there exists a
problem instance p such that

n 1 _
]EWNS"ETr(p) [TU,6,5] 2 Za Hlow,l(e) = 6746 2'
Proof. Define
~_ Jbernoulli(1/2 +¢) i€ [n/2]
pi= bernoulli(1/2) i€{n/2+1,...,n}’

Let X;; denote the jth iid realization of arm . Define the event E' = {3, \(n/2) Xit = 7} Note that E
occurs with probability at least 1/2. Consider ¢ = n, the round at which A has pulled all arms once. Define the
event F = {8, € [n/2]}, the event that an e-good arm occurs. Since the arms have been randomly permuted
before the beginning of the game, notice that all of the arms in G = {i € [n] : X;1 = 1} are statistically
indistinguishable. Therefore, at time ¢ = n, since the Algorithm outputs one of the arms in G,

- Gn{n/2+1,...n} _ % 1
P(S, ¢ [n/2]|E) > @ >i-2

Thus, since ¢ € (0,1/4), we have that conditional on E, 7y s > n. This implies that

1
ErnsnEr(p)[T0,e,6] = ExngnEr(p) [TU,5,6|E]Z >

)3

D Additional Algorithms

In this section, we briefly introduce two additional algorithms that are very similar to the Algorithm 1 presented
earlier but have stronger guarantees for the task of identifying means above a threshold. A FWER-TPR (family-
wise error rate-true positive rate) guarantee outputs a set Q; such that P(3t : Q;NHoy # 0) < ¢f and E[|Q;NH;1|] >
(1 = &)k for large enough t. A FWER-FWPD (family-wise error rate-family-wise probability of detection)
guarantee is stronger since it requires that the outputted set R; satisfies P(3t : Ry N Ho # 0) < b and

|R: N H1| > k for large enough ¢. For more formal examples of these guarantees, see Theorems 6 and 8.
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Algorithm 2 Infinite UCB Algorithm: FWER-TPR and FWER-FWPD

L6 =5, 00 = gameatzorsy Ro=0,£=0,8 =0, Q=0

2: for t=1,2,...do

3:  if t > 2% then
4: Draw a set Agy1 uniformly at random from (M[Z]rl), where My :=n A 2°
5: =0+1
6: Ri=14+R¢ 1 - 1{Rt71 < Z}
7:  if there exists i € Ag, \ S¢ such that T; r,(t) = 0 then
8: Pull an arm I; belonging to {i € Agr, \ St : T5,r, (t) = 0}
9: else if FWER-TPR then
10: Pull arm I; = argmaxiGARt\Qtﬁi,Rt,TivRt(t) + U(T;,Rr, (t),0)
11 Qi1 = QU {i € Ar, : i,y 1, 5, (1) = UTir (1), Tapyzz) = Ho} % FWER Thm.6
12: else if FWER-FWPD then
13: é-tth = maX{2|St mARt|, ﬁwIOg(l/(th)R?}
14: Pull arm I; = argmax;c 4, \StﬁivRthi,Rt(t) +U(T;,Rr, (1), ﬁ)
15: s(p) ={i € AR, : [li,r,, 15 i, 1) — U(L3,r, (2), ﬁ(ﬁat > po}
16: Si+1 = S U s(p) where p = max{p € [|Ar,]] : |s(p)| > p}
17: if SN AR, # 0 then
18: v, g, = max(|S; N Ag,|, 1)
~ 5
19: Pull arm J; = ATGMAN;e 5,14, \ Ry i Be Ty 1, (1) + U(T;,r, (1), %)
4(1+48% )
20: Xt,re = |AR,| = (1 = 20R, (1 +46%,))[Se N AR, | + ——5"" log(5log, (|Ar, /R, ) /R,
21: Rivr =R U{i € Si N AR, : li,ry 1y g, (1) — U(Ti,r, (1), ﬁ) > 1o} % FWER Thm.8

The algorithm suggests different sets depending on the objective. If FWER-TPR is desired, the algorithm
maintains a set Q; and adds arms whose lower confidence bounds are above the threshold pg (Line 11). If
FWER-FWPD is the goal, then an additional arm J; is pulled each time based on an upper confidence bound
criterion and arms are accepted into the set Ryyq (Line 21) if their lower confidence bound is above the threshold

Ho-

E Proofs of Upper Bounds

The proofs for the FDR-TPR result (the proof of Theorem 5 in Section E.1) should be read first. Then, one
can read the proofs for any of the other results. We introduce some notation that we use throughout the
proofs. We use ¢ to denote a positive constant whose value may change from line to line. We also define
log(z) = max(In(x),1). Define

pir =sup{p € (0,1] : N2 {|iire — pi| < U(t, p)}}.

We note that {pir}ic[n),ren are independent and P(p;, < 0) < ¢ since by definition of U(-,-) for any bracket
r€Nand a € (0,1), P(N2 {|fire — ] SU(t,a)) > 1 — . We define

I, ={i e HiN A, : pir <}

to be those arms in bracket r whose empirical means concentrate well in the sense that p,, < 6. We also
define U~1(v,8) = min(t : U(t,0) < 7). It can be shown for a sufficiently large constant ¢ that U~1(v,d) <
ey~ ?log(log(y=2)/6). Recall that we make that simplifying assumption that pg, g1, .., pn € [0, 1] and that we
define log(z) := max(In(x), 1).

We note that although all of our upper bounds apply to the expectation of a stopping time, it is possible to
obtain high-probability bounds by arguing that with high probability there is an appropriately sized bracket
with enough “good” arms, e.g., an e-good arm. Unfortunately, this argument would lead to an upper bound that
scales as log?(1/6) and would lose the dependence on the individual gaps of the arms with mean greater than

M1 — € Or L.
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E.1 Proof of FDR-TPR

Recall the relevant notation that A;; = p; — u; and Ajo = pu; — po. We restate Theorem 3 from the main
body of the paper with the doubly logarithmic terms. We only consider the gap-independent upper bound here;
in the following section, we will prove a stronger result, which implies the the gap-dependent upper bound.

Theorem 5. Let § < (0,1/40). Let k € [|[H1|]. For all j € [m], define
Hialpo; j) = ~kA2log (log(2k) log(A72)/6
id (o3 J) = j 5,0 108 { log( 5 0g(A;, .

Let (Fi)ten be the filtration generated by playing Algorithm 1 on problem p. Then, Algorithm 1 has the property

that for allt € N, E[‘f‘éﬂﬁf‘] < 20 and there exists a stopping time T, wrt (F)ien such that

Elre] < ¢ min Hia(po; §) log(Hia(ko; 5)) (10)
k<j<m

where ¢ is a universal constant and for all t > 7, E[|S: N Hy|] > (1 — 0)k.

We briefly sketch the proof. Let jo € {k,...,m} minimize the upper bound (10). Then, there exists a bracket
ro with size ©($-k) such that with constant probability A,, has at least k arms in [jo] and the empirical means
concentrate well enough (defined formally in Lemma 4 as the event E,, := E,., N Ey ., N E1 ;). The argument
controls E[r;] by partitioning the sample space according to which bracket rg 4+ s is the first such that the
good event E, ., occurs, i.e., according to {E,,, Ex N E. 41, Er N ES N Eppyo,...}. Lemma 4 shows that
E[1{E,, }7x] has the same upper bound as (10) and that E[1{E,,+s}7%] has an upper bound that is larger than
line (10) by a factor exponential in s. On the other hand, because the brackets are independent and growing
exponentially in size, the probability of E,,+s N (N;Z 1E° ) decreases exponentially in s, enabling control of

ro+7r
the exponential increase in E[1{E}4s}Tro+s,k] and, by extension, E[7].

Lemma 3 bounds the false discovery rate of Algorithm 1.

Lemma 3. For all t € N, E['3552el] < 25.

Proof.

|Stﬁ7'[0|
|Se| V1

Yoo 1Se N AN Hl
|Se| V1

2SN A N H,|
<Y gL L0l
_Z [|StﬂAl‘\/l]

E[ ] <E[ ]

where we used Lemma 1 of Jamieson and Jain (2018).

O

Lemma 4, below, is the key result for establishing Theorem 5. For k € [|H1|] and jg € {k,...,|H1]|}, it bounds
the expected number of iterations that it takes a bracket r (of size at least 2" > k) to add k arms to the set S;
when the events E, N Ey, N E; , occur where

E, = {|[jo] N A, > k},
=1 Z AJO, log( ) <5 Z A]»Tfilog(%)}7

i€HNA, “' i€EHNA,

Ei,={ Z szjoo Z AZVJOOIOg 5)}

1€ [jo]NA, 1€ [jo]NA,
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Event F, says that there are at least k arms in A, with p; > p;,. The event Ey, says that the empirical means
of the arms in Ho N A, concentrate well on the whole; event E; , makes the analogous claim about [jo] N A,. We
remark that the the events Fy, and F , allow us to avoid using a union bound.

Lemma 4. Fiz 6 € (0,1/40), k € [|H4l], jo € {k,...,|H1|}, and r € N such that 2" > k. Let (Ft)ten be the
filtration generated by playing Algorithm 1 on problem p. Then, there exists a stopping time T wrt (Fy)ien such
that for all t > 7, E[|S: N H1|] > (1 — )k, and

log(A;jO) > log(A;ﬁO)

B[1{E, 0 o 0 By b < ef271 = 1) + A A7 logl(r =220 log |4, A7 % log(r———2222))] (1)

Jo,0

where ¢ is a universal constant.

Proof. Step 1: Define stopping time. Define

T, =min(t € NU{oo} : |[A, N[jo]| > kand Z, N A, N Hy C &).

Observe that for all ¢ > 7, E[|S: N Hq|] > (1 — §)k since for t > 73

E[S; N Hi|| > E[IZ, N A, N H1[] > (1 — 6)|A, N Ha| > (1 — 6)k.

Step 2: Relate to bracket r.

In the interest of brevity, define E := E, N Ey, N E1, and since we will only focus on bracket r, write fi; ., T;(t),
Z, and p; instead of fi; ¢, T; ,(t), Z, and p;,. We will bound the number of rounds until ZN A, NH; C ;.
Define

T={teN:INA N[ ¢St and R, =},
i.e., the number of rounds that the algorithm works on the rth bracket and ZN A, NHy ¢ S;.
Next, we bound the number of brackets r + s that are opened before Z N A, N [jo] C S:. The r + 1 bracket is

opened after bracket r is sampled 2" times and similarly the r 4 sth bracket is opened after bracket r is sampled
Z;:S 2r+i > 9rts—1 times. Thus,

It T — 4 s-1< log(T).

So while ZN A, NHy ¢ S;, every time bracket r is sampled, at most log(7T') total brackets are sampled. Thus,
we have that once the algorithm starts working on bracket r, after

log(T)T (12)

additional rounds, we have that Z N A, N [jo] C St.

We note that after 27~1(r — 1) rounds, the algorithm starts working on bracket r. Thus,

HE}, <27 Yr — 1) + 1{E}log(T)T]
=27 (r — 1) + log(1{E}T)1{E}T] (13)
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Step 3: Bounding 1{FE}7T. Note that we can write

1{E}T = 1{E} i H[jo]NTNA, ¢ S, Ry =1}

t=1

=1{E} > H[GHININA, ¢S}

t:Ry=nr

<1{E} Z HjolNZNA, ¢ S, I € Ho}

t:Ry=nr
+{[jo] NZN A, & S, I; € H1iN o]} + {I; € [jo]}

<HE} Y H[lNnInA, ¢S, I € Hol

t:Ry=r

. e~ A;
+{[jo] NI N Ar & 8¢, It € Ha N [Jol®, fir, 1, (1) < Mo + %0}

e~ A )
+ {1y € H1 0 [Jol, E1, 4, (1) = 1o + %’0} + {1 € [jol}

To begin, we bound the first sum.

For any | € TN [jo] N A, we have p; > ¢ by definition, so
Hriy + U(T(E),6) = e — U(Ti(t), po) + U(T0(), 6) = pu = -
For any i € Ho N A,,
Hiry) + U(Ti(t),6) < ps + U(Ti(t), pi) + U(Ti(t), 0) < pi + 2U(T5(t), pio).

Thus, fi; 7,0 + U(Ti(t),0) < py, if Ti(t) > U_l(Ag”j7pi6), so that arm ¢ would not be pulled this many times

as long as [jo)] NZ N A, ¢ S;. Thus,

= ) 1, DG
HE}Y > H[lnInA, ¢S LeHy <1{E} Y U 1(#%5)
t:Ry=r i€HoNA,.

SUEY Y A2 log

1EHoNA,

log(A;)?i))
opi
3 log(A7 %) B 1

=U{E} Y eAj%log(— ) + cA7% log(—)
i€EHoNA, p

<1{E} Z /A% log(

P€EHeNA,

< Z c’Aj_(fi log(

1€HoNA,.

IOg(A;O,i)

log(A5,) 14)

where the second to last inequality follows from F, C E.

A
02 we have

Next, we consider the second sum. If [jo] NZ N A, ¢ S;, for any arm ¢ satisfying fi; 7, < pro +
that

. A;
Hi,ry ) + U(Ti(t),0) < po + %’0 + U(Ti(1),9)

so that if T;(t) > Ufl(#,é), then fi; 7,1y + U(T;(t),6) < pj, and therefore arm i is not pulled again until
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[jo]NZN A, CS;. Thus,

oo

A
Z o] NN A, & St I € Ha N o] N A, Iir, 1y, (1) < o + S0y

2
t:Ry=r
A
< —1/250,0
< X UTRN)
’LeHlm[]O]CmAT'

. Ly lo
< e[ N [jo]” N Ar|AS 7 log(

Next, we bound the final summands

(oo}
e ~ A .
WEY Y 1L € Hi N jol® fir, i, ) = 1o + %’O} + {1, € [jol}-

t:Re=r

Let p < [A,[. If j € H1 0 [o]®

. p Aj,
;) — U(Tj(t)a&m) > fig J;O (T;(t )’5;’|A |)

so that ;7,1 — U(T;(t )75;‘14 |) > o if Ty(t) > U~1( B, 0.0 57 R = ‘) which implies that j € s(p).

Next, if j € [jo] N A, then

b
2>y — QU(Tj(t)vﬂj‘s;«m)

so that fim, i) — U(T5(t), 6, 14) = po if Ty(t) > U—l(’”;“%pjé;ﬁ), which implies that j € s(p).

While there is some p associated with each arm when it is added to s(p) and then consequently to S;, we don’t
know the order in or time at which particular arms are added. However, in the worst case, the arms of H; are
added one at a time to S; instead of in a big group so that the first reqires p = 1, the second p = 2, etc. Letting
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L'={f:f:H,— [|H1]] is a bijection},

= e A; ,
HEY > 1T € Hy N [Gol fir, 1, 1) > 1o + %’O} + {1 € [jol}

t:Ry=r

-1 Ajo, ,o(j P , 0
<mepg( S vrEtaflhe 3 v agh)

JEH1N[jo]°NA, €[jo]NA;

-2
oo A log(A; ,0) T A Zlog( A log(A}5)
< l{E}crg_lg%( ( g AG 7 log(— d0:07y 4 A;Zlog 0 5/ )

JEH1N[jo]°NA, J€GolNA,

-2
= 1{E}cr§1€alz( ( Z A7 log(

je’Hlﬂ[jg]cﬁA .

+ > A

2
A |10g(Aj,0))+ Z A log )>

!
J€lolNA, o(7) O J€lio]NA,
3 A, log(AfU2 )
= 1{E}cmax ( doAG log(L( l TM)
jEH1N[jo]cNA,. J r
9 |A | log(A
+ Z AJOI )75/ Z A log
JE€[o]NA, J€olNA,
| | Qlog(Ai\/2j ,0)
<c maXZEHZﬂA AWJO 0 ( r %) (15)
"HlﬁA | -2
A, log(A; ")
Z A]O 010g ‘ ‘ 2 6]0’0 )
log(A:2
< 4,182 log(r %) (16)

where the last line follows from the fact that for any p < |A,|, >0, log(l‘t—.rl) < |A.|
Step 4: finishing bound (11). Using lines (16) and (13),

log(A2 log(A2
YE}r, <277 r — 1) +log(|A, A Olog(r% 8(850.0)

DIAA, Tog(r =220

deterministically, which yields line (11).

Proof of Theorem 5. As in the proof of Lemma 4, define

7, = min(t € NU {oo} : 3s such that |As; N [jo]| > k and Z, N A; NHy C Sp),
7" = min(t € NU {00} : |4, N [jo]| > k and T, N A, N Hy C S;)

As was argued in Step 1 of the proof of Lemma 4, for all t > 73, E[|S; N Hq|] > (1 — 0)k.

Step 1: A lower bound on the probability of a good event. Let jy € {k,..., m} minimize (10). Define
E, = E, N Ey, N Ey,. We note that since {p; ,}ic[n),ren and the brackets {A,}, ey are independent, {E,}.cn
are independent events. Let rg be the smallest integer such that

min(40-Lk, n) < 270 < 80k,
Jo Jo

Note that if 2" > n, then the bracket rg has n arms.
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Next, we bound P(EY,). If 2" > n, then P(EY, ) = 0, so assume that 2" < n. Note that since the elements of
Ay, are chosen uniformly from [n] and [A,,| =27 > 40k we have that

’ J
E[|[jo] N Ary[] = 1 Ar|
> 40k.

Then, by a Chernoff bound for hypergeometric random variables,
1
P(|[jo] N Aro| < 20k) < eXp(—§40k) < exp(—5).

Thus, E,, occurs with probability at least 1 — exp(—>5). Furthermore, we note that for any r > rq, P(ES) <
exp(—5).
Furthermore, by Lemma 8 of Jamieson and Jain (2018), for any r» € N and i = 0, 1,

P(E7,) = E[P(E7,|Ar)] < 0.

Finally, note that for every r > ry and any ¢ € (0,1/40) we have

1
P(ES) < exp(—5) 4+ 26 < 16

Furthermore, we claim that P(ﬂj‘iroElC) = 0. Let s > rg; then, using the independence between brackets,

1
PO, Bf) < P(N_r Bf) = 1 — 0

as § — 00, proving the claim.

Step 2: Gap-Independent bound on the number of samples. For the sake of brevity, write 7 instead of

7 and 7(") instead of T,gT). Then, by the independence between brackets, the fact that U2, E, N (Nyy<i<rEf)

T=To
occurs with probability 1, and line 11 of Lemma 4,

Elr] = Er H{U7Z, B 0 (Nrp<i<r B}

T=To
oo

> EF{E. N (Nry<i<rEf)}]

™

IA

%
Il
o

E[T(T)l{Er N (Npo<i<rEr)}

1
I
4
[=}

E[T(T) 1{ET}}P(0T0§Z<TEIC)

)

ﬁ
I

A

(=)

o~ 3 log(A}%) B log(Azz) 1
< 31N 1) loa(1A4, A Tog(r 2004 |87 log (22 )

s=0
] B log(A‘_2 ) . B log(A72 ) 1
+10g(2° | Ay | A% log(ro + ) —22))2°| Ay | A5 log((ro + 5) —52))] -
We bound the first term as follows:
2071 25(rg + 5 — 1) > (ro+s—1)
— gro—1 ) 17
16% Z 8 (17)
s=0 s=0
< c2"rg (18)
< c’,ﬁklog(_ﬁk)
Jo Jo

< " Hia(po; jo) log(Hia (o3 jo))-
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where the last inequality follows since A;j? >1forall i <j € [n]U{0} since pg, 1, .-, pn € [0,1].
We note that
log(Aj, log(A’ log(A
log((ro + S)M)) < C[log(row +lo log(&j,.0)

< ' log(ro

and

log(A7%) log(A72)

tog((ro + 8)%)) log(|Ar, |27 log((ro + s)fjo’O
A 2

%) + clog(s)) + s

log( Aj_o?o )

log(2°[ Ay, A% )+ s

< log(|ATU|AJO oc’ log(r

< log(|ATO|A]0 ', log(ro ) + ¢ log(log(s)) + s
—2

1
Og( JO, ))))+C/II/S

l>c>q

< " log(| A5, |52 log(ro

>

Then,

e . B log(A72) . B log(Af2 )1
> lon (2145, 852 log(ro + )< ))201 4, [ A2 log((r + )iy L
s=0
> log(AZ log(Af) 1
< I oA 45 ot ) ¢l A 5 oo )+ elog(s] g

log(A7%) log(A5%)
< ' IOg(|Aro|Ajo 0 1Og( +)))|AT0 ‘AJO 0 IOg( %))
1)

lo A‘Q
g( 5J0, ))) + e NNW‘AT0|AJOO

log(A 02 ) log(A'ﬁoz )
5] 0 )))|A70|Ago 0 (TO do,0

Plugging in |A,,| and r¢ yields the gap independent bound.

+ c///// log(‘Am |AJ_0?0 log(’r‘o ))) |Aro |Aj_o2,0

/H/”|AT0 |AJ0 A log(

< ////////1 g(|ATO|AJO A (TO

E.2 Proof of FWER-TPR

In this section, we prove an upper bound for the FWER-TPR . version of our Algorithm (see Algorithm 2). We
note that the gap-dependent upper bound in Theorem 3 follows as a corollary since whenever the FWER-TPR
version of our Algorithm 2 accepts an arm, the FDR-TPR version of our Algorithm 1 accepts the same arm.

Theorem 6. Let 6 € (0,1/40)5. Let k € [|Ha|]. For all j € {k,...,|H1|} define

nk og(A77)
HrwER (K05 J) {Z sz]o} log( *5108’; 1\/Jo Z A 10% f)
i=m+1
top arms bottom arms

Let (Fi)ten be the filtration generated by playing Algorithm 2 on problem p. Then, Algorithm 2 has the property
that P(3t : Q; NHo # 0) < 26 and there exists a stopping time 1, wrt (F)ien such that

Elm] < Ckglji?m Hewer (1o; ) log(Hewer (o3 ) + A5 log(?klog(Agg)/é)) (19)
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and for all t > 7, E[|Q: N H1|] > (1 = d)k.

E,, By, and F,, are defined as in Section E.1.
Lemma 5. Fiz § € (0,1/40), k € [|H1l], jo € {k,...,m}, and r € N such that 2" > k. Define

mm (27, n) IOg(Az_v] 0 2 (Aj 21)
U, = Z Azwo o log(min(2" n)ri0 Z A7 = log( 5 2.
i€H, i€Ho

Let (Fi)ten be the filtration generated by playing Algorithm 2 on problem p. Then, there exists a stopping time
Tk wrt (Fi)ten such that for all t > 7, E[|Q: N H1|] > (1 — )k, and

log(A

E[1{E, N Ey, N Ey, . }71] < 271 (r — 1) + U, log(U, + A;jo log(min(2",n)r %))))] (20)

where ¢ 1s a universal constant.

Remark 2. Note that Hrpwer (po;j) ~ Uhlog, (2k)]-

Proof. Step 1: Define stopping time. Define

7, =min(t € NU{oo} : [A, N[jo]| > k and Z, N A, N H1 C Qy).

Observe that for all ¢ > 7, E[|Q; N H1|] > (1 — )k since for ¢ > 7,

E[|Q: N Hal] > E[|Ze N Ay NHy|] > (1= 6)[As NHy| > (1 - 6)k.

Let r € N. Define
T=|{teN:ZnA.N[jo] & Q: and R; =1},
By the same argument used in Lemma 4 to obtain line (13),

{E}m, <277 '(r —1) + log(1{E}T)1L{E}T]. (21)

We can use the same argument that was used to obtain line (14) and line (15) in Lemma 4 and the lower bounds
1 <o(i) and p > 1 to obtain

1{ET < A2 o841 22
Eyr<e Y Az E ) (22)
i€EHONA,
]0 0 (A;\/ng,o)
+ [H1 N [jo]° N A, |A]0010g(7 > AL olog(Ar? 7)
5
1€EH1NA,
og(AZ log(AR/ o)
Z A 2 log ] = Z Aszo Olog |A |7‘%)] (23)
1€HeNA, 1€H1NA,.
=5, (24)

where the second inequality follows from the fact that A;yj,,0 > Aj,.0 so the third term absorbs the second.

Using lines (23) and (21),
{E}m, <277 (r — 1) 4 1og(S,)S,]

but note that now the bound depends on the particular random elements of A, NHy and A, NH;.
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Step 2: Bounding E[log(S,)S,]. Next, taking the expectation of both sides and focusing on the expectation
of the second term,

A 2
E[log(S = A% log( (5” J) E[1{i € A, }1og(S,)]
i€Ho

A2
+ ) A0 los(| A lr? %)Eu{i € A, }og(S,)).
1€H1

It suffices to bound the first sum since the argument for the second is the same.

. . min(2",n
E[1{) € A} log(S,)] = Eflog(8)|j € 4,)220") (25)
(o
< log(E[S, ) € ATDM (26)
r log(Ax
= log(mm( Z sz] olog (min(2" n)rog(fzw))
i€H1
_ log(A%) log(A72) min(2",n
+ Z Aju?i log( 5]07 )} + A]OZJ log( 5](” )) (n ) (27)
i€Ho\J
1 AfQ' in(or
S log(ST + AJ_O?] log( Og( 6]0,2) )) mln(n 9 n) , (28)

where line (25) follows by the law of total expectation, line (26) follows by Jensen’s inequality, and line (28)

follows since § < ‘;ﬁ if @ <b. Thus, collecting terms,

o . log(A}, %)
E[1{E, N Ey, N Ey 7k < Uplog(U, + Ajo,o log(min(2", n)r%))

yielding line (20). O

Proof of Theorem 6. Step 1: Showing P(3t: Q;NHy # 0) < 26. First, we show that P(3t : Q;NHy # ) < 26.

NE

P3t: QiNHe#0) <> P3:QNANHy#D)

r=1

<Y P@EteNandieHoNAr: i, ) — UTin(t), W) > o)
r=1 T

<Y PEteNandieHoNA: flir,, ) — UTin(t), i |r2) > )

%
Il
-

<

MS

A,
| ﬂ/HQHA‘Q

ﬁ
Il
-

0
)

IA IA
@T“M EM 8

Step 2: Defining the stopping time. As in the proof of Lemma 5, define

7, = min(t € NU {oco} : 3s such that |As N [jo]| > k and Z, N A; N Hy C Qy),
7" = min(t € NU{oo} : |4, N [jo]| > k and T, N A, NH; C ).

As was argued in Step 1 of the proof of Lemma 5, for all ¢ > 7, E[|Q; N H1|] > (1 — )k since for ¢ > 7.
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Step 3: A lower bound on the probability of a good event. Let jg € {k,...,m} minimize (19). Define
E, = E, N Ey, N Ey,. We note that since {p;,,}ic[n),ren and the brackets {A,}, ey are independent, {E,}.cn
are independent events. Let rg be the smallest integer such that

min(40-Lk, n) < 270 < 80k,
Jo Jo

Note that if 2" > n, then the bracket r¢ has n arms.
As was argued in the proof of Theorem 5 we have that
1
P(EY) < exp(~5) +20 < 7.
and that P(Nj2, Ef) = 0.

Step 4: Gap-Dependent bound on the number of samples. For the sake of brevity, write 7 instead of

7 and 7(") instead of T]gr). Then, by the independence between brackets, the fact that U2, E. N (Npo<i<rEf)
occurs with probability 1, and Lemma 5,

E[r] = B[t {2, Er 0 (Nro<i<r E)}]

T=To

< i E[r1{E, N (Nry<i<+E7)}]

T=TQ
oo

< Z E[r"1{E, N (Nry<i<r Bf)}]

T=To

= Z E[T(r)l{ErH]P(mrggl<rElc)

=70

8

IOg(Aj_[fo) 1
ool 1

< Z c[2 7 (r — 1) + U, log(U, + A;O?O log(min(2", n)r

T=TQ

= r—r T0— r—"r =T T r—r ]'Og(A'iQO) 1
<D el 2 (1) 4O log(A7 T Uy, + A log (270 27— )

=70

where we used Lemma 4 and the fact that 4°U, > U, for any s > 1, which holds by the following argument

s ,min(2",n) e log(A; 2 (A*2)
LU =4 T Z szm o log(min(2 JL)T& Z A 2 log 5]" )
1€H1 i€Ho
min(2"+, n) _ e log(AZ 0g(A72%)
> —— ) A, o log(min(2" ,n)ri + 37 A2 log( TJO)]
1€H i€Ho
min(2" ¢ n s log(Al og(A7 22)
> Z Az\/] o log(min(27* ,n)ri\/”o Z A% 2 10g 610 )]
1€H i€Ho

— Uprts-

Next, we can bound the first term using the same argument in line (18):

> 1
T—7 ro—1 T
E 27— To . 20 (r—1)16r_r0§020r0

r=ro

< ¢ L log(LLk)
Jo Jo

< "Hewer (1o; Jo) log(Hrwer (1o; Jo))-

where the last inequality follows since A >1for all i < j € [n]U{0} since po, ft1,-- -, pn € [0, 1].



Julian Katz-Samuels, Kevin Jamieson

Next, we bound the second term.
- 1 K - T =T 10g(A72 )
D~ 5 Uno Log(47 77Uy, + A% log(2" - 27770 (s + 1) ——=20)))

T=To

- L s — r IOg .
- Z EU"'O log(4°Uy, + Ajo?o log(2" - 2°(s + To)%)))

log(A2
< Z — Uy, log(4°Uy, + /A2 log(TOTOM)) +c's)

Jo,0 )
oo log(A:?
<Up, Y, %[C” log(4°Uy, + /A2 log(TOroM))) " log(s)]
s=0
=1 . IOg(A'_?o) s
<U, ;J 4—[ "log(Uy, + ¢ AJO , log(2 Oro%))) + " log(4°) + " log(s)]
log(A72
<"U,, log(Uy, + Aj_[fo log(Q"’TOw)))
log (A %)

<"U,, log(U,, + Aj_o?o log(2" )))

g(A%)

1 il
)

< """ Hewer (103 jo) log(Hewer (10; Jo) + A% log(2"

where we used Uy, < ¢cHrwer (to;jo) and

log(AT2 log(A:2
7og( 30’0))):10g(27"°(s—|—m)70g( o)

log(2™ - 2°(s + 1)
lo
< ' log(2"rg

lo
< "log(2"°rg &

E.3 Proof of e-Good Arm Identification

We restate Theorem 2 with the doubly logarithmic terms.
Theorem 7. Let € >0 and 6 € (0,1). Define m = |{i: u; > u1 — €}|. For all j € [m] define

m AT 2
7,1
Z Az\/j m+1 lOg 5 IOg( 7,V] m+1 Z A IOg )
i=m+1
%,_/
top arms bottom arms

Let (Fi)ten be the filtration generated by playing Algorithm 1 on problem p. Then, there exists a stopping time
T wrt (F)ien such that

El7] < ¢ min Hy(e; ) log(Hg(e; j) + A7 04 log( 75 log(A} 7 41))) (29)

F€E€[mM]
and P(3s > 7 : po, < p1 —€) < 26.

Lemma 6 is the key intermediate result in the proof of Theorem 7; its role is similar to that of Lemma 4 in the
proof of Theorem 5 and the proof is technically similar to the proof of Lemma 4. For any r € N and j € [m)]
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define the events

F9) = {A, n[j] # 0}

i _ 1 _ 1

FR=1 X Afleeo)=5 3 Ajfleg(ph
ieA,,.:ui<w++l o ieA,.:ui<w++l

FY) = (3io € AN [j] .5t € Nt [flig e — o] < U(t,6)}.

F, @ 1) says that there is at least one arm in bracket r with mean at least p1; > fiy,. FT(Q allows us to avoid a union

bound and says that most of the arms in bracket r with mean at most % have large p; ,. Finally, FT(JB)
says that at least one of the arms in the rth bracket with mean at least ;1; > p,, that concentrates well in the
sense that p; , > 9.

Lemma 6. Let € >0, m = |[{i : p; > p1 — €}, jo € [m], and r € N. Define

min(2",n i 10g(sz2 m+1
Y, = ZAWJO m_s_llog(\Ar\rA Z Ajollog
1=m-+1

Let (Fi)ten be the filtration generated by playing Algorithm 1 on problem p. Then, there exists a stopping time
T wrt (Fi)ten such that P(3s > 7 : po, < p1 —e€) <26, and

log(A-2
[l{F (o) A F(]o) NF Jo)}T] <[ l(r —1)+ Y, log(Y, + AJ m1 10g(|AT|rw)]. (30)

Remark 3. Note that Hg(€;j) = Yiog,(2)]-

Proof. Step 1: Define stopping time. Our strategy is to define a stopping time 7 that says that some arm
¢ that is e-good has been sampled enough times so that its confidence bound is sufficiently small and then to
show that with high probability for all ¢ > 7, (i) the lower confidence bound of arm i is above p,,+1 and (i) the
algorithm always outputs an e-good arm. To this end, define

1 m _ Al 1 1)
7 =min{t e NU{oo}:3s € Nand Ji € A, s.t. y; > % and T, (1) > U~ (R a)h

We claim that P(3t > 7 : po, < p1 — €) < 24. Define the event
‘ . )
F={VteN,seN, and i € A : |fl;s,0 — pi| <U(t, W)}

By a union bound, F' occurs with probability at least 1 — 24. Suppose F' occurs and let ¢ > 7. Then, since t > T,
there exists a bracket s and an arm i € A, such that u; > W and T; 4(t) > U_l(w, E» \32) Then
by event F',

) )
List .ty —U(Ts(t), =—=) > i —2U(T; s(t), ——
i s, T; s (t) ( ,() |AS|82)_M ( ,() |Ag|$2)
Aivjo,m+1
> g 9
> Mm+1

where the last inequality follows by considering separately the cases (i) u; > pj, and (%) p; < pj,. Towards a
contradiction, suppose that there exists a bracket so € N and another arm j € Ay, (j # %) such that p; < 1 —e
and the algorithm outputs j at time t. Then, by event F,

—~ o ~ 1)
i = Hj,so,Tj o (8) — U(Tj,s (1), m) 2 i1y (t) — U(Tis(t), W) > Hmt1 2 My,
S0 S

which is a contradiction. Thus, P(3t > 7 : po, < p1 —€) < 24.
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Step 2: Relating 7 to bracket r. Next, we bound E[l{F,Sﬂ”) N FT(JQO) N Fr(j;)}T] For the sake of brevity, we

write F).; instead of Fr(ff) and define F,. .= F,.1 N F, 2N F, 3 and since we will only focus on bracket r, write i; +,
T;(t), and p; instead of fi; ¢, T;,-(t), and p; .. Define

T=|{tcN:R =rand i €A, st u> % and T,(t) > U~} (=i, )

i.e., the number of rounds that the algorithm works on the rth bracket and there does not exist i € A, s.t. u; >
m and T;(t) > Ufl(w, ﬁ). By the same argument given in line (13) in Lemma 4, we have
that

E T <277 (r — 1) + log(T1{EV)TL{E .

Step 3: Bounding T'1{F,}. In the interest of brevity, define F(t) = {#i € A, s.t. p; > % and T;(t) >

—17Aivig,m
U 1(%‘“,#)} Then,

1{F,)T < 1{F,} i 1{R, =r F(t)}

= [jo + Mmi1 [jo + Moms1
SUEY Y Uy, < 0TI gy > B T )
t:Re=r

We bound each sum separately. Note that by F;. 3 there exists an ig € A, NG, such that
Hio Tiy (1) + U (L3 (8),0) = prig > fijo- (31)
Let j such that p; < % Then,
tj,r, ) + U(T;(t),6) < pj + U(T;(t), pj) + U(T;(t),6) < pj + 2U(T5(2), p;0).-

Thus, line (31) implies that if T} (¢) > U’l(A’f’j ,p;0), arm j is not pulled since in that case

R A
iy + U(T5(0),0) < py + 2U(T; (1), ps0) < pj + =57 < pjo-
Thus, by arguments made throughout this paper (e.g., line (14) of the proof of Lemma 4) and the event F o,

3 _ log(A,_OQ.)
Z Hur, <m—e€f <c Z Ajoz,j log(———J0:3°

t:Ry= . HjqtHr
t=r ]eAr:}l.j<7JO 2m+1

Finally, by event F' we clearly have

s} —2
Wio + tmt1 —2 10g(A5Vjm+1)
I U ECHED DI R Sy
t:Riy=nr jEArIMjZHJO_F;erl
Thus,
3 log(A»*Qv) 3 log(Afzv 1)
URIT < Y Al ) Y AR Tog( A e
jeAriﬂj<M jGArCH_jZL:mH
_ log(A»_Q») _ IOg(A‘_\/Q‘ m+1)
<d Y A log(——%) + Y A log (| A, |r ——+52=—=)]
JEA i <pr—e€ JEA ;> —e

=cX,
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where we used the fact that for j satisfying p; < W#, it follows that

Hjo — Hm+1 Ajo,m+1
Djoj = Mo =y = =g = =

Then, using the same argument from lines (25)-(28), we have that

log(A72
EX, log(X,) < Y, log(Y, + AJ "l 10g(|AT|rM)]

Thus, putting it together,
log(A7?
E[1{1{F}7] < c[2" 7 (r — 1) + Y, log(Y; + A;O?mﬂ log(|AT|rM)]

O

Proof of Theorem 7. Let jo € [m| minimize the optimization problem in line (29). Let ro such that be the
smallest integer such that

min(40—, n) < 27 < 80—
Jo Jo

For the sake of brevity, we write F,, ; instead of F(j0 . We bound P((F, 1 N Fry 2N Fry3)¢). By a union bound
and the law of total probability,

P((FTo,l N F7'0,2 N FT'0,3)C) FC Tcg 3) + P(Frco 2)
F, 1) + P(Fy, 3| Fr1) + P(F )
+]P>( 0, 1)

26
20 + exp(—5)
1
16

(
(

IN I/\ IN A
< 9

IA

The rest of the proof proceeds as the proof of Theorem 5 starting at step 2. O

E.4 Proof of FWER-FWPD

Finally, we present a Theorem for the FWER-FWPD version of Algorithm 2. Although it is possible to use the
ideas from the other upper bound proofs to establish a result that depends on the distribution of the arms in
H1, for simplicity our upper bound is in terms of A = min;e, p; — o and m == |{i : pu; > po}-

Theorem 8. Let § € (0, 55). Let k € [|[Hi]]. Define

Vi = (%k — k)A™?log(max(k, log log(%k%)) log(A—2 log( k)/0)

+ klog(max(%k‘ — (1 - 26(1 + 46))k, log log(%kg)) log(A™2) log(%k) /6)]

< (k— )A1og(k/6) + klog( mk— (- ?5(1 +49)k,

Furthermore, define
A = min(t eN: |Rt ﬁ?—ll\ > k)
Then, Algorithm 2 has the property that P(3t € N: Ry NHg # 0) < 108§ and

E[\e] < clog(Vi)Vi.
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Lemma 7. Let § € (0,.01). Let k € [|[H1]]. Let r € N such that 2" > k. Define

Ar =min(t € N: Ry N A, NHy| > k).

Define
. ro_ 3 |H1| r —2 : ‘H1| T T —2
V= (2" — min(|H4], o 2"))A™* log(max(min(|H1], . 2"),loglog(r2" /6)) log(A™=)r/d)
: |H1‘ r T . |H1| T r2" -2
+ min(|H4], . 2") log(max(2" — (1 — 25(1 + 46)) min(|H4], . 2"), log log( 3 ) log(A™*)r/§)]

Then with probability at least 1 — 66 — 2exp(—2""3) — P(|A, N Hi| < k),
Ar < e(277H(r = 1) + log(Vi) V).
Proof. Step 1: Definitions and events. Recall R, is the bracket chosen at time ¢ and define
T=H{teN:A.NHy ¢ Ry and Ry =1},
i.e., the number of rounds that the algorithm works on the rth bracket and A, NH; ¢ R;. Define the events

Era = {l4 N Hy| = K}
Sra = {|A, N Hy| < min([Hy), Falort1y)y
Y3 = {|4, N H1| > min(|H4], %27‘—1))}

If 2771 > n, then |A, NH;| < [H:| implies P(X,) = 0. Therefore, suppose 2"t < n. Then, by multiplicative
Chernoff for hypergeometric random variables,

|H |

P(Z5,) = P(lA, NHy| > T2’”“) < exp(—%z“‘l) < exp(—2"72%)

Similarly, if 2" > n, then |A,| = n and P(3{ ,) = 0. Therefore, suppose 2" < n.

|H |

B 5) = B4, 1] < T2l < e Pl < o)

Since the algorithm essentially runs the FWER-FWDP version of the algorithm from Jamieson and Jain (2018)
on each bracket r with confidence §/r%, we can apply Theorem 4 of Jamieson and Jain (2018) directly to obtain
that there exists an event 3, 4, which only depends on the samples of the arms in bracket r, such that }P’(E,ﬂ 1) <66
and on X, 4

T < [(JA-| — |Ar N 'Hl\)A_Q log(max(|A, N H1|,loglog(|Ar|/d:)) log(A_Q)/(sr)

Ay
+ A, NH1|A % log(max(|A,| — (1 — 26,(1 4 45,)| A, N H;|, log log( | 3 |)) log(A™2)/6,)].

This roughly says

T < (JA] — |A- N H1)A 2 log(|A, NHy|/6) + | A N H A 2 log((| A — |Ar N H1])/F).

Step 2: Bounding A,. In what follows, assume X, 1 N X, 2N X, 3N X, 4 occurs, which happens with probability
at least

1—66 —2exp(—2""%) — P(Z5 ;).

By the same argument given in lines (12) and (13), event X, ; implies that

A < e(277H(r — 1) + log(T)T).



The True Sample Complexity of Identifying Good Arms

Furthermore, using ¥, 2 N X, 3 N X, 4,

T <c[(|Ar] = |Ar 0 H1|)AT? log(max (A, N Hyl, loglog(|Ar|/6,)) log(A™2)/6,)

A, (A ogmasx(A, | - (1= 26,(1+ 45,)]A, (1 7] og log(2) 1og(A2)5,)]
<[(|4;] = [Ar N H1|)A™? log(max(|A, N Hal, loglog(r|A,]/5)) log(AJ);/ﬂs)

+ |A, N H1| A% log(max(|A,| — (1 — 26(1 + 46))|A, N Hy], log log(r|?r| )) log(A~2)r/5)]
<"[(2" — min(|H4], @2’”))A*2 log(max(min(|H4], %27”)7 loglog(r2"/8)) log(A™2)r/4)

27"
+ min(|H|, @QT)A_Q log(max (2" — (1 — 26(1 + 40)) min(|H4], %QT), log IOg(Té )) log(A™2)r/6)]

O

Proof of Theorem 8. We note that the algorithm essentially runs the FWER-FWDP version of the algorithm
from Jamieson and Jain (2018) on each bracket r with confidence §/72. Therefore, by Theorem 4 from Jamieson
and Jain (2018),

)
P(EIteN:ArﬂRtﬂHO#(D)SGT—Q

Thus,

PEteN: R NHo#0) <PEteN,reN: A, NR;NHy #0)
<) P@EteN: A NR,NHo #0)

reN

Let 79 € N be the smallest integer such that ro > 6 and
min(40—k,n) < 270 < 80— k.
m m

If 27 > n, then P(|A,NH1| < k) = 0. Otherwise,by multiplicative Chernoff for hypergeometric random variables,
P(|A, NH| < k) < exp(—5).

In the interest of brevity, define ¥, = X, 1 NX, 2 N3, 3N X, 4. Observe that {X, },en are mutually independent.
Further, using & € (0, 55), for all brackets r > rg, the events occur which happens with probability at least

1
P(XF) <60+ 2exp(=2"") + P(7,) < 75
The rest of the proof proceeds as in Step 2 of the proof of Theorem 5. O

F eGood Arm Identification: Favorable Verifiable and Unverifiable Sample
Complexity

One practical concern about the SimplePAC setting is that it is not clear when to stop the algorithm. To
address this concern we propose Algorithm 3, which combines Algorithm 1 and LUCB from Kalyanakrishnan
et al. (2012) to achieve the best of both worlds of PAC and SimplePAC. Let LUCB(¢) denote the LUCB algorithm
that terminates once it finds an e-good arm. Let (¢, ) denote the confidence bound used in Kalyanakrishnan
et al. (2012); although, it is possible to tighten these confidence bounds, for the sake of simplicity and brevity we
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Algorithm 3 To Verify or not to Verify: e-Good Arm Identification

1: Input: € >0
2: for t=1,2,...do

3:  Pull arm according to sampling rule given by the e-good arm identification version of Algorithm 1
4:  Pull arm according to sampling rule given by LUCB(¢)

5:  Let O be the arm returned by the e-good arm identification version of Algorithm 1
6:  if LUCB(e) terminates then

T Let j denote the arm returned by LUCB(e)

8: ro = Argmax, enfo,,r, 1o, (1) — U(Tor.r(t), zo52)

9: if 110, ,r0,1; (1) — U(T0,,ro (1), W) > ﬁ},Tg(t) - B(Tj(t)7 §) then

10: Set /’L.\t = Ot

11: else

12: Set iy = j

13: Output /Z'\t and terminate.

14:  else _

15: Set it :AOt

16: Output ¢

use theirs so that we can appeal to their sample complexity results. Algorithm 3 takes a desired tolerance € > 0
as input, runs LUCB(¢) and the e-good arm identification version of Algorithm 1 in parallel without sharing
samples between the algorithms,® and outputs an arm iy at every iteration. This arm iy is the arm O, suggested
by Algorithm 1 for every iteration until the termination condition of LUCB(¢) obtains at which point algorithm
3 decides whether to output O; or the arm suggested by LUCB(e). Let fi;; denote the empirical mean at time ¢
of arm ¢ based on the samples collected by LUCB(¢) and T; ; denote the number of pulls of arm 7 at time ¢ by
LUCB(e).

Theorem 9. Let p be a problem instance and let § € (0,1/40) and €1,e5 > 0. Let (Ft)ien be the filtration
generated by running Algorithm 3 with input €1 on p. There is a stopping time Tgimpie Wrt (Fi)ien such that

E[Tsimple] < min U, (’Y) log(Uez (’Y) + A;’L?(g,’y) (32)

S (0’62)

and P(3s > Teimple ;< 1 — €2) < 2§. Furthermore, there exists a stopping time Tpac wrt (Fi)ien such that

He/2
E[rpac] S H/?log(

) (33)
where HY = Zie[n] max(py — pi,y) "2 and at time Tpac the Algorithm 3 terminates and returns an arm ?TPAC
such that P(p < py — min(eq, e2)) < 34.

TPAC
To interpret the Theorem 9, suppose that €; > ez > 0 are such that E[7smpre] < E[rpac]. Then, Theorem 9
says that Algorithm 3 with input €; starts outputting an es-good arm in nearly optimal time and certifies that
it is an €;-good arm in nearly optimal optimal. Thus, Algorithm 3 achieves the best of both worlds.

Proof of Theorem 9. Theorem 6 of Kalyanakrishnan et al. (2012) implies that there exists a stopping time Tpac
wrt (F)ten such that at time 7p 4¢ the Algorithm 3 terminates and (33) holds. Theorem 2 implies the existence
of stopping time Tgjmpre Wrt (Fi)ien such that (32) holds and P(3s > Tgimpie : o, < 1 — €2) < 26.

It remains to show that when the Algorithm 3 terminates at ¢ = 7pac, P < p1 — min(er, e2)) < 34.

lrpac
Define the event

0
F = {Vt S N,S € N7 and i € AS : |//J\4i’3’t _/,LZ‘ S U(t, W)}
S

By a union bound, F' occurs with probability at least 1 — 2§. By the argument in Step 1 of the proof of Lemma
6, on F, for all t > Tgimpie
~ 0
max,eNHO,,r,To, »(t) — U(To, r(t), W) > i.#_rggfgez i
r i<

3Samples should be shared in practice.
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Next, define the event

E={vteNandVien: [ -l <B(t0)}

By Theorem 1 of Kalyanakrishnan et al. (2012), P(E) > 1 — ¢ and on E,

ﬁ;vT?(TPAC) o 6(TE(TPAC)’ 0) > —e
Suppose F' and E occur, which by a union bound occur with probability at least 1 — 39. Either ?TP he = 3 or
irpac = Orpae. SUppose i, = j. Then,

ILI,’,\

trpac

E 'a;,T;(TPAc) - ’B(Ty(TPAC)’ )

5

> maXrENﬁOhT‘,TOt.r(t) — U(TOf,,r(t)a W)

> max
1 Spy—€2

which implies that - > p1 — min(eq, €2). A similar argument proves the case ?T =0, .
hich lies that p > [ A 1 g t th pac = Orpac
TPAC

G Experiment Details
We used two publicly available datasets to base our simulated experiments on.

G.1 e-good arm identification

For the e-good arm identification experiment, we used the New Yorker Magazine Caption Contest data available
at https://github.com/nextml/caption-contest-data. Specifically, we used contest 641 conducted the first
week of December of 2018. Briefly, visitors to the site nextml.org/captioncontest are shown a fixed image
and one of n captions that they rate as either Unfunny, Somewhat funny, or Funny. When they make their
selection, the image stays the same but one of n other captions are shown (uniformly at random for this contest).
Contest 641 has n = 9061 arms and each one was shown about 155 times. For the ith caption we define fi; 1, as
the proportion of times Somewhat funny of Funny was clicked relative to the total number of times it was rated
denoted T;. These empirical means ji; 7, were treated as ground truth so that in our experiments a pull of the
ith arm was an iid draw from a Bernoulli distribution with mean fi; r,. Figure 4 shows the histogram fi; 7, and
T; for all n = 9061 arms.

To measure 7y,, we run LUCB and BUCB for 3 million rounds; for a given € > 0, 7y is the first round at which
the empirical probability of returning an e-good arm is above 1 — § at every t € [ry7.,3 - 10%]. To measure Ty,
for LUCB, we run LUCB for 20 million rounds and report its guarantee on the returned arm at every t.

G.2 Identifying arms above a threshold

This dataset is from Hao et al. (2008). The study was interested in identifying genes in Drosophila that inhibit
virus replication. Essentially, for each individual gene ¢ € [n] for n = 13071 the researchers used RNAi to
“knock-out” the gene from a population of cells, infected the cells with a virus connected to a florescing tag,
and then measured the amount of florescence after a period of time. The idea is that if a lot of florescence was
measured when the ith gene was knocked out, that means that gene was very influential for inhibiting virus
replication because more virus was present. A control or baseline amount of florescence g (and its variance) was
established by infecting cells without any genes knocked out. Using these controls, each measurement (pull) from
the ith gene (arm) is reported as a Z-score such that under the null (gene ¢ has no impact on virus replication)
an observation is normally distributed with mean u; = pg with variance 1. We make the simplifying assumption
that if the gene did have non-negligible influence so that p; > 0, then the variance was still equal to 1.
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Figure 4: Empirical means and counts from the New Yorker Magazine caption contest 641. There were n = 9061
arms.
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Figure 5: Drosophila data.

As described in Hao et al. (2008), the researchers measured each of the n = 13071 genes twice and eliminated
all but the 1000 most extreme observations, and then measured each of these 1000 genes 12 times. Finally, they
reported the 100 genes that were statistically significant of these 1000 genes measured 12 times. To generate
the data for our experiments, we average just the two initial measurements from all n = 13071 measurements.
Two averaged Z-scores of the ith gene, denoted [i;, have a variance of 1/2 which more or less buries any signal
in noise. If we adopt the model fi; ~ N (p;,1/2) then we can perform a a maximum likelihood estimate (MLE)
of the original distribution of underlying {u;}? , using a fine grid on [—4,4], the range of the observations.
The normalized histogram of {fi;}; as well as the MLE of the {u;}; are shown in the first panel of Figure 5.
Reassuringly, there is a spike with mass of about .97 at 0 indicating that the vast majority of genes have no
influence on inhibiting virus proliferation. The majority of the remaining mass lies in a spike around 1. To
encourage the distribution of the means not at 0 to have a bit more shape, we use a small amount of entropic
regularization without increasing negative log likelihood too much. For our experiments we used A = le™%.

G.3 Algorithm Details

We use 6 = 0.05 for all of the algorithms. For the implementation of our algorithms, we chose the starting
bracket to have size 26. We share samples between the brackets and stop opening brackets after a bracket of size
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n is opened.

For the e-good arm identification experiment, we change the sampling rule slightly to mirror LUCB in the
following sense: at each round, the algorithm pulls both a maximizer of the empirical mean and a maximizer
of the upper confidence on the mean. The theory on BUCB directly applies since once of these arms must be
the same arm that BUCB would pull. We also use a heuristic where we remove a bracket if its maximum lower
confidence bound is less than the maximum lower confidence bound of a larger bracket.

For the experiment concerning the dataset of Hao et al. (2008) we used the FDR-TPR versions of our algorithm
and the algorithm of Jamieson and Jain (2018). Following the advice of Jamieson and Jain (2018), we use the
Benjamini-Hochberg procedure developed for multi-armed bandits at level ¢ instead of O(d/log(1/4)). We used
the following two heuristics for our algorithm. First, we give each bracket a point if it pulls an accepted arm more
than any of the other brackets. Then, we remove a bracket if its score is less than the score of a larger bracket.
Second, we estimate the number of pulls required for each bracket to accept 5 additional arms and choose the
bracket with lowest estimate 90% of the time and otherwise cycle through the brackets.* We calculate this
estimate as follows. For each bracket, we take the 5 arms with the largest empirical means and estimate the
remaining number of times that they need to be pulled by

ﬁi_’%(t) log[ size of the bracket - number of total brackets to open /0] — T;(t).

For the other arms, we estimate the number of times that they need to be pulled before accepting 5 arms with
the largest empirical means in the following way. Let A denote the value of the fifth smallest mean multiplied
by a factor of 2, which estimates roughly the value of its upper confidence bound at the point at which it is
accepted. Then, the estimate is

(A = i1, 1))~ 2 log[ number of total brackets to open /8] — Tj(t).

We note that while the above heuristics for removing brackets break the sample complexity guarantees of the
algorithms because they may remove a good bracket, the algorithms are still correct in the sense that the
confidence bounds hold with high probability. We ran each experiment for 100 trials. We also plot 95% confidence
intervals.
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