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Abstract

We present two stochastic variance-reduced PCA algorithms and their convergence analyses. By deriving explicit forms of step size, epoch length and batch size to ensure the optimal runtime, we show that the proposed algorithms can attain the optimal runtime with any batch sizes. Also, we establish global convergence of the algorithms based on a novel approach, which studies the optimality gap as a ratio of two expectation terms. The framework in our analysis is general and can be used to analyze other stochastic variance-reduced PCA algorithms and improve their analyses. Moreover, we introduce practical implementations of the algorithms which do not require hyper-parameters. The experimental results show that the proposed methods outperform other stochastic variance-reduced PCA algorithms regardless of the batch size.

1 Introduction

Principal component analysis (PCA) (Jolliffe, 2011) is a fundamental tool for dimensionality reduction in machine learning and statistics. Given a data matrix \( A = [a_1, a_2, \ldots, a_n] \in \mathbb{R}^{d \times n} \) consisting of \( n \) data vectors \( a_1, a_2, \ldots, a_n \) in \( \mathbb{R}^d \), PCA finds a direction \( w \) onto which the projections of the data vectors have the largest variance. Assuming that the data vectors are standardized with a mean of zero and standard deviation of one, the PCA problem can be formulated as

\[
\begin{align*}
\text{maximize} & \quad f(w) = \frac{1}{n} \sum_{i=1}^{n} (a_i^T w)^2 = \frac{1}{2} w^T C w \\
\text{subject to} & \quad \|w\|_2 = 1
\end{align*}
\]  

(1)

where \( C = \frac{1}{n} A A^T \in \mathbb{R}^{d \times d} \) is the covariance matrix of data matrix \( A \). Since the largest eigenvector \( u_1 \) of \( C \) maximizes \( f(w) \), (1) can be solved by the singular value decomposition (SVD) of \( A \). However, the runtime of SVD is \( O(\min\{nd^2, n^2d\}) \), which can be expensive in a large-scale setting. An alternative way to solve (1) is to use power iteration (Golub and Van Loan, 2012) which repeatedly applies \( w_{t+1} = C w_t / \|C w_t\| \) at each iteration. The sequence of iterates \( \{w_t\} \) generated by power iteration is guaranteed to obtain an \( \epsilon \)-optimal solution after \( O(\frac{1}{\epsilon^2} \log \frac{1}{\Delta}) \) iterations where \( \lambda_1 > \lambda_2 \geq \ldots \geq \lambda_d \geq 0 \) are the eigenvalues of \( C \) and \( \Delta = 1 - \lambda_2/\lambda_1 \). Since each iteration involves multiplying vector \( w_t \) with the matrix \( C \), the runtime becomes \( O(\frac{n d}{\Delta^2} \log \frac{1}{\Delta}) \). When \( n \) and \( d \) are both large, the runtime of power iteration is better than that of SVD. Nonetheless, it still largely depends on \( n \) and can be prohibitive when \( \Delta \) is small.

In order to reduce the dependence on \( \Delta \) or \( n \), many variants have been developed. To improve the dependence on \( \Delta \), Xu et al. (2018) propose power iteration with momentum (Power+M) based on the momentum idea of Polyak (1964). With the optimal choice of the momentum parameter \( \beta = \lambda_2^2/4 \), the total runtime reduces to \( O(\frac{nd}{\Delta^2} \log \frac{1}{\Delta^2}) \). Also, a stochastic algorithm utilizing a stochastic gradient rather than a full gradient \( C w_t \) is introduced in Oja (1982). Since it requires just one data vector at a time, the computational cost per iteration is significantly reduced. However, due to the variance of stochastic gradients, a sequence of diminishing step sizes needs to be adopted, making its progress slow near the optimum.

Built on the recent stochastic variance-reduced gradient (SVRG) technique (Johnson and Zhang, 2013), Shamir (2015, 2016) propose a stochastic variance-reduced version of Oja’s algorithm (VR-PCA) and its extension for finding \( k \geq 1 \) principal components. Utilizing stochastic variance-reduced gradients, VR-PCA works with a constant step size and converges at an exponential rate, reducing the total runtime to \( O(d(n + \frac{1}{\sqrt{\Delta}}) \log \frac{1}{\epsilon}) \). The analysis of VR-PCA considers a batch of size one. While this implies that it works with any batch size,
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Table 1: Comparison of stochastic variance-reduced methods for PCA and their convergence analyses. Types of convergence and complexity results are summarized. “Local” means that there is a restriction on the angle between an initial iterate and the first eigenvector $u_1$ and “global” implies no such restriction. For VR Power and VR HB Power, $\mu \geq 0$ is a parameter that controls the progress of the algorithms through step size $\eta = \Delta^\mu$ depending on batch size.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Convergence</th>
<th>Iteration</th>
<th>Batch Size</th>
<th>Total Runtime</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>VR-PCA</td>
<td>Local</td>
<td>$O(\frac{1}{\Delta \log \frac{d}{\epsilon}})$</td>
<td>$O(1)$</td>
<td>$O(d(n+\frac{1}{\mu})\log \frac{1}{\epsilon})$</td>
<td>(Shamir, 2015)</td>
</tr>
<tr>
<td>VR Power+M</td>
<td>Local</td>
<td>$O(\frac{1}{\Delta \log \frac{d}{\epsilon}})$</td>
<td>$O(\frac{n}{\Delta \log \frac{d}{\epsilon}})$</td>
<td>$O(d(n+\frac{1}{\mu})\log \frac{1}{\epsilon})$</td>
<td>(Xu et al., 2018)</td>
</tr>
<tr>
<td>Fast PCA</td>
<td>Global</td>
<td>$O(\frac{1}{\Delta \log \frac{d}{\epsilon}})$</td>
<td>$O(1)$</td>
<td>$O(d(n+\frac{1}{\mu})\log \frac{1}{\epsilon})$</td>
<td>(Garber and Hazan, 2015)</td>
</tr>
<tr>
<td>VR Power</td>
<td>Global</td>
<td>$O(\frac{1}{\Delta \log \frac{d}{\epsilon}})$</td>
<td>$O(\frac{n}{\Delta \log \frac{d}{\epsilon}})$</td>
<td>$O(d(n+\frac{1}{\mu})\log \frac{1}{\epsilon})$</td>
<td>[This Paper]</td>
</tr>
<tr>
<td>VR HB Power</td>
<td>Global</td>
<td>$O(\frac{1}{\Delta \log \frac{d}{\epsilon}})$</td>
<td>$O(\frac{n}{\Delta \log \frac{d}{\epsilon}})$</td>
<td>$O(d(n+\frac{1}{\mu})\log \frac{1}{\epsilon})$</td>
<td>[This Paper]</td>
</tr>
</tbody>
</table>

Table 1: Comparison of stochastic variance-reduced methods for PCA and their convergence analyses.

- **Algorithm Convergence Iteration Batch Size Total Runtime Reference**
- **VR-PCA Local** $O(\frac{1}{\Delta \log \frac{d}{\epsilon}})$ $O(1)$ $O(d(n+\frac{1}{\mu})\log \frac{1}{\epsilon})$ (Shamir, 2015)
- **VR Power+M Local** $O(\frac{1}{\Delta \log \frac{d}{\epsilon}})$ $O(\frac{n}{\Delta \log \frac{d}{\epsilon}})$ $O(d(n+\frac{1}{\mu})\log \frac{1}{\epsilon})$ (Xu et al., 2018)
- **Fast PCA Global** $O(\frac{1}{\Delta \log \frac{d}{\epsilon}})$ $O(1)$ $O(d(n+\frac{1}{\mu})\log \frac{1}{\epsilon})$ (Garber and Hazan, 2015)
- **VR Power Global** $O(\frac{1}{\Delta \log \frac{d}{\epsilon}})$ $O(\frac{n}{\Delta \log \frac{d}{\epsilon}})$ $O(d(n+\frac{1}{\mu})\log \frac{1}{\epsilon})$ [This Paper]
- **VR HB Power Global** $O(\frac{1}{\Delta \log \frac{d}{\epsilon}})$ $O(\frac{n}{\Delta \log \frac{d}{\epsilon}})$ $O(d(n+\frac{1}{\mu})\log \frac{1}{\epsilon})$ [This Paper]

conditions for the step size and the epoch size are not precisely given, making it hard to attain the theoretically guaranteed performance in practice.

A stochastic variance-reduced version of Power+M (VR Power+M) is introduced by Xu et al. (2018). Due to the momentum term, the iteration complexity is improved to $O(\frac{1}{\Delta \log \frac{d}{\epsilon}})$. However, a batch size of $O(\frac{1}{\Delta \log \frac{d}{\epsilon}})$ is required to achieve such iteration complexity, leading to the total runtime of $O(d(n+\frac{1}{\mu})\log \frac{1}{\epsilon})$. This runtime is worse than that of VR-PCA due to the extra dependency on $\sqrt{d}$. Moreover, if the batch size is not sufficiently large, VR Power+M may diverge, which makes it hard to use.

On other other hand, Garber and Hazan (2015) reduce the PCA problem into a sequence of convex optimization problems. Each convex optimization problem has the form of the least square problem and amounts to one step of inverse power iteration (Golub and Van Loan, 2012). Due to the finite sum structure of the objective function, the SVRG algorithm (Johnson and Zhang, 2013) can be used to solve the least square problem. However, solving this strongly convex optimization problem can be as hard as the original PCA problem since the objective function is $(\lambda_1 - \lambda_2)$-strongly convex and $(2\lambda_1 - \lambda_2 - \lambda_d)$-smooth in the accurate regime. Through inexactly solving these problems, an $\epsilon$-optimal solution can be obtained after a poly-logarithmic number of iterations.

The shifted-and-inverted approach is also introduced for the leading eigenvector problem (Garber et al., 2016) and numerous solvers such as coordinate-descent (Wang et al., 2018), SVRG (Garber et al., 2016), accelerated gradient descent, accelerated SVRG (Allen-Zhu and Li, 2016) and Riemannian gradient descent (Xu, 2018) have been developed to solve the least square problem. Other works on power iteration include the noisy (Hardt and Price, 2014) and coordinate-wise (Lei et al., 2016) power methods. The noisy power method considers the power method in a noise setting, which Balcan et al. (2016) extend to provide an improved gap-dependency analysis. Moreover, power iteration has been analyzed for incremental or online PCA in many works (Allen-Zhu and Li, 2017; Li et al., 2018; Balsubramani et al., 2013; Arora et al., 2012; Boutsidis et al., 2015; Jain et al., 2016; Mitliagkas et al., 2013).

In this paper, we introduce two mini-batch stochastic variance-reduced PCA algorithms (VR Power, VR HB Power) and provide their convergence analyses. They are mini-batch stochastic variance-reduced variants of power iteration (Golub and Van Loan, 2012) and power with momentum method (Xu et al., 2018). While VR-PCA (Shamir, 2015) takes a data vector at a time, VR Power works with any batch sizes and the accompanying analysis reveals that whatever the batch size is, VR Power attains the optimal runtime by appropriately choosing the step size and epoch length. Explicit conditions of the step size, epoch length and batch size to ensure the optimal runtime of VR Power are derived. On the other hand, VR HB Power is an enhanced algorithm of VR Power+M. By adding the step size, VR HB Power works with any batch sizes while VR Power+M can fail unless the batch size is sufficiently large. For any batch sizes, VR HB Power can achieve the optimal runtime if we appropriately choose the step size, epoch length and momentum parameter. We derive explicit expressions for these parameters. Our analysis improves the analysis of VR Power+M by removing the dependency on $\sqrt{d}$ for the batch size. For the comparison of stochastic variance-reduced PCA algorithms and their convergence analyses see Table 1.
of the variance term, which is used to establish an upper bound of \( (E[|w_t|^2] - E[(u_t^T w_t)^2]) / E[(u_t^T w_t)^2] ) = \sum_{k=2}^d E[(u_k^T w_t)^2] / E[(u_1^T w_t)^2] \) and derive conditions for the step size, epoch length and batch size to ensure its sufficient decrease.

The concept of representing the optimality gap as the ratio of two expectations has been never used for analyzing stochastic PCA algorithms. However, it results in much simpler convergence statements than probabilistic statements in Shamir (2015) and Xu et al. (2018). Note that we are able to obtain probabilistic statements from the expectation bounds using the Chebyshev inequality. Using the expectation bounds, we can establish global convergence of stochastic PCA algorithms. Although stochastic PCA algorithms have been observed to work well with random initialization (Shamir, 2015), an initial condition such as \( |u_t^T w_0| \geq 1/2 \) is required in previous probabilistic analyses. In our framework, such condition is not necessary and the rate of convergence does not depend on how far an iterate is from \( u_1 \) but is kept the same across iterations, as in the case of deterministic power iteration. The framework introduced in this work is not specific to the proposed algorithms; it can be applied to analyze other stochastic variance-reduced PCA algorithms such as VR-PCA or VR Power+M, deriving expectation bounds for them and resolving their initialization issues.

Our work has the following contributions.

1. We introduce two mini-batch stochastic variance-reduced PCA algorithms. Regardless of the batch size, our algorithms can attain the optimal runtime by appropriately choosing algorithm parameters. Explicit expressions for these parameters are provided.

2. We provide novel convergence analyses for the algorithms where we establish global convergence by deriving a bound for the ratio of two expectation terms. The framework in our convergence analyses is general and can be used to analyze other stochastic variance-reduced PCA algorithms. To this end, we are the first to establish convergence of VR-PCA and VR Power+M for any initial vector and in expectation.

3. We present practical implementations of the algorithms and report numerical experiments. The experimental results on real-world datasets show that our algorithms outperform other stochastic variance-reduced algorithms for any batch size.

The paper is organized as follows. We introduce the algorithms in Section 2 and the convergence analyses in Section 3. Some practical considerations regarding the implementations of the algorithms are discussed in Section 4 and the experimental results are followed in Section 5.

## 2 Stochastic Variance-Reduced Algorithms for PCA

We consider two mini-batch stochastic variance-reduced algorithms for PCA. The first one is a mini-batch version of VR-PCA (Shamir, 2015) and the second one is an enhanced version of VR Power+M (Xu et al., 2018) with a step size incorporated. For eigenpairs \( (\lambda_k, u_k) \) of \( C = \frac{1}{n} \sum_{i=1}^n a_i a_i^T \), we assume that the eigenvalues \( \lambda_1, \lambda_2, \ldots, \lambda_d \) satisfy \( \lambda_1 > \lambda_2 \geq \ldots \geq \lambda_d \geq 0 \) and the eigenvectors \( u_1, u_2, \ldots, u_d \) form an orthonormal basis. Since a symmetric matrix is orthogonally diagonalizable, we can assume that such eigenvectors exist without loss of generality. We assume that all norms are \( L_2 \) for vectors and spectral for matrices.

Variance reduction algorithms have an outer loop and an inner loop. They periodically compute exact gradients at each outer iteration and use it in inner iterations to reduce the variance of stochastic gradients. Let \( \hat{w}_s \) and \( w_t \) denote an outer-loop and inner-loop iterate, respectively. To get a stochastic variance-reduced gradient of an inner loop iterate \( w_t \), we first decompose the inner loop iterate \( w_t \) into two parts as

\[
    w_t = \left( \frac{\hat{w}_s^T w_t}{\|\hat{w}_s\|^2} \hat{w}_s + \left( I - \frac{\hat{w}_s \hat{w}_s^T}{\|\hat{w}_s\|^2} \right) w_t \right)
\]

using the outer loop iterate \( \hat{w}_s \). In the above decomposition, the former term represents the projection of \( w_t \) on \( \hat{w}_s \) while the latter term represents the remaining vector. Utilizing the exact gradient \( \hat{g}_s \) at \( \hat{w}_s \), the exact gradient at the first term can be computed as

\[
    \nabla f \left( \frac{\hat{w}_s^T w_t}{\|\hat{w}_s\|^2} \hat{w}_s \right) = \frac{\hat{w}_s^T w_t}{\|\hat{w}_s\|^2} C \hat{w}_s = \frac{\hat{w}_s^T w_t}{\|\hat{w}_s\|^2} \hat{g}_s.
\]

On the other hand, a stochastic sample \( S_t \) is used to compute a stochastic gradient at the second term as

\[
    \frac{1}{|S_t|} \sum_{i \in S_t} a_i a_i^T \left( I - \frac{\hat{w}_s \hat{w}_s^T}{\|\hat{w}_s\|^2} \right) w_t.
\]

This results in the following stochastic variance-reduced gradient \( g_t \) at \( w_t \) as

\[
    g_t = \frac{\hat{w}_s^T w_t}{\|\hat{w}_s\|^2} \hat{g}_s + \frac{1}{|S_t|} \sum_{i \in S_t} a_i a_i^T \left( I - \frac{\hat{w}_s \hat{w}_s^T}{\|\hat{w}_s\|^2} \right) w_t. \tag{2}
\]

### 2.1 VR Power

Using the stochastic variance-reduced gradient \( g_t \), we obtain a stochastic variance reduced version of Power...
iteration as
\[ w_{t+1} \leftarrow (1 - \eta)w_t + \eta g_t. \quad (3) \]
This update rule has a similar form as the one in VR-PCA, which repeats
\[ w_{t+1} \leftarrow w_t + \eta a_t (a_t^Tw_t - a_t^T\hat{w}_s) + \hat{g}_s. \quad (4) \]
Note that (3) generalizes (4) in the following two senses. First, we can obtain an update rule of (4) by letting \( \eta = (1 + \bar{\eta})/\bar{\eta} \) in (3). Second, with the choice of \( \eta = 1 \), we can recover deterministic power iteration from (3) while (4) does not. Using update rule (3), we have VR Power exhibited in Algorithm 1.

**Algorithm 1 VR Power**

**Parameters:** step size \( \eta \), mini-batch size \( |S| \), epoch length \( m \)

**Input:** data vectors \( a_i, i = 1, \ldots, n \)
randomly initialize outer iterate \( \tilde{w}_0 \)

for \( s = 0, 1, \ldots \) do
\[ \tilde{g} \leftarrow C\tilde{w}_s \]
\[ w_0 \leftarrow \tilde{w}_s \]
\[ w_1 \leftarrow (1 - \eta)w_0 + \eta \tilde{g} \]

for \( t = 1, 2, \ldots, m - 1 \) do
\[ g_t \leftarrow \frac{1}{|S_t|} \sum_{i \in S_t} a_i a_i^T \left( I - \frac{w_0 w_0^T}{\|w_0\|^2} \right) w_t + \frac{(w_t^T w_0)}{\|w_0\|^2} \tilde{g} \]
\[ w_{t+1} \leftarrow (1 - \eta)w_t + \eta g_t \]
end for
\[ \tilde{w}_{s+1} \leftarrow w_m \]
end for

When per sample cost is as expensive as per iteration cost, VR Power is an efficient algorithm since it attains the optimal sample complexity. However, if per sample cost is cheap, it might not be effective since its iteration complexity does not improve beyond \( O(\frac{1}{\lambda} \log(\frac{1}{\lambda})) \). For this reason, we introduce VR HB Power which works better in the latter setting.

### 2.2 VR HB Power

Using \( g_t \), we obtain a stochastic variance-reduced heavy ball power iteration as
\[ w_{t+1} \leftarrow 2 \left( (1 - \eta)w_t + \eta g_t \right) - \beta w_{t-1} \quad (5) \]
where \( \eta \in (0, 1] \) is the step size and \( \beta \) is the momentum parameter. Note that we can recover the deterministic heavy ball power iteration from (5) when the step size \( \eta \) is set to 1 and the exact gradient \( g_t = Cw_t \) is used. The mechanism of controlling the progress of the algorithm using the step size \( \eta \) is not present in VR Power+M (Xu et al., 2018). As a result, it fails to converge unless the mini-batch size \( |S| \) is sufficiently large. To the contrary, our algorithm works with any mini-batch size \( |S| \) due to the presence of the step size \( \eta \). By selecting an appropriate value of \( \eta \) depending on the size of \( |S| \) and \( m \), we can always ensure that the variance terms do not grow faster than expectation terms. Having update rule (5), VR HB Power is described in Algorithm 2.

**Algorithm 2 VR HB Power**

**Parameters:** step size \( \eta \), momentum \( \beta \), mini-batch size \( |S| \), epoch length \( m \)

**Input:** data vectors \( a_i, i = 1, \ldots, n \)
randomly initialize outer iterate \( \tilde{w}_0 \)

for \( s = 0, 1, \ldots \) do
\[ \tilde{g} \leftarrow C\tilde{w}_s \]
\[ w_0 \leftarrow \tilde{w}_s \]
\[ w_1 \leftarrow (1 - \eta)w_0 + \eta \tilde{g} \]

for \( t = 1, 2, \ldots, m - 1 \) do
\[ g_t \leftarrow \frac{1}{|S_t|} \sum_{i \in S_t} a_i a_i^T \left( I - \frac{w_0 w_0^T}{\|w_0\|^2} \right) w_t + \frac{(w_t^T w_0)}{\|w_0\|^2} \tilde{g} \]
\[ w_{t+1} \leftarrow 2 \left( (1 - \eta)w_t + \eta g_t \right) - \beta w_{t-1} \]
end for
\[ \tilde{w}_{s+1} \leftarrow w_m \]
end for

### 3 Convergence Analyses

In this section, we provide convergence analyses for VR Power and VR HB Power. Before presenting the convergence analyses, we first introduce some notation.

#### 3.1 Notation

Let \( C_t \) and \( P \) be the sample covariance matrix at inner iteration \( t \) and the projection matrix to the space orthogonal to the outer iterate \( w_0 = \tilde{w}_s \) as
\[ C_t = \frac{1}{|S_t|} \sum_{i \in S_t} a_i a_i^T, \quad P = I - \frac{w_0 w_0^T}{\|w_0\|^2}. \quad (6) \]
Using (6), we can write \( g_t \) as \( g_t = \eta C w_t + \eta (C_t - C) P w_t \).

Next, we characterize the variance of sample covariance matrix \( C_t \) as
\[ K = E[\| (C_t - C)^2 \|], \quad \sigma^2 = E[\| a_i a_i^T - C \|^2]. \]
Then, for \( M_k = E[ (C_t - C) w_k a_k^T (C_t - C) ] \), we have
\[ \|M_k\| \leq K = \frac{\sigma^2}{|S|}. \quad (7) \]

For the analysis of VR HB Power, we define
\[ \alpha_k(\eta) = 4(1 - \eta + \eta \lambda_k)^2, \quad \beta(\eta) = (1 - \eta + \eta \lambda_2)^2. \quad (8) \]
Also, we let $p_t(\alpha, \beta)$ and $q_t(\alpha, \beta)$ be the Chebyshev polynomials of the first and the second kind (Mason and Handscomb, 2002) respectively such that

\[
p_t(\alpha, \beta) = (\alpha - \beta)p_{t-1}(\alpha, \beta) - (\beta - \alpha)p_{t-2}(\alpha, \beta) + \beta^3p_{t-3}(\alpha, \beta),
\]

(9)

\[
q_t(\alpha, \beta) = (\alpha - \beta)q_{t-1}(\alpha, \beta) - (\beta - \alpha)q_{t-2}(\alpha, \beta) + \beta^3q_{t-3}(\alpha, \beta)
\]

(10)

for $t \geq 3$ and

\[
p_0(\alpha, \beta) = 1, \quad p_1(\alpha, \beta) = \frac{\alpha}{4}, \quad p_2(\alpha, \beta) = \left(\frac{\alpha}{2} - \beta\right)^2,
\]

(11)

\[
q_0(\alpha, \beta) = 1, \quad q_1(\alpha, \beta) = \alpha, \quad q_2(\alpha, \beta) = (\alpha - \beta)^2.
\]

(12)

Since the first eigenvector $u_1$ of the covariance matrix $C$ is an optimal solution to (1), the optimality gap is measured as $\sum_{k=2}^d \theta_k w_k^2 / (u_k^T u_1)^2$, representing how closely $w_t$ is aligned with $u_1$. Note that this ratio is zero if $w_t = u_1$. Our analysis studies it in expectation, providing a bound for $\theta_t = \sum_{k=2}^d E[(u_k^T w_t)^2] / E[(u_k^T w_0)^2]$ given fixed $s$ and $\theta_s = \sum_{k=2}^d E[(u_k^T \tilde{w}_s)^2] / E[(u_k^T \tilde{w}_s)^2]$ for an inner loop iterate $w_t$ and an outer loop iterate $\tilde{w}_s$, respectively.

3.2 VR Power

In Lemmas 3.1, 3.2 and 3.3, we consider a single epoch, which corresponds to one inner loop iteration starting with $w_0$.

Lemma 3.1. For any $\eta \in (0, 1]$, $1 \leq k \leq d$ and $1 \leq t \leq m$, we have

\[
E[(u_k^T w_t)^2] = (1 - \eta + \eta \lambda_k)^{2t}E[(u_k^T w_0)^2]
\]

\[
+ \eta^2 \sum_{i=1}^{t-1}(1 - \eta + \eta \lambda_k)^{2(t-i-1)}E[(u_k^T P M_k P w_i)\cdot \left((1 - \eta + \eta \lambda_1)^2 + \eta^2 K\right)^t.
\]

Lemma 3.1 decomposes $E[(u_k^T w_t)^2]$ into two parts. The first part represents the expectation term which grows at a rate of $(1 - \eta + \eta \lambda_k)^2$ and the second part is the variance term which increases as $w_t$ strides away from $w_0$ as captured by $E[(u_k^T P M_k P w_i)]$.

Lemma 3.2. For any $\eta \in (0, 1]$, $1 \leq k \leq d$ and $1 \leq t \leq m$, we have

\[
\sum_{k=2}^d E[(u_k^T P M_k P w_t)\leq 2K \cdot \sum_{k=2}^d E[(u_k^T w_0)^2]
\]

\[
\cdot \left((1 - \eta + \eta \lambda_1)^2 + \eta^2 K\right)^t.
\]

Moreover, if $0 < \frac{\eta^2 K m}{1 - \eta + \eta \lambda_1} < 1$, then we have

\[
\theta_m \leq \left[\left(\frac{1 - \eta + \eta \lambda_2}{1 - \eta + \eta \lambda_1}\right)^{2m} + \frac{4\eta^2 K m}{1 - \eta + \eta \lambda_1} \right] \cdot \theta_0.
\]

Lemma 3.2 provides a bound for $\sum_{k=2}^d E[(u_k^T P M_k P w_t)]$, which grows at a rate not greater than $(1 - \eta + \eta \lambda_1)^2 + \eta^2 K$. Using this bound and assuming some condition on $\eta$, $K$, and $m$, a bound on $\theta_m$ is derived as a function of $\theta_0$, $\eta$, $m$, and $K$. In Lemma 3.3, we present explicit conditions for $\eta$, $m$, and $|S|$ to ensure a sufficient decrease of $\theta_m$.

Lemma 3.3. Let $\eta = \Delta^\mu$ for some $\mu \geq 0$. If $m$ and $|S|$ satisfy

\[
m = \left\lceil \frac{(1 - \eta + \eta \lambda_1) \log 2}{2 \eta \lambda_1 \Delta} \right\rceil
\]

(13)

and

\[
|S| \geq \frac{16\eta^2 \sigma^2 m}{(1 - \eta + \eta \lambda_1)^2},
\]

(14)

then we have $\theta_m \leq 3/4 \cdot \theta_0$.

For any $\mu \geq 0$ such that $\Delta^\mu$, Lemma 3.3 provides explicit values of $m$ and $|S|$ to ensure a sufficient decrease of $\theta_m$. In the analysis of VR-PCA, exact values of $\eta$ and $m$ to ensure the optimal runtime have not been provided. Instead, only the orders of $\eta$ and $m$ have been provided such that $\eta = c_1 \Delta$ and $m = c_2 / \Delta^2$, making it hard to obtain the optimal runtime in practice. Contrary to this, our analysis provides explicit expressions for $m$ and $|S|$, being more practical. Moreover, since the term on the right-hand side of (14) goes to zero as $\mu$ increases, it can be also stated that for any $|S| \geq 1$, there exists some $\mu \geq 0$ and thus $\eta = \Delta^\mu$ and $m$ (see (14)) such that $\theta_m \leq 3/4 \cdot \theta_0$ holds. This implies that VR Power can always attain a sufficient decrease of $\theta_m$ no matter what $|S|$ is used. We next give the main result.

Theorem 3.4. Suppose that an initial vector $\tilde{w}_0$ satisfies $u_k^T \tilde{w}_0 \neq 0$ and let $\theta_0 = (1 - (u_k^T \tilde{w}_0)^2)/(u_k^T \tilde{w}_0)^2 \geq \epsilon$ for some $\epsilon > 0$. If $\eta = \Delta^\mu$ and $m$ and $|S|$ satisfy (13) and (14), after $\tau = \lceil \log(\theta_0/\epsilon) / \log(4/3) \rceil$ epochs of VR Power, we have $\theta_\tau \leq \epsilon$.

Theorem 3.4 present a convergence result for $\tau$ epochs. Note that our result requires only a trivial assumption on $\theta_0$ and thus establishes global convergence. Also, since $\tau = \mathcal{O}(\log(\frac{1}{\epsilon}))$, only a logarithmic number of inner loops is needed to be performed to obtain $\epsilon$-accuracy.

3.3 VR HB Power

The following Lemmas 3.5, 3.6 and 3.7 are counterparts of Lemmas 3.1, 3.2 and 3.3 for VR HB Power. For the momentum parameter $\beta$, we let $\beta = \beta(\eta)$ which is defined in (8). As in the analysis of VR Power, we first consider a single epoch with an initial inner loop iterate $w_0$. 
Lemma 3.5. For any $\eta \in (0, 1]$, $1 \leq k \leq d$ and $1 \leq t \leq m$, we have
\[
E[(u_k^T w_t)^2] = p_\ell(\alpha_k(\eta), \beta(\eta))E[(u_k^T w_0)^2] + 4\eta^2 \sum_{r=1}^{t-1} q_{t-r-1}(\alpha_k(\eta), \beta(\eta))E[w_r^T P M_k P w_r].
\]

Lemma 3.5 breaks $E[(u_k^T w_t)^2]$ into the sum of expectation part and variance part. While the expectation term is a function of the Chebyshev polynomial of the first kind, the variance part is a function of the Chebyshev polynomials of the second kind. That being said, the variance term grows faster and thus we need a careful analysis for it.

Lemma 3.6. For any $\eta \in (0, 1]$, $1 \leq k \leq d$, and $1 \leq t \leq m$, we have
\[
\sum_{k=2}^{d} E[w_t^T P M_k P w_t] \leq 4K \cdot \left( 1 + \frac{4\eta^2 K}{\alpha_1(\eta) - 4\beta(\eta)} \right)^{t-1} \cdot \left( \frac{\sqrt{\alpha_1(\eta) + \sqrt{\alpha_1(\eta) - 4\beta(\eta)}}}{2} \right)^{2t} \cdot \sum_{k=2}^{d} E[(u_k^T w_t)^2].
\]

Moreover, if $0 < \frac{4\eta^2 K}{\alpha_1(\eta) - 4\beta(\eta)} < 1$, then we have
\[
\theta_m \leq \left( \frac{p_\ell(\alpha_2(\eta), \beta(\eta))}{p_\ell(\alpha_1(\eta), \beta(\eta))} + \frac{128\eta^2 K m}{\alpha_1(\eta) - 4\beta(\eta)} \right) \cdot \theta_0.
\]

Lemma 3.6 provides a bound for $\sum_{k=2}^{d} E[w_t^T P M_k P w_t]$. Note that it depends on $\Delta$ and blows up as $\Delta$ goes to zero due to the term involving $1/(\alpha_1(\eta) - 4\beta(\eta))$. Due to this dependency, VR HB Power tends to require a larger batch size than VR Power given the same values of $\eta$ and $m$. Lemma 3.6 also establishes a bound for $\theta_m$ as a function of $\theta_0$, $m$, and $K$ under some assumption.

Lemma 3.7. For some $\mu \geq 0$, let $\eta = \Delta^\mu$ and
\[
m = \left[ \frac{1 - \eta + \eta \lambda_1}{\eta \lambda_1 \Delta + \sqrt{\eta \lambda_1 \Delta (2(1 - \eta) + \eta (\lambda_1 + \lambda_2))}} \right] \log 8 + \frac{\sqrt{\eta \lambda_1 \Delta (2(1 - \eta) + \eta (\lambda_1 + \lambda_2))}}{\eta \lambda_1 \Delta + \sqrt{\eta \lambda_1 \Delta (2(1 - \eta) + \eta (\lambda_1 + \lambda_2))}} \right]^2\frac{2}{\lambda_1 \Delta (2(1 - \eta) + \eta (\lambda_1 + \lambda_2))} \quad (15)
\]
and
\[
|S| \geq \frac{128\eta^2 m}{\lambda_1 \Delta [2(1 - \eta) + \eta (\lambda_1 + \lambda_2)]}. \quad (16)
\]
Then, we have $\theta_m \leq 3/4 \cdot \theta_0$.

Lemma 3.7 provides explicit conditions for $m$ and $|S|$ to ensure a sufficient decrease of $\theta_m$. Note that when $\mu = 0$, we have $|S| \geq \mathcal{O}(\frac{1}{\lambda_1 \Delta})$, which improves the analysis of VR Power+M in Xu et al. (2018) by removing the dependency on $\sqrt{d}$. Also, for any $|S| \geq 1$, there exists some $\eta$ and $m$ satisfying the conditions in Lemma 3.7. This implies that VR HB Power works with any batch size while VR Power+M does not. The overall convergence is established next.

Theorem 3.8. Suppose that an initial vector $\tilde{w}_0$ satisfies $u_1^T \tilde{w}_0 \neq 0$ and let $\theta_0 = (1 - (u_1^T \tilde{w}_0)^2) / (u_1^T \tilde{w}_0)^2 \geq \epsilon$ for some $\epsilon > 0$. If $\eta = \Delta^\mu$ and $m$ and $|S|$ satisfy (15) and (16), after $\tau = [\log(\theta_0/\epsilon) / \log(4/3)]$ epochs of VR HB Power, we have $\theta_{\tau} \leq \epsilon$.

The global convergence result in Theorem 3.8 is based on the single epoch result in Lemma 3.7. Since $\tau = \mathcal{O}(\log(\frac{1}{\epsilon}))$, the iteration complexity of VR HB Power is $\tau m = \mathcal{O}(\frac{1}{\Delta^\mu \lambda_1 m})$. On the other hand, from $|S| = \mathcal{O}(\frac{1}{\Delta^\mu \lambda_1^2 m})$, the sample complexity amounts to $\mathcal{O}(n + \sqrt{\frac{1}{\Delta^\mu \lambda_1 m}})$. Note that VR HB Power has the same sample complexity as VR Power but may have small iteration complexity. Therefore, if per sample cost is cheaper than per iteration cost, VR HB Power can be more efficient than VR Power.

4 Practical Considerations

In this section, we discuss some practical aspects implementing the proposed algorithms. First, to ensure that the algorithms are numerically stable, we consider normalizations as introduced in Shamir (2015) and Xu et al. (2018). After updating $w_{t+1}$, we normalize $w_{t+1}$ as $w_{t+1} \leftarrow w_{t+1} / \|w_{t+1}\|_2$ in VR Power and update $w_t$ and $w_{t+1}$ as $w_t \leftarrow w_t / \|w_{t+1}\|_2$ and $w_{t+1} \leftarrow w_{t+1} / \|w_{t+1}\|_2$ in VR HB Power. Since these scaling schemes do not impact the sample paths of $w_t / \|w_t\|_2$, we can obtain the same results with numerical stability.

Another practical issue with the implementations of VR Power and VR HB Power is to estimate $\lambda_1$ and $\lambda_2$. As appearing in Lemma 3.3 and Lemma 3.7, accurate values of $\lambda_1$ and $\lambda_2$ are essential to determine the values of $\eta$, $m$, and $\beta$ (for VR HB Power). In the experiments, the mini-batch size $|S|$ is given as some percentage of $n$, so no estimation is required for $|S|$. In order to estimate $\lambda_1$ and $\lambda_2$ at a regular interval (at the start of each inner-loop), we use the exact gradients of two consecutive outer-loop iterates $\tilde{w}_{t-1}$ and $\tilde{w}_t$. Since we expect that $\tilde{w}_s$ approaches $u_1$ as the iterations advance, using the Rayleigh quotient, we estimate $\lambda_1$ as
\[
\tilde{\lambda}_1 = \frac{(\tilde{w}_s)^T C(\tilde{w}_s)}{(\tilde{w}_s)^T \tilde{w}_s}. \quad (17)
\]
To estimate $\lambda_2$ in the same way, we need an estimate of $u_2$. In Power iteration, an iterate first approaches the subspace spanned by $u_1$ and $u_2$ before converging to $u_1$. That being said, after a number of iterations, we can approximate it by a linear combination of $u_1$
and \( u_2 \). Based on this observation, we estimate \( u_2 \) as

\[
\hat{u}_2 = \hat{w}_{s-1} - (\hat{w}_{s-1}^T \hat{w}_s) \hat{w}_s.
\] (18)

The idea of the above estimation is to project \( \hat{w}_{s-1} \) to the space orthogonal to \( \hat{w}_s \). If \( \hat{w}_s \approx u_1 \) and \( \hat{w}_{s-1} \approx \alpha_1 u_1 + \alpha_2 u_2 \) for some \( \alpha_1, \alpha_2 (\neq 0) \), we have \( \hat{u}_2 \approx u_2 \). Using the Rayleigh quotient of \( \hat{u}_2 \), we estimate \( \lambda_2 \) as

\[
\hat{\lambda}_2 = \frac{\hat{w}_{s-1}^T C \hat{w}_{s-1} - 2 \theta_s \hat{w}_s^T C \hat{w}_{s-1} + \theta_s^2 \hat{w}_s^T C \hat{w}_s}{1 - \theta_s^2}
\] (19)

where \( \theta_s = \hat{w}_s^T \hat{w}_s \). While two matrix-vector multiplications, \( C \hat{w}_{s-1} \) and \( C \hat{w}_s \), are involved in computing (17) and (19), they incur no extra computation since they are the exact gradients of \( \hat{w}_{s-1} \) and \( \hat{w}_s \), which are computed regardless of the estimation. As a result, we can obtain \( \hat{\lambda}_1 \) and \( \hat{\lambda}_2 \) by only computing some inner products. For initial estimation of \( \hat{\lambda}_1 \) and \( \hat{\lambda}_2 \), we run Power iteration five times and use the last two iterates. Note that the exact gradient of the last iterate is computed at the start of the very first outer-loop iteration.

Given \( |S| \) and estimates of \( \hat{\lambda}_1 \) and \( \hat{\lambda}_2 \), we use bisection search to find \( \eta \in (0, 1] \) such that the terms on the right-hand sides of (14) and (16) are almost equal to \( |S| \). After \( \eta \) is found, we use (13) and (15) to determine \( m \).

5 Numerical Experiments

In this section, we test the performance of VR Power and VR HB Power with that of (i) VR-PCA (Shamir, 2015), (ii) VR Power+M (Xu et al., 2018) and (iii) Fast PCA (Garber and Hazan, 2015) for finding the first eigenvector \( u_1 \) of the covariance matrix \( C \) constructed by data vectors \( a_i \), \( i = 1, \ldots, n \) from real world datasets. Note that all present stochastic variance-reduced PCA algorithms are compared in this experiment.

5.1 Datasets

The datasets include ijcnn (Prokhorov, 2001), cover-type (Blackard and Dean, 1999), YearPredictionMSD (Bertin-Mahieux et al., 2011) and MNIST (LeCun et al., 1998) as summarized in Tabel 2. All of them are obtained either from the UCI repository (Dheeru and Karra Taniskidou, 2017) or the LIBSVM library (Chang and Lin, 2011). They are carefully chosen to incorporate a variety of datasets in terms of size and eigen-gap. The first three datasets are standardized with a mean of zero and standard deviation of one while the last one is scaled to the range between 0 and 1 to preserve its sparsity.

<table>
<thead>
<tr>
<th>DATASET</th>
<th>( n )</th>
<th>( d )</th>
<th>( \Delta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>icjnn(test)</td>
<td>91,701</td>
<td>22</td>
<td>0.0079</td>
</tr>
<tr>
<td>cov</td>
<td>581,012</td>
<td>54</td>
<td>0.2106</td>
</tr>
<tr>
<td>MSD</td>
<td>463,715</td>
<td>90</td>
<td>0.3224</td>
</tr>
<tr>
<td>MNIST</td>
<td>70,000</td>
<td>764</td>
<td>0.8851</td>
</tr>
</tbody>
</table>

5.2 Settings

In order to report a comprehensive comparison of the algorithms, we consider two settings for selecting hyper-parameters. In the first setting, we use hyper-parameter tuning. Specifically, we use a grid search to find the best values of \( \eta \) and \( |S| = \rho \cdot |S| \). Each algorithm and dataset where \( \eta \in \{0.01, 0.05, 0.1, 0.2, 0.4, 0.6, 0.8, 1.0\} \), \( m \in \{25, 50, 100, 200\} \) and \( \rho \in \{1, 2, 5, 10\} \).

In the second setting, we use the following theoretically derived or recommended hyper-parameter values.

- VR-PCA: \( \eta = \sqrt{n}/\sum_{i=1}^{n} ||a_i||^2 \), \( m = n \), \( |S| = 1 \).
- VR Power+M: \( \beta = \lambda_2^2/4 \), \( \sigma^2 = \sum_{i=1}^{n} ||a_i||^2/n \), \( |S| = \lambda_2 \log 16/\sqrt{\lambda_2^2 - \lambda_1^2} \), \( T = 512 \log 16 \lambda_2 \sigma^2 \sqrt{d} / \sqrt{\lambda_2^2 - \lambda_1^2} \).
- Fast PCA: \( \delta = \lambda_1 - \lambda_2 \). We only consider the accurate regime. In order to solve each problem, we use SVRG (Johnson and Zhang, 2013) with \( \hat{\epsilon} = 10^{-3} \), \( \eta = (\lambda_1 - \lambda_2)/(2\lambda_1 + \lambda_2)^2 \), \( m = 1/2\eta^2(2\lambda_1 + \lambda_2)^2 \).
- VR Power, VR HB Power: \( |S| = \rho \cdot n \) for \( \rho \in \{1, 2\} \) and \( \sigma^2 = \sum_{i=1}^{n} ||a_i||^2/n \). For \( \eta \) and \( m \), we use bisection search explained in Section 4. Also, the scaling schemes in Section 4 are used to ensure numerical stability. The exact values of \( \lambda_1 \) and \( \lambda_2 \) are used to find \( \eta \) and \( m \).
- PF VR Power, PF VR HB Power: As opposed to VR Power and VR HB Power, adaptive estimates of \( \lambda_1 \) and \( \lambda_2 \) obtained by the procedure in Section 4 are used to find \( \eta \) and \( m \).

5.3 Results

Figure 1 displays the experimental result with hyper-parameter tuning. In the figure, the x-axis represents time in seconds and the y-axis represents the optimality gap, \( 1 - (\hat{w}_s^T u_1)^2 \), in the log-scale. Since VR-PCA and VR Power are related algorithms, their performances are similar except for cov where the step size of VR-PCA is tuned to the largest possible value of 1.0.
some larger values are included in the grid, VR-PCA would have a similar performance to VR Power even for cov. On the other hand, VR HB Power always performs better than VR Power+M due to its additional control through the step size. VR HB Power works particularly well for ijcnn which has the smallest eigen-gap. If the eigen-gap is large, the performance of VR HB Power is not much different from the performances of VR Power+M, VR-PCA and VR Power. We were not able to find good hyperparameters for Fast PCA.

Figure 2 shows the experimental result without parameter tuning. In the figure, regardless of the batch size, VR Power and VR HB Power outperform VR-PCA, VR Power+M and Fast PCA. Although VR Power and VR-PCA are similar algorithms, the performance of VR Power is much better than that of VR-PCA due to the choice of $\eta$ and $m$. While VR Power precisely choose the values of $\eta$ and $m$ depending on the values of $\lambda_1, \lambda_2$ and $|S|$, VR-PCA does not utilize such information and let them depend only on $n$. As a result, the step size is too small and the epoch length is too large, leading to slow convergence. On the other hand, due to the extra dependency on $\sqrt{d}$, VR Power+M requires too large samples and thus it is slower than VR Power even for ijcnn which has the smallest eigen-gap. The epoch length $m$ of SVRG in Fast PCA is of the order of $1/\Delta^2$. Therefore, Fast PCA takes a significant amount of time to solve each convex problem, which makes its optimality gap not decrease as sharply as other algorithms. On the other hand, PF VR HB Power takes longer than VR HB Power while the performance of PF VR Power looks very similar to that of VR Power. This is because VR HB Power has the additional momentum parameter $\beta$, which makes its performance more affected by estimation errors. Nevertheless, both parameter-free algorithms work very well compared to VR-PCA, VR Power+M and Fast PCA.

6 Conclusion

In this paper, we present two mini-batch stochastic variance-reduced algorithms for PCA and derive exact forms of their parameters to attain the optimal runtime. Our results show that for any batch size, the optimal runtime can be achieved by appropriately choosing the step size and epoch length. We also introduce practical implementations which automatically find such values depending on batch sizes. The framework used in our analysis is not specific to the proposed algorithms but can be applied to analyze other stochastic variance-reduced PCA algorithms and improve their results. In our framework, the optimality gap is measured as the ratio of two expectation terms and this enables us to develop global convergence statements. Experimental results show that the proposed algorithms work well for arbitrary batch sizes.
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