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1 Description of the Synthetic Dataset

Figure 1: Illustration of the synthetic data with the highlighted optimal decision boundary

To create a binary classification synthetic dataset, we first generate two-dimensional features S0 and S1 from
a Gaussian mixture model (GMM) for Class 0 and Class 1. Specifically, we have S0 ∼
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i ) where ui and Σi are mean vector and covariance matrices of a Gaussian distribution.

This amounts to a GMM with 6 components. We subsequently add 126 noisy features, each of them sampled from
a Gaussian distribution N (0.05, 0.0832). Consequently, we generate a 128-dimensional synthetic dataset where
only 2 dimensions are useful for classification. The synthetic dataset, plotted only along the two-dimensional
features that are useful for classification is shown in Figure 1. The parameters used to generate synthetic data
are described below:
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2 Complete results for cross-entropy on test sets along training

The figures below show the cross-entropy loss, computed on the test set, as a function of epoch, for the SVHN,
CIFAR-10, and CIFAR-100 data for 3 smoothing strength values. The results are shown for cases where batchnorm
is used in addition to the label smoothing regularizer and for the case where it is not.

Figure 2: Complete results for cross-entropy on test sets along training.

3 Extra Experimental Results on the CIFAR-10

In additional to the MobileNetV2 (Sandler et al., 2018), we also train ResNet-18 (He et al., 2016), Vgg (Simonyan
and Zisserman, 2014), and Googlenet (Szegedy et al., 2015) on the CIFAR-10 dataset without any regularization.
Similar to the experiments described in Section 4.3 of the main paper, we compute the CSR of each cluster for
the CIFAR-10 training set by the LASS algorithm described in (Arpit et al., 2017) and examine the complexity of
the decision boundary learned by MobileNet-v2, ResNet-18, Vgg and Googlenet. Furthermore, for the CIFAR-10
clustering previously described, we compute the error difference (ED) between test error and training error. The
correlation matrix between each pair of CSR and ED is shown in Table 1. The results show a strong correlation

CIFAR10 Mobile-CSR Res-CSR Vgg-CSR Google-CSR Mobile-ED Res-ED Vgg-ED Google-ED
Mobile-CSR 1 0.9549 0.8901 0.9524 0.7574 0.8167 0.8382 0.7549
Res-CSR 0.9549 1 0.9390 0.9289 0.7031 0.7914 0.7808 0.7145
Vgg-CSR 0.8901 0.9390 1 0.8924 0.5612 0.6492 0.6854 0.6350

Google-CSR 0.9524 0.9289 0.8924 1 0.7208 0.8039 0.8300 0.7630
Mobile-ED 0.7574 0.7031 0.5612 0.7208 1 0.8286 0.8095 0.7691
Res-ED 0.8167 0.7914 0.6492 0.8039 0.8286 1 0.8250 0.7826
Vgg-ED 0.8382 0.7808 0.6854 0.8300 0.8095 0.8520 1 0.8775

Google-ED 0.7549 0.7145 0.6350 0.7630 0.7691 0.7826 0.8775 1

Table 1: Correlation matrices among CSR and error difference (ED) between test error and training error from MobileNetV2,
ResNet-18, Vgg, and Googlenet for CIFAR-10.

among the CSRs and ED from different networks. This experimentally provides some additional evidence for
the claims in (Goodfellow et al., 2014) which shows that adversarial examples generalize over different neural
networks: an adversarial example misclassified by one network is often misclassified by others. This also indicates
that the MobileNetV2, ResNet-18, Vgg, and the Googlenet learn similar decision boundary and therefore implies
that our proposed structural label smoothing potentially works on the other neural network architectures in
addition to the MobileNetV2.
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