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Abstract

How can we efficiently mitigate the overhead of gradient communications in distributed optimization? This problem is at the heart of training scalable machine learning models and has been mainly studied in the unconstrained setting. In this paper, we propose Quantized Frank-Wolfe (QFW), the first projection-free and communication-efficient algorithm for solving constrained optimization problems at scale. We consider both convex and non-convex objective functions, expressed as a finite-sum or more generally a stochastic optimization problem, and provide strong theoretical guarantees on the convergence rate of QFW. This is accomplished by proposing novel quantization schemes that efficiently compress gradients while controlling the noise variance introduced during this process. Finally, we empirically validate the efficiency of QFW in terms of communication and the quality of returned solution against natural baselines.

1 Introduction

The Frank-Wolfe (FW) method [Frank and Wolfe 1956], also known as conditional gradient, has recently received considerable attention in the machine learning community, as a projection-free algorithm for various constrained convex [Jaggi 2013, Garber and Hazan 2014, Lacoste-Julien and Jaggi 2015, Garber and Hazan 2015, Hazan and Luo 2016, Mokhtari et al. 2018a] and non-convex [Lacoste-Julien 2016, Reddi et al. 2016, Mokhtari et al. 2018b, Zhang et al. 2019b, Hassani et al. 2019] optimization problems. In order to apply the FW method to large-scale problems (e.g., training deep neural networks [Ravi et al. 2018, Schramowski et al. 2018, Berrada et al. 2018], RBMs [Ping et al. 2016]) parallelization is unavoidable. To this end, distributed FW variants have been proposed for specific problems, e.g., online learning [Zhang et al. 2017], learning low-rank matrices [Zheng et al. 2018], and optimization under block-separable constraint sets [Wang et al. 2016]. A significant performance bottleneck of distributed optimization methods is the cost of communicating gradients, typically handled by using a parameter-server framework. Intuitively, if each worker in the distributed system transmits the entire gradient, then at least $d$ floating-point numbers are communicated for each worker, where $d$ is the dimension of the problem. This communication cost can be a huge burden on the performance of parallel optimization algorithms [Chilimbi et al. 2014, Seide et al. 2014, Strom 2015]. To circumvent this drawback, communication-efficient parallel algorithms have received significant attention. One major approach is to quantize the gradients while maintaining sufficient information [De Sa et al. 2015, Abadi et al. 2016, Wen et al. 2017]. For unconstrained optimization, when projection is not required for implementing Stochastic Gradient Descent (SGD), several communication-efficient distributed methods have been proposed, including QSGD [Alistarh et al. 2017], SIGN-SGD [Bernstein et al. 2018], and Sparsified-SGD [Stich et al. 2018].

In the constrained setting, and in particular for distributed FW methods, the communication-efficient versions were only studied for specific problems such as sparse learning [Bellet et al. 2015, Lafond et al. 2016]. In this paper, however, we develop Quantized Frank-Wolfe (QFW), a general communication-efficient distributed FW for both convex and non-convex objective functions. We study the performance of QFW in two widely recognized settings: 1) stochastic optimization and 2) finite-sum optimization.

To be more specific, let $\mathcal{K} \subseteq \mathbb{R}^d$ be the constraint set. In constrained stochastic optimization the goal is to
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\begin{align*}
\Phi_{1,t}(g_t^1) & \quad \Phi_{1,t}(g_t^m) & \quad \Phi_{1,t}(g_t^M) \\
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W_1 & \quad \cdots & \quad W_m & \quad \cdots & \quad W_M
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\textbf{3rd stage}

\begin{align*}
\Phi_{2,t}(\hat{g}_t) & \\
W_1: & \quad \tilde{g}_t \leftarrow \text{VR}(\tilde{g}_{t-1}, \Phi_{2,t}(\hat{g}_t)) & \quad x_{t+1} \leftarrow \text{FW}(x_t, \tilde{g}_t) \\
W_m: & \quad \tilde{g}_t \leftarrow \text{VR}(\tilde{g}_{t-1}, \Phi_{2,t}(\hat{g}_t)) & \quad x_{t+1} \leftarrow \text{FW}(x_t, \tilde{g}_t) \\
W_M: & \quad \tilde{g}_t \leftarrow \text{VR}(\tilde{g}_{t-1}, \Phi_{2,t}(\hat{g}_t)) & \quad x_{t+1} \leftarrow \text{FW}(x_t, \tilde{g}_t)
\end{align*}

Figure 1: Stages of our general Quantized Frank-Wolfe scheme at time $t$. In the first stage, each worker $m$ computes its local gradient information $g_t^m$ and sends the quantized version $\Phi_{1,t}(g_t^m)$ to the master node. In the second stage, master computes the average of decoded received signals $\Phi_{1,t}(g_t^m)$, i.e., $\tilde{g}_t \leftarrow (1/M) \sum_{m=1}^{M} \Phi_{1,t}(g_t^m)$ and then sends its quantized version $\Phi_{2,t}(\tilde{g}_t)$ to the workers. Note that the two quantization schemes $\Phi_{1,t}, \Phi_{2,t}$ depend on $t$ and can be different from each other. In the third stage, workers use the decoded gradient information computed by all workers $\Phi_{2,t}(\tilde{g}_t)$ and their previous gradient estimation $\hat{g}_{t-1}$ to update their new gradient estimation $\tilde{g}_t$ via a variance reduction (VR) scheme. Once the variance reduced gradient approximation $\tilde{g}_t$ is evaluated, workers compute the new variable $x_{t+1}$ by following the update of Frank-Wolfe (FW).

This way the task of computing gradients is divided among the workers. The master node aggregates local gradients from the workers, and sends the aggregated gradients back to them so that each worker can update the model (i.e., their own iterate) locally. Thus, by transmitting quantized gradients, we can reduce the communication complexity (i.e., number of transmitted bits) significantly. The workflow diagram of the proposed Quantized Frank-Wolfe scheme is summarized in Figure 1. We should highlight that there is a trade-off between gradient quantization and information flow. Intuitively, more intensive quantization reduces the communication cost, but also loses more information, which may decelerate the convergence rate.

Our contributions: In this paper, we propose a novel distributed projection-free framework that handles quantization for constrained convex and non-convex optimization problems in finite-sum and stochastic cases. It is well-known that unlike projected gradient-based methods, FW methods may diverge when fed with stochastic gradient [Hazan and Luo 2016; Mokhtari et al. 2018b]. Indeed, a similar issue arises in a distributed setting where nodes exchange quantized gradients which are noisy estimates of the gradients. By in-

\begin{align}
\min_{x \in \mathbb{R}^d} f(x) := & \min_{x \in \mathbb{R}^d} \mathbb{E}_{z \sim P}[\tilde{f}(x, z)], \\
\text{where } x & \in \mathbb{R}^d \text{ is the optimization variable, } z \in \mathbb{R}^d \text{ is a random variable drawn from a probability distribution } P, \text{ which determines the choice of a stochastic function } \tilde{f} : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}. \text{ For constrained finite-sum optimization, we further assume that } P \text{ is a uniform distribution over } [N] = \{1, 2, \cdots, N\}. \text{ The goal is to solve a special case of Problem (1), namely,}
\end{align}

\begin{align}
\min_{x \in \mathbb{R}^d} f(x) := & \min_{x \in \mathbb{R}^d} \frac{1}{N} \sum_{j=1}^{N} f_j(x), \\
\text{where } x & \in \mathbb{R}^d \text{ is the optimization variable, } z \in \mathbb{R}^d \text{ is a random variable drawn from a probability distribution } P, \text{ which determines the choice of a stochastic function } \tilde{f} : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}. \text{ For constrained finite-sum optimization, we further assume that } P \text{ is a uniform distribution over } [N] = \{1, 2, \cdots, N\}. \text{ The goal is to solve a special case of Problem (1), namely,}
\end{align}
we show that with quantized gradients, we can obtain a provably convergent method which preserves the convergence rates of the state-of-the-art vanilla centralized methods in all the considered cases [Zhang et al., 2019b, Shen et al., 2019b, Hassani et al., 2019, Yurtsever et al., 2019]. We believe our work presents the first quantized, partition encoding scheme for large scale optimization. Our theoretical results for Quantized Frank-Wolfe (QFW) are summarized in Table 1 where the SFO complexity is the required number of stochastic gradients in stochastic case, and the IFO complexity is the number of exact gradients for component functions in finite-sum case. For the convex case, the complexity indicates the number of gradients to achieve an ϵ-suboptimal solution; while in the non-convex case, it refers to the number of gradients to find a first-order ϵ-stationary point. We note that since the M workers compute the gradients simultaneously, the time to obtain gradients is proportional to the SFO/IFO complexity per worker. So we report the SFO/IFO complexity per worker, as in many other works on parallel optimization (e.g., Sign-SGD [Bernstein et al., 2018]). The results in Table 1 show that more workers can decrease the SFO/IFO complexity per worker effectively, and thus accelerate the optimization procedure. All the proofs in this paper are provided in the appendix.

2 Gradient Quantization Schemes

In most distributed optimization algorithms, the task of computing gradients is divided among the workers, and the master node uses parts of gradients at the workers to update the model (iterate) directly or sends the aggregated gradients to the worker so that each of them can update the model (iterate) locally. Therefore, the information that workers need to send to the master is the elements of the objective function gradient. Thus, by transmitting quantized gradients, we can reduce the communication bits effectively. In this section, we introduce a quantization scheme called s-Partition Encoding Scheme and explain how this scheme reduces the overall cost of exchanging gradients. Consider the gradient vector \( g \in \mathbb{R}^d \) and let \( g_i \) be the \( i \)-th coordinate of the gradient. The s-Partition Encoding Scheme encodes \( g_i \) into an element from the set \( \{ \pm 1, \pm \frac{1}{s}, \ldots, \pm \frac{1}{s^s}, 0 \} \) in a random way. To do so, we first compute the ratio \( \frac{|g_i|}{\|g\|\infty} \) and find the indicator \( l_i \in \{0, 1, \ldots, s-1\} \) such that \( |g_i|/\|g\|\infty \in [l_i/s, (l_i+1)/s) \). Then we define the random variable \( b_i \) as

\[
b_i = \begin{cases} 
  l_i/s, & \text{w.p. } 1 - \frac{|g_i|}{\|g\|\infty}s + l_i, \\
  (l_i + 1)/s, & \text{w.p. } \frac{|g_i|}{\|g\|\infty}s - l_i.
\end{cases}
\]

Finally, instead of transmitting \( g_i \), we send \( \text{sgn}(g_i) \cdot b_i \), alongside the norm \( \|g\|\infty \). It can be verified that \( \mathbb{E}[b_i|g] = |g_i|/\|g\|\infty \). So we define the corresponding decoding scheme as \( \phi'(g_i) = \text{sgn}(g_i)b_i/\|g\|\infty \) to ensure that \( \phi'(g) \) is an unbiased estimator of \( g \). We note that the encoding/decoding schemes in Figure 1 are denoted as capital \( \Phi/\Phi' \), indicating that they can be any general schemes. The proposed s-Partition Encoding Scheme is denoted by \( \phi/\phi' \). We also note that this quantization scheme is similar to the Stochastic Quantization method in [Alistarh et al., 2017], except that we use \( \ell_\infty \)-norm while they adopt the \( \ell_2 \)-norm. In the s-Partition Encoding Scheme, for each coordinate \( i \), we need 1 bit to transmit \( \text{sgn}(g_i) \). Moreover, since \( b_i \in \{0, 1/s, \ldots, (s-1)/s, 1\} \), we need \( z = \log_2(s+1) \) bits to send \( b_i \). Finally, we need 32 bits to transmit \( \|g\|\infty \). Hence, the total number of communicated bits is \( 32 + d(z + 1) \). Here, by “bits” we mean the number of 0’s and 1’s transmitted.

One major advantage of the s-Partition Encoding Scheme is that by tuning the partition parameter \( s \) or the corresponding assigned bits \( z \), we can smoothly control the trade-off between gradient quantization and information loss, which helps distributed algorithms to attain their best performance. We proceed to characterize the variance of the s-Partition Encoding Scheme.

**Lemma 1** The variance of s-Partition Encoding Scheme \( \phi \) for any \( g \in \mathbb{R}^d \) is bounded by

\[
\text{Var}[\phi'(g)|g] \leq \frac{d}{s^2}\|g\|_\infty^2.
\]

Lemma 1 demonstrates the trade-off between the error of quantization and the communication cost for s-Partition Encoding Scheme. In a nutshell, for larger choices of \( s \), the variance is smaller, which in turn results in higher communication cost. If we set \( s = 1 \), we obtain the Sign Encoding Scheme, which requires communicating the encoded scalars \( \text{sgn}(g_i)b_i \in \{\pm 1, 0\} \)

<table>
<thead>
<tr>
<th>Setting</th>
<th>Function</th>
<th>SFO/IFO Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finite-sum</td>
<td>Convex</td>
<td>( \mathcal{O}\left(\frac{N\ln(1/\epsilon) + 1/\epsilon^2}{M}\right) )</td>
</tr>
<tr>
<td>Finite-sum</td>
<td>Non-convex</td>
<td>( \mathcal{O}\left(\frac{\sqrt{N}}{\epsilon^2\sqrt{M}}\right) )</td>
</tr>
<tr>
<td>Stochastic</td>
<td>Convex</td>
<td>( \mathcal{O}\left(\frac{1}{M\epsilon^2}\right) )</td>
</tr>
<tr>
<td>Stochastic</td>
<td>Non-convex</td>
<td>( \mathcal{O}\left(\frac{1}{\epsilon^3\sqrt{M}}\right) )</td>
</tr>
</tbody>
</table>
and the norm \( \|g\|_\infty \). Since \( z = \log_2(s+1) = 1 \), the overall communicated bits for each worker are \( 32 + 2d \) per round. We characterize its variance in Lemma 2.

**Lemma 2** The variance of Sign Encoding Scheme is given by

\[
\text{Var}[\phi'(g)|g] = \|g\|_1 \|g\|_\infty - \|g\|_2^2. \tag{5}
\]

**Remark 1** For the probability distribution of the random variable \( b_i \), instead of \( \|g\|_\infty \), we can use other norms \( \|g\|_p \) (where \( p \geq 1 \)). But it can be verified that the \( \ell_\infty \)-norm leads to the smallest variance for Sign Encoding Scheme. That is also the reason why we do not use \( \ell_2 \)-norm as in [Alistarh et al. 2017].

### 3 Convex Minimization

In this section, we analyze the convex minimization problem in both finite-sum and stochastic settings. Note that even in the setting without quantization, if we use stochastic gradients in the update of FW, it might diverge [Hazan and Luo 2016, Mokhtari et al. 2018a]. So appropriate variance reduction techniques are needed for communicating quantized gradients. Nguyen et al. [2017a, 2017b, 2019] developed the Stochastic Path-Integrated Differential Estimator (SPIDER) technique, a variant of SARAH, for centralized unconstrained optimization. Recently, Hassani et al. 2019, [Shen et al. 2019a, Yurtsever et al. 2019] proposed the SPIDER variants for FW method for both convex and non-convex optimization problems. Similar variance reduction idea was also combined with SGD to solve non-convex finite-sum problems in [Zhou et al. 2018]. In this paper, we generalize SPIDER to the constrained and distributed settings.

We first consider the case where no quantization is performed. Let \( \{p_i\} \in \mathbb{N}^+ \) be a sequence of period parameters. At the beginning of each period \( i \), namely, \( t = \sum_{j=1}^{i-1} p_j + 1 \), each worker \( m \) samples \( S_{i,1} \) component functions in finite-sum case, or stochastic functions in stochastic case, which are denoted as \( S_{i,1} \). We define the local average gradient on set \( S_{i,1} \) as

\[
g_{i,1} = \frac{1}{S_{i,1}} \sum_{j\in S_{i,1}} \nabla f_j(x_t). \tag{6}
\]

Then each worker \( m \) computes the average of all these local gradients \( g_{i,1} \) and sends it to the master. Then, master node calculates the average of the \( M \) received signals and broadcasts it to all workers. Then, the workers update their gradient estimation \( g_t \) as the averaged signal \( \bar{g}_t = \frac{1}{M} \sum_{m=1}^{M} g_{i,1}^m \).

Note \( \bar{g}_t \) is identical for all the workers. In the rest of that period, \( i.e., t = \sum_{j=1}^{i-1} p_j + k \), where \( 2 \leq k \leq p_i \), each worker \( m \) samples a set of local functions, denoted as \( S_{i,k} \), of size \( S_{i,k} \) uniformly at random, and computes the difference of averages of these gradients

\[
g_{i,k}^m = \frac{1}{S_{i,k}} \sum_{j\in S_{i,k}} \nabla f_j(x_t) \tag{7}
\]

and sends it to master. Then master node calculates the average of the \( M \) signals and broadcasts it to all the workers. The workers update their gradient estimation \( g_t \) as

\[
\bar{g}_t = \bar{g}_{t-1} + \frac{1}{M} \sum_{m=1}^{M} g_{i,k}^m.
\]

So \( \bar{g}_t \) is still identical for all the workers. In order to incorporate quantization, each worker simply pushes the quantized version of the average gradients. Then the master decodes the quantizations, encodes the average of decoded signals in a quantized fashion, and broadcasts the quantization. Finally, each worker decodes the quantized signal and updates \( x_t \) locally. To be more specific, in the quantized setting, in each iteration \( t \) such that \( t = \sum_{j=1}^{i-1} p_j + k \) where \( 1 \leq k \leq p_i \), each worker \( m \) sends the quantized version of its local gradient information \( \Phi_{1,t}(g_{i,k}^m) \) to the master. Once master collects all the quantized information, it decodes them, \( i.e., \), finds \( \Phi'_{1,t}(g_{i,k}^m)^M_{m=1} \), computes their average \( \bar{g}_t \)

---

**Algorithm 1** Quanitzed Frank-Wolfe (QFW)

1. **Input:** constraint set \( K \), total iteration number \( T \), No. of workers \( M \), period parameters \( \{p_i\} \), sample sizes \( \{S_{i,k}\} \), learning rate \( \eta_t \), initial point \( x_t \in K \).
2. **Output:** \( x_{T+1} \) or \( x_o \), where \( x_o \) is chosen from \( \{x_1, x_2, \cdots, x_T\} \) uniformly at random.
3. **for** \( t = 1 \) **to** \( T \) **do**
4. \( p_i \) \( \text{Set} \) \( x_{t,i,k} \) \( \text{from} \) \( \{x_1, x_2, \cdots, x_T\} \) **end for**
5. **for** \( i,k \) **do**
6. Each worker \( m \) encodes \( g_{i,k}^m \) as \( \Phi_{1,i,k}(g_{i,k}^m) \) and pushes it to the master.
7. Master decodes \( \Phi_{1,i,k}(g_{i,k}^m) \) as \( \Phi'_{1,i,k}(g_{i,k}^m) \), and computes \( \tilde{g}_{i,k} \) as \( \frac{1}{M} M_{m=1} \Phi_{1,i,k}(g_{i,k}^m) \).
8. **if** \( k = 1 \) **then**
9. **else**
10. Workers update \( \tilde{g}_{i,k} \) as \( \Phi'_{2,i,k}(\tilde{g}_{i,k}) \).
11. **end if**
12. **end for**
13. Master node calculates the average of the \( M \) signals and broadcasts it to all the workers.
14. Workers update \( \tilde{g}_{i,k} \) as \( \Phi'_{2,i,k}(\tilde{g}_{i,k}) + \tilde{g}_{i,k-1} \).
15. Each worker updates \( x_{t+1} \) \( \text{from} \) \( \{x_1, x_2, \cdots, x_T\} \) **end for**
16. **end for**

---
and sends its quantized version $\Phi_{2,i}(\tilde{y}_t)$ to all workers. Then, all the workers decode the received quantized signal and use it as their new gradient approximation $\tilde{y}_t$ and update their variable according to the update of Frank-Wolfe, i.e.,

$$x_{t+1} = x_t + \eta_t (v_t - x_t),$$

where $v_t \leftarrow \text{argmin}_{y \in \mathcal{K}} \langle v_t, \tilde{y}_t \rangle$. The description of our proposed Quantized Frank-Wolfe (QFW) method is shown in Figure 4 and outlined in Algorithm 4.

**Remark 2** The model update (Line 15 in Algorithm 4) should be performed at each worker. Since all the linear programming problems (to obtain $v_t$) are solved simultaneously, the total running time is the same with that where the model updating is performed in the master node. However, additional variance would be introduced if the master node updates the model and broadcasts it in quantized manners. Thus the master-updating method lacks theoretical justification regarding convergence, and we adopt the worker-updating approach.

### 3.1 Finite-Sum Setting

Now we proceed to establish the convergence properties of our proposed QFW in the finite-sum setting. Recall that we assume that there are $N$ functions and $M$ workers in total, and each worker $m$ has access to $n = N/M$ functions $f_{m,j}$ for $j \in [n]$. We first make two assumptions on the constraint set and component functions. Let $\|\cdot\|$ denote the $l_2$ norm in the Euclidean space through out the paper.

**Assumption 1** The constraint set $\mathcal{K}$ is convex and compact, with diameter $D = \text{sup}_{x,y \in \mathcal{K}} \| x - y \|$.

**Assumption 2** The functions $f_{m,i}$ are convex, $L$-smooth on $\mathcal{K}_i$, and satisfy that $\| \nabla f_{m,i}(x) \|_\infty \leq G_\infty$, for all $m \in [M], i \in [n], x, y \in \mathcal{K}$.

**Theorem 1 (Finite-Sum Convex)** Consider QFW outlined in Algorithm 4. Under Assumptions 1 and 2 if we set $p_i = 2^{-i+1}, \sigma_{i,1} = \{ f_{m,j} : j \in [n] \}$ (i.e., each worker $m$ samples all its $n$ component functions), $\sigma_{i,k} = p_i/M = 2^{-i+1}/M$, for all $i \geq 1, k \geq 2$, and $\eta_{i,k} = 2/(p_i + k) = 2/(2^{-i+1} + k)$, and use the $s_{1,1} = \sqrt{\frac{dp_i}{M}}$-Partition Encoding Scheme, $s_{2,1} = \sqrt{\frac{dp_i}{M}}$-Partition Encoding Scheme for $k = 1$, and $s_{1,i,k} = \sqrt{\frac{dp_i}{M}}$-Partition Encoding Scheme, $s_{2,i,k} = (\sqrt{\frac{dp_i}{M}})$-Partition Encoding Scheme for $k \geq 2$ as $\Phi_{1,i,k}$ and $\Phi_{2,i,k}$ in Algorithm 4 then the output $x_{T+1} \in \mathcal{K}$ satisfies

$$E[f(x_{T+1})] - f(x^*) \leq \frac{4D\sqrt{2(G_\infty^2 + 6L^2D^2) + 2LD^2}}{T},$$

where $x^*$ is a minimizer of $f$ on $\mathcal{K}$.

**Corollary 1** To obtain an $\epsilon$-suboptimal solution, we need to run the QFW method for at most $O(1/\epsilon)$ iterations. The IFO complexity per worker in this case is $O\left(\frac{N\ln(1/\epsilon) + 1/\epsilon^2}{M}\right)$.

Corollary 1 shows IFO complexity per worker is linear in $1/M$, which implies that increasing the number of workers $M$ will decrease the IFO complexity per worker effectively, thus accelerate the optimization procedure. Also, our numerical experiments in Section 5 showed that our proposed method requires significantly fewer bits than the unquantized version to achieve a specific accuracy.

### 3.2 Stochastic Setting

QFW can also be applied to the stochastic case. Recall that in the stochastic setting we assume that the objective function is $f(x) = E_{z \sim p}[f(x,z)]$ and each worker has access to independent samples $f(x,z)$. Before proving the convergence properties of QFW for the stochastic setting, we first make a standard assumption on $f(x,z)$.

**Assumption 3** The stochastic function $\tilde{f}(x,z)$ is convex, $L$-smooth on $\mathcal{K}_i$. The gradient $\nabla \tilde{f}(x,z)$ is an unbiased estimate of $\nabla f(x)$ with bounded variance $\sigma^2$, and satisfies that $\| \nabla \tilde{f}(x,z) \|_\infty \leq G_\infty$, for all $x \in \mathcal{K}, z \in \mathbb{R}^d$.

**Theorem 2 (Stochastic Convex)** Consider QFW outlined in Algorithm 4. Under Assumptions 2 and 3 if we set $p_i = 2^{-i+1}, \sigma_{i,1} = \frac{\sigma^2}{ML^2}$, $\sigma_{i,k} = p_i/M = 2^{-i+1}/M$, for all $i \geq 1, k \geq 2$, and $\eta_{i,k} = 2/(p_i + k) = 2/(2^{-i+1} + k)$, and use the $s_{1,1} = \sqrt{\frac{dp_i}{M}}$-Partition Encoding Scheme, $s_{2,1} = \sqrt{\frac{dp_i}{M}}$-Partition Encoding Scheme for $k = 1$, and $s_{1,i,k} = (\sqrt{\frac{dp_i}{M}})$-Partition Encoding Scheme, $s_{2,i,k} = (\sqrt{\frac{dp_i}{M}})$-Partition Encoding Scheme for $k \geq 2$ as $\Phi_{1,i,k}$ and $\Phi_{2,i,k}$ in Algorithm 4 then the output $x_{T+1} \in \mathcal{K}$ satisfies

$$E[f(x_{T+1})] - f(x^*) \leq 4D\sqrt{13L^2D^2 + 2G_\infty^2 + 2LD^2} \frac{1}{T},$$

where $x^*$ is a minimizer of $f$ on $\mathcal{K}$.

**Corollary 2** To obtain an $\epsilon$-suboptimal solution, we need to run the QFW method outlined in Algorithm 4 for at most $O(1/\epsilon)$ iterations. The SFO complexity per worker in this case is $O(1/(M\epsilon^2))$.

Corollary 2 shows SFO complexity per worker is linear in $1/M$, which implies a speed-up for distributed
settings. It also shows that the dependency of QFW's complexity on $\epsilon$ for convex settings is optimal.

**Remark 3** In theory, the partitioning levels of quantization do depend on the number of iterations. Thus more transmission bits are required over the optimization procedure. But it will not render our QFW method communication-expensive. We set the partitioning levels conservatively to achieve the theoretical guarantees. However, as shown in the experiments (Section 7), much smaller quantization levels (which are actually constants) are usually preferred in practice.

## 4 Non-Convex Optimization

With slightly different parameters, QFW can be applied to non-convex settings as well. In unconstrained non-convex optimization problems, the gradient norm $\|\nabla f\|$ is usually a good measure of convergence as $\|\nabla f\|\to 0$ implies convergence to a stationary point. However, in the constrained setting we study the Frank-Wolfe Gap [Jaggi, 2013] [Lacoste-Julien, 2010] defined as

$$G(x) = \max_{v \in K} (v - x - \nabla f(x)). \quad (9)$$

For constrained optimization problem, if a point $x$ satisfies $G(x) = 0$, then it is a first-order stationary point. Also, by definition, we have $G(x) \geq 0$, for all $x \in K$. We first analyze the finite-sum setting and then the more general stochastic setting.

### 4.1 Finite-Sum Setting

To extend our results to the nonconvex setting we first assume that the following condition is satisfied.

**Assumption 4** The component functions $f_{m,i}$ are $L$-smooth on $K$ and uniformly bounded, i.e., $\sup_{x \in K} |f_{m,i}(x)| \leq M_0$. Further, $\|\nabla f_{m,i}(x)\|_{\infty} \leq G_\infty$, for all $m \in [M], i \in [n], x, y \in K$.

**Theorem 3 (Finite-Sum Non-Convex)** Under Assumptions 4 and 4, if we set $p_i = \sqrt{n}$, $S_{i,1} = \{f_{m,j} : j \in [n]\}$ (i.e., each worker $m$ samples all its $n$ components), $S_{i,k} = \sqrt{n}/M$ for all $i \geq 1, k \geq 2, \eta = T^{-1/2}$ for all $t$, and use the $s_{1,i,1} = (\sqrt{Td})$-Partition Encoding Scheme, $s_{2,1,i} = (\sqrt{Td})$-Partition Encoding Scheme for $k = 1$, and $s_{1,i,k} = (\frac{d^{1/2}n^{1/4}}{\sqrt{M}})$-Partition Encoding Scheme, $s_{2,1,i} = (\frac{d^{1/2}n^{1/4}}{\sqrt{M}})$-Partition Encoding Scheme for $k \geq 2$ as $\Phi_{1,i,k}$ and $\Phi_{2,1,i,k}$ in Algorithm 2, then the output $x_o \in K$ satisfies

$$E[G(x_o)] \leq \frac{2M_0 + D\sqrt{3L^2D^2 + 2G_\infty^2} + \frac{LD^2}{2}}{\sqrt{T}}.$$  

**Algorithm 2 Stochastic Non-Convex Quantized Frank-Wolfe (SNC-QFW)**

1. **Input:** constraint set $K$, iteration number $T$, No. of workers $M$, initial point $x_1 \in K$
2. Obtain $T$ independent samples of $z_i$, and define finite-sum $f(x) = \frac{1}{T} \sum_{i=1}^{T} f(x, z_i)$
3. Apply Algorithm 1 on $f$ with $N = T$ and all other parameters being the same as in Theorem 3
4. **Output:** $x_o$, where $x_o$ is chosen from $\{x_1, x_2, \cdots, x_T\}$ uniformly at random

**Corollary 3** Algorithm 2 finds an $\epsilon$-first order stationary point after at most $O(1/\epsilon^2)$ iterations. The IFO complexity per worker is $O(\sqrt{N}/(\epsilon^2 \sqrt{M}))$.

**Corollary 3** shows IFO complexity per worker is linear in $1/\sqrt{M}$, implicating that increasing the number of workers $M$ will decrease the IFO complexity per worker effectively, thus accelerate the optimization procedure.

### 4.2 Stochastic Setting

For non-convex objective function, the stochastic optimization problem in (1) can be solved approximately by the QFW method described in Algorithm 1. Specifically, the objective function $f(x) = E_{z \sim P}[f(x, z)]$ can be approximated by a finite-sum problems with $B$ samples where the samples $\{z_1, \ldots, z_B\}$ are independently drawn according to the probability distribution $P$. Thus we define the surrogate function $\hat{f}$

$$\hat{f}(x) = \frac{1}{B} \sum_{i=1}^{B} \hat{f}(x, z_i), \quad (10)$$

as the finite-sum approximation of $f(x)$. As a result, we can apply QFW on $\hat{f}$, thus optimize $\hat{f}$ approximately. The algorithm is outlined in Algorithm 2.

In the non-convex setting, if we further assume that $\hat{f}(x, z)$ is $G$-Lipschitz for all $z \in \mathbb{R}^d$, then we have the following lemma:

**Lemma 3 (Theorem 5 of Reddi et al., 2016)** If we define $\tilde{G}(x) = \max_{v \in K} (v - x - \nabla f(x))$, then $E[\tilde{G}(x) - \tilde{G}(x)] \leq \frac{GD}{\sqrt{B}}$. Recall that $D$ is the diameter of $K$ as defined in Assumption 4. $G(x) = \max_{v \in K} (v - x - \nabla f(x))$. Thus for the output $x_o$, we have

$$E[G(x_o)] \leq E[\tilde{G}(x_o)] + \frac{GD}{\sqrt{B}}. \quad (11)$$

Based on Theorem 3 and Lemma 3, we have the following theoretical guarantee for stochastic non-convex minimization.
Theorem 4 (Stochastic Non-Convex) Assuming that for all $z \in \mathbb{R}^d$, $f(x, z)$ is $G$-Lipschitz, $L$-smooth, and satisfies $|f(x, z)| \leq M_0$ for all $x \in K$. If we obtain $T$ independent samples of $z_i$, and apply Algorithm 1 on $f(x) = \frac{1}{T} \sum_{t=1}^T f(x, z_i)$ with $N = T, n = T/M$, and all the other parameters set the same as in Theorem 3, then after $T$ iterations, the output $x_o \in K$ satisfies

$$
\mathbb{E}[G(x_o)] \leq \frac{2M_0 + D\sqrt{3L^2D^2 + 2G^2 + \frac{LD^2}{T}}}{\sqrt{T}} + \frac{GD}{\sqrt{T}}.
$$

We note that the algorithm finds an $\epsilon$-first order stationary point with at most $O(1/\epsilon^2)$ rounds. The SFO complexity per worker is $O(\sqrt{N}/(\sqrt{M}\epsilon^2)) = O(1/\sqrt{\epsilon M})$.

Thus the SFO complexity per worker is linear in $1/\sqrt{M}$, which implies that increasing the number of workers $M$ will decrease the SFO complexity per worker.

5 Experiments

We evaluate the performance of algorithms by visualizing their loss $f(x_i)$ vs. the number of transmitted bits. The experiments were performed on 20 Intel Xeon E5-2660 cores and thus the number of workers is 20. For each curve in the figures below, we ran at least 50 repeated experiments, and the height of shaded regions represent two standard deviations.

In our first setup, we consider a multinomial logistic regression problem. Consider the dataset $\{(x_i, y_i)\}_{i=1}^N \subseteq \mathbb{R}^d \times \{1, \ldots, C\}$ with $N$ samples that have $C$ different labels. We aim to find a model $w$ to classify these sample points under the condition that the solution has a small $\ell_1$-norm. Therefore, we aim to solve the following convex problem

$$
\min_w \frac{1}{N} \sum_{i=1}^N \sum_{c=1}^C 1\{y_i = c\} \log \frac{\exp(w^\top x_i)_c}{\sum_{j=1}^C \exp(w^\top x_i)_j},
$$

subject to $\|w\|_1 \leq 1$. 

(12)

In our experiments, we use the MNIST dataset and assume that each worker stores 3000 images. Therefore, the overall number of samples in the training set is $N = 60000$.

In our second setup, our goal is to minimize the loss of a three-layer neural network under some conditions on the norm of the solution. Before stating the problem precisely, let us define the log-loss function as $h(y, p) \triangleq -\sum_{c=1}^C 1\{y = c\} \log p_c$ for $y \in \{1, \ldots, C\}$ and a $C$-dimensional probability vector $p := (p_1, \ldots, p_C)$. We aim to solve the following non-convex problem

$$
\min_{W_1, W_2} \sum_{i=1}^N h(y_i, \phi(W_2 \text{relu}(W_1 x_i + b) + b_2)),
$$

subject to $\|W_i\|_1 \leq a_1, \|b_i\|_1 \leq a_2,

(13)

where $\text{relu}(x) \triangleq \max\{0, x\}$ is the ReLU function and $\phi$ is the softmax function. The imposed $\ell_1$ constraint on the weights leads to a sparse network. We further remark that Frank-Wolfe methods are suitable for training a neural network subject to an $\ell_1$ constraint as they are equivalent to a dropout regularization [Ravi et al., 2018]. In our setup, the size of matrices $W_1$ and $W_2$ are $784 \times 50$ and $50 \times 10$, respectively, and the constraints parameters are $a_1 = a_2 = 5$.

For all of the considered settings, we vary the quantization level, use the $s_1$-partition encoding scheme when workers send encoded tensors to the master and use the $s_2$-partition encoding scheme when the master broadcasts encoded tensors to the workers ($s_i = uq$ indicates FW without quantization and $s_i = \text{thm}$ indicates QFW with the quantization level recommended by our theorems, where $i = 1, 2$). We also propose the federated learning approach FL, an effective heuristic based on QFW, where each worker performs its local Frank-Wolfe update autonomously without communicating with each other and synchronizes the model only at the end of each round. This method may not enjoy the strong theoretical guarantees of QFW and we observe in our experiments that it is even prone to divergence. In stochastic minimization, each worker samples 1000 images uniformly at random and without replacement.

In Figure 2, we observe the performance of FL, FW without quantization, and different variants of QFW for solving the multinomial logistic regression problem in (12). The stochastic minimization is presented in Figure 2a and the finite-sum minimization is shown in Figure 2b. We observe that QFW with Partition Encoding Scheme ($s_1 = 1, s_2 = 3$) has the best performance in terms of the amount of transmitted bits. Specifically, QFW with Partition Encoding Scheme ($s_1 = 1, s_2 = 3$) requires $3 \times 10^8$ bits to hit the lowest loss in Figures 2a and 2b while FL with the same level of quantization only achieves a suboptimal loss (approximately 2.24) with the same amount of communication. Furthermore, FW without quantization requires more than $3.8 \times 10^9$ bits to reach the same error, i.e., quantization reduces communication load by at least an order of magnitude.

Figure 3 demonstrates the performance of FL, FW without quantization, and different variants of QFW for solving the three-layer neural network in (13). Again we show the stochastic minimization on the left (Figure 3a) and the finite-sum minimization on the right (Figure 3b). We observe four divergent curves of the federated learning method FL ($s_1 = 3, s_2 = 1; s_1 = \text{thm}, s_2 = 1; s_1 = 1, s_2 = \text{thm};$ and $s_1 = 1, s_2 = uq$), while all QFW curves converge. This observation is in accordance with the fact that FL has no theoretical guarantee, in contrast to the proposed QFW method. FW
In this paper, we developed Quantized Frank-Wolfe (QFW), the first general-purpose projection-free and communication-efficient framework for constrained optimization. Along with proposing various quantization schemes, QFW can address both convex and non-convex optimization settings in stochastic and finite-sum cases. We provided theoretical guarantees on the convergence rate of QFW and validated its efficiency empirically on training multinomial logistic regression and neural networks. Our theoretical results highlighted the importance of variance reduction techniques to stabilize FW and achieve a sweet trade-off between the communication complexity and convergence rate in distributed settings. We also note that it might be possible to design simpler Quantized FW methods based on the new developments [Zhang et al., 2019b].

6 Conclusion

We provide more experimental results in the longer version of this paper [Zhang et al., 2019a].

Figure 2: Comparison in terms of the loss versus the number of transmitted bits for a multinomial logistic regression problem. The best performance belongs to QFW with Partition Encoding Scheme \((s_1 = 1, s_2 = 3)\), and FW without quantization has the worst performance.

Figure 3: Comparison of algorithms in terms of the loss versus the number of transmitted bits for a three-layer neural network. FW without quantization \((s = uq)\) significantly underperforms the quantized FW methods. We observe four divergent curves of the federated learning method FL \((s_1 = 3, s_2 = 1; s_1 = thm, s_2 = 1; s_1 = 1, s_2 = thm; s_1 = 1, s_2 = uq)\).
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