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1. Introduction

The fifth Machine Learning for Health (ML4H 2019) workshop! was held on December 13,
2019, in conjunction with the thirty-third Conference on Neural Information Processing
Systems (NeurIPS 2019), at the Vancouver Convention Center, Vancouver, Canada. This
proceedings contains the 17 papers accepted to the inaugural ML4H Proceedings.

The goal of this year’s workshop was twofold. First, it aimed to foster collaborations
that meaningfully impact medicine by bringing together clinicians, health data experts,
and machine learning researchers. Second, it provided a proceedings venue for technically
excellent, mature work. The latter goal was motivated by increased interest in technical

1. The ML4H workshop website is https://ml4health.github.io/2019/.
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innovations in machine learning that are tailored to the unique challenges of the healthcare
domain. To this end, ML4H 2019 offered two submission tracks: a proceedings track,
which encompassed full-length submissions of technically mature and rigorous work, and an
extended abstract track, that would accept less mature, but innovative research. Accepted
publications of both types were given a platform for presentation, whether through an oral
or poster presentation. The goal was to provide a venue to publish high-quality work, while
still enabling the lively discussions that have made ML4H successful in the past.

In this proceedings introduction, we start in Section 2 by describing the workshop itself,
including a brief discussion of the event as well as a detailed summary of the paper selection
process and submission statistics. In Section 3 we briefly analyze the accepted works, and
offer commentary on the trends of research observed in this field, building on the analysis of
the 2018 workshop (Beaulieu-Jones et al., 2019). Finally, we close with acknowledgments,
including a list of all organizers and reviewers for ML4H 2019.

2. Workshop
2.1. Program

The ML4H 2019 workshop featured six invited talks from academia and industry, eight
spotlight presentations from authors accepted at the venue, and a panel discussion with
invited speakers. The speakers included Daphne Koller, Founder and CEO of insitro (Koller,
2019); Cian Hughes and Nenad Tomasev from Google Health (Hughes and Tomasev, 2019);
Emily Fox, Director of Health Al at Apple and Associate Professor at the University of
Washington (Fox, 2019); Luke Oakden-Rayner, Director of Medical Imaging Research at
Royal Adelaide Hospital (Oakden-Rayner, 2019); Anna Goldenberg, Associate Professor
at University of Toronto and Senior Scientist at SickKids Research Institute (Goldenberg,
2019); and Dale Webster and Lily Peng from Google Health and Google Brain AT (Webster
and Peng, 2019). Speakers discussed applications of machine learning across diverse data
modalities and topic areas, highlighting the growing breadth of ML4H both in research and
application.

ML4H 2019 also featured a panel (Belgrave et al., 2019), in which panelists commented
on the overall state of the field and answered audience questions, as well as spotlight talks
from selected papers (Hughes and Tomasev, 2019; Asif, 2019; Rozenberg, 2019; Xu, 2019;
Kapur, 2019; Jaeger, 2019; Wei, 2019; Raghu, 2019; Nagpal and Li, 2019).

2.2. Paper Selection

Suggested Topics. Authors were invited to submit papers relating to all aspects of
ML4H, with a specific emphasis on the following themes: (1) Data and Labels are Noisy
and/or Missing; (2) Causality and Confounding; (3) Do No Harm: Trust, Generalizability,
Interpretability, and Reproducibility; (4) Deployment Challenges within Healthcare; (5)
Dataset Shift; (6) Fairness and Bias; (7) Multi-modality, High-dimensionality; and (8)
Privacy.

Submission Statistics. Despite a shorter submission timeline, the workshop saw con-
tinued growth in the number of submissions, receiving 111 full papers and 198 extended
abstracts, up from 239 total submissions in 2018. The program committee consisted of 294
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Table 1: Clinician involvement in submissions.

2018 2019
None 65.1% | 40.95%
Consultant/Acknowledged | 3.6% | 19.05%
Primary author 7.8% | 8.57%
Secondary co-author 23.4% | 31.43%

reviewers and completed a total of 1208 reviews. At least five reviews were completed for
each proceedings track submission, and at least three for each extended abstract submis-
sion. Nineteen full papers were accepted for this proceedings (17% acceptance rate), of
which seventeen chose to appear in the final proceedings, and another 29 were modified
and accepted as extended abstracts with poster presentation. Of the submitted extended
abstracts, 68 (34%; including the 29 modified full papers) were accepted for poster presen-
tation. The extended abstracts were given the option to be included in an arXiv index
at https://arxiv.org/abs/2002.01584 (McDermott et al., 2020).

3. Analysis of Accepted Works
3.1. Structured Data Analysis

As part of this year’s submission process, we asked authors to self-report on various aspects
of their paper (e.g., what level of involvement clinician collaborators had, or what their
disease focus was). Reviewers were also asked to gauge the validity of these responses
during review. Using these data, we characterize several trends in the 2019 accepted works
compared to the ML4H 2018 analyses (Beaulieu-Jones et al., 2019).

Two important trends were an increased proportion of papers with clinical contributors
and the increased usage of separate external validation datasets. Table 1 shows that in
comparison to ML4H 2018, 24.15% fewer overall papers had no clinician involvement while
a majority of accepted works this year had clinicians as either consultants or secondary co-
authors (authors other than first, equal contributions or last). Table 2 shows an increase in
the number of accepted works using multiple datasets and external datasets for validation.
Half (50.0%) of the accepted works in 2019 used multiple datasets compared to just 17.4%
in 2018.

This year’s workshop also saw an increase in the number of works that were not disease-
specific from 25.9% to 42.7% (Table 3). Additionally, both Cardiovascular and Diabetes
saw large decreases from 2018 to 2019. Table 4 shows the types of data analyzed in accepted
works. In 2018, “Other” made up only 3.6% of works but increased by more than 10% as
the diversity of datatypes increased.

3.2. Topic Analysis

We also performed topic modeling over the free-text content of accepted papers. In Figure 1,
we compare topics to those of the previous year (Beaulieu-Jones et al., 2019; Antropova
et al., 2018). We observe a significant increase in papers under both the “General ML4H”
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Table 2: Utilization of additional datasets for validation and potential for generalization.

2018 | 2019
Single Dataset 83.6% | 50.0%
Multiple Datasets 12.0% | 37.1%
Separate Dataset for Evaluation | 5.4% | 12.9%

Table 3: Most common clinical conditions studied.

2018 | 2019
Oncology 12.7% | 15.5%
Neurodegenerative | 8.5% | 6.8%
Pulmonary 3.6% | 4.9%
Cardiovascular 11.4% | 2.9%
Diabetes 6.0% | 0.9%
No Specific Disease | 25.9% | 42.7%
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Figure 1: LDA topic distribution across accepted works between the ML4H workshops in
2018 and 2019.
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Table 4: Types of data used in accepted work.

2018 | 2019
Images 23.5% | 25.5%
Structured (e.g. EHR, Epidemiological) | 32.5% | 24.2%
Text (e.g. Biomedical & Clinical Notes) | 20.5% | 22.9%

Other 3.6% | 13.7%
Time Series (e.g. Vitals, Wearables) 10.2% | 5.9%
-omics 6.0% | 5.2%
Video 3.6% | 2.6%

topic as well as the “Imaging” topic, and significantly fewer submissions under “Genetics”
and “Generative models.” The increases in imaging and decreases in genetics and generative
models likely represent changes in the underlying research landscape. Increased imaging, in
particular, could be a result of the increasing data availability of imaging data, in particular
chest X-ray radiographs. An increased number of papers in the “unspecified” category is
likely a result of a minor data shift between the two years leaving papers uncategorized, or
the introduction of new topic areas that were not sufficiently popular in prior years to be
discerned by the topic model.
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