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Abstract

Multi-output Gaussian processes (MOGPs) leverage the flexibility and interpretability of GPs while capturing structure across outputs, which is desirable, for example, in spatio-temporal modelling. The key problem with MOGPs is their computational scaling $O(n^3p^3)$, which is cubic in the number of both inputs $n$ (e.g., time points or locations) and outputs $p$. For this reason, a popular class of MOGPs assumes that the data live around a low-dimensional linear subspace, reducing the complexity to $O(n^3m^3)$. However, this cost is still cubic in the dimensionality of the subspace $m$, which is still prohibitively expensive for many applications. We propose the use of a sufficient statistic of the data to accelerate inference and learning in MOGPs with orthogonal bases. The method achieves linear scaling in $m$ in practice, allowing these models to scale to large $m$ without sacrificing significant expressivity or requiring approximation. This advance opens up a wide range of real-world tasks and can be combined with existing GP approximations in a plug-and-play way. We demonstrate the efficacy of the method on various synthetic and real-world data sets.

1. Introduction

Gaussian processes (GPs, Rasmussen & Williams, 2006) form an interpretable, modular, and tractable probabilistic framework for modelling nonlinear functions. They are successfully applied in a wide variety of single-output problems: they can automatically discover structure in signals (Cheng & Boots, 2009), achieve state-of-the-art performance in regression tasks (Bui et al., 2016), enable data-efficient models in reinforcement learning (Deisenroth & Rasmussen, 2011), and support many applications in probabilistic numerics (Hennig et al., 2015), such as in optimisation (Brochu et al., 2010) and quadrature (Minka, 2000).

Multi-output Gaussian processes (MOGPs) leverage the flexibility and interpretability of GPs while capturing structure across outputs. One of the first applications of GPs with multiple outputs was in geostatistics (Matheron, 1969). Today, MOGPs models can be found in various areas, including geostatistics (Wackernagel, 2003), factor analysis (Teh & Seeger, 2005; Yu et al., 2009), dependent or multi-task learning (Boyle & Frean, 2005; Bonilla et al., 2007; 2008; Osborne et al., 2008), latent force models (Álvarez et al., 2009; Álvarez & Lawrence, 2009; Álvarez et al., 2010; Álvarez & Lawrence, 2011), state space modelling (Särkkä et al., 2013), regression networks (Wilson et al., 2012; Nguyen & Bonilla, 2014; Dezfouli et al., 2017), and mixture models (Ulrich et al., 2015; Bruinsma, 2016; Parra & Tobar, 2017; Requeima et al., 2019).

A key practical problem with existing MOGPs is their computational complexity. For $n$ input points, each having $p$ outputs, inference and learning in general MOGPs take $O(n^3p^3)$ time and $O(n^2p^2)$ memory, although these may be alleviated by a wide range of approximations (Candela & Rasmussen, 2005; Titsias, 2009; Lázaro-Gredilla et al., 2010; Hensman et al., 2013; Wilson & Nickisch, 2015; Bui et al., 2017; Cheng & Boots, 2017; Hensman et al., 2018). To mitigate these unfavourable scalings, a particular class of MOGPs, which we call the Instantaneous Linear Mixing Model (ILMM, Sec. 2.1), assumes that the data live around an $m$-dimensional linear subspace, where $m < p$. This class exploits the low-rank structure of its covariance to reduce the complexity of inference and learning to roughly $O(n^3m^3)$ time and $O(n^2m^2)$ memory. Although $m$ is typically much smaller than $p$, the runtime complexity is again cubic in $m$. Consequently, the ILMM is prohibitively expensive in applications where moderate $m$ is required. Consider, for example, hourly real-time electricity prices at 2313 different locations across 15 U.S. states and the Canadian province of Manitoba during the year 2019 (MISO, 2019). Forecasting electricity prices is crucial in the planning of energy transmission, which happens 24 hours in advance. The ILMM is particularly well suited to this task: the prices derive from optimal power flow, which tends to exhibit low-rank structure. However, it still takes roughly $m = 40$ to explain 95% of the variance of this data. For $n = 1$ k time points, this
requires the inversion of a $40k \times 40k$ matrix. Even worse, to explain $99\%$ of the variance, it requires the inversion of a $120k \times 120k$ matrix, clearly far beyond what is feasible.

In this paper, we develop a new perspective on MOGPs in the Instantaneous Linear Mixing Model class through the use of a sufficient statistic of the data. We use this sufficient statistic to identify a class of MOGPs, which we call the Orthogonal Instantaneous Linear Mixing Model (OILMM, Sec. 3), in which inference and learning take $O(n^2 m + n p m + m^2 p)$ time and $O(n^2 m + n p + m p)$ memory, without sacrificing significant expressivity nor requiring any approximations. The dominant (first) terms in these expressions are linear in $m$, rather than cubic. It is this feature that allows the OILMM to scale to large $m$. The linear scaling is achieved by breaking down the high-dimensional multi-output problem into independent single-output problems, whilst retaining exact inference. Consequently, the proposed methodology is interpretable—e.g., it can be seen as a natural generalisation of probabilistic principal component analysis (PPCA, Tipping & Bishop, 1999)—simple to implement, and trivially compatible with single-output scaling techniques in a plug-and-play way. For example, it can be combined with the variational inducing point approximation by (Titsias, 2009) or with state-space approximation methods (Sec. 3.9); these approximations reduce the time complexity of the dominant term to linear in both the number of data points $n$ and $m$. We demonstrate the efficacy of the OILMM in experiments on various synthetic and real-world data sets. Simple algorithms to perform inference and learning in the OILMM are presented in App. A.

2. Multi-Output Gaussian Process Models

For tasks with $p$ outputs, multi-output Gaussian processes induce a prior distribution over vector-valued functions $f: \mathcal{T} \to \mathbb{R}^p$ by requiring that any finite collection of function values $f_p(t_1), \ldots, f_p(t_n)$ with $\{t_i\}_{i=1}^n \subseteq \{1, \ldots, p\}$ are multivariate Gaussian distributed. We consider the input space time, where $\mathcal{T} = \mathbb{R}$, but the analysis trivially applies to more general feature spaces, e.g. $\mathcal{T} = \mathbb{R}^d$. A MOGP $f \sim \mathcal{GP}(m, K)$ is described by a vector-valued mean function $m(t) = \mathbb{E}[f(t)]$ and a matrix-valued covariance function $K(t, t') = \mathbb{E}[f(t)f(t')] - \mathbb{E}[f(t)]\mathbb{E}[f(t')]$. For $n$ observations $y(t_1), \ldots, y(t_n) \in \mathbb{R}^p$, inference and learning take $O(n^3 p^3)$ time and $O(n^2 p^2)$ memory.

2.1. The Instantaneous Linear Mixing Model

A simple, but general class of MOGPs decomposes a signal $f(t)$ comprising $p$ outputs into a fixed basis $h_1, \ldots, h_m \in \mathbb{R}^p$ with coefficients $x_1(t), \ldots, x_m(t) \in \mathbb{R}$:

$$f(t) = h_1 x_1(t) + \ldots + h_m x_m(t) = H x(t)$$

where $h_i$ is the $i$th column of $H$. The coefficients $x_1(t), \ldots, x_m(t)$ are time varying and modelled independently with unit-variance Gaussian processes. The noisy signal $y(t)$ is then generated by adding $\mathcal{N}(0, \Sigma)$-distributed noise to $f(t)$. Intuitively, this means that the $p$-dimensional data live in a “pancake” (Roweis & Ghahramani, 1999; MacKay, 2002) around the $m$-dimensional column space of $H$, where typically $m \ll p$.

Mod. 1 (Instantaneous Linear Mixing Model). Let $K$ be an $m \times m$ diagonal multi-output kernel with $K(t, t) = I_m$, $H$ a $p \times m$ matrix, and $\Sigma$ a $p \times p$ observation noise covariance. Then the ILMM is given by the following generative model:

$$x \sim \mathcal{GP}(0, K(t, t'))$$  \hspace{1cm} \text{(latent processes)}
$$f(t) | H, x(t) = H x(t)$$  \hspace{1cm} \text{(mixing mechanism)}
$$y | f \sim \mathcal{GP}(f(t), \delta(t-t')\Sigma)$$  \hspace{1cm} \text{(noise model)}

We call $x$ the latent processes and $H$ the mixing matrix or basis. Throughout the paper, we assume that $H$ has linearly independent columns. If we marginalise out $f$ and $x$, we find that $y \sim \mathcal{GP}(0, HK(t, t')H^T + \delta(t-t')\Sigma)$, which reveals that the ILMM exhibits low-rank covariance structure. It then also shows that the ILMM is a time-varying generalisation of factor analysis (FA): choosing $K(t, t') = \delta(t-t')I_m$ and $\Sigma$ diagonal recovers FA exactly.

The ILMM is definitely not novel; the specific formulation in Mod. 1 is for convenience of the exposition in this paper. In particular, the ILMM is very similar to the Linear Model of Coregionalisation (LMC) (Goovaerts, 1997). In the LMC, every latent process has multiple independent copies and the observation noise $\Sigma$ is typically diagonal. More generally, the ILMM is a special case of the more general formulation with mixing mechanism $f(t) = \int \delta(t, \tau) x(\tau) d\tau$ where $H: \mathcal{T} \times \mathcal{T} \to \mathbb{R}^{p \times m}$ is a matrix-valued time-varying filter. In particular, it is the case $H(t, \tau) = \delta(t-\tau)H$; here the mixing is instantaneous and time-invariant. Many other MOGPs in the machine learning and geostatistics literature can be seen as specialisations of this more general formulation by imposing structure on $H$ and $K$. An organisation of the literature from this point of view, which we call the Mixing Model Hierarchy (MMH), is presented in App. B.

2.2. Inference and Learning in the ILMM

The complexities of inference and learning in MOGPs can often be alleviated by exploiting structure in the kernel. This is the case for the ILMM, which we have seen exhibits low-rank covariance structure. In this section, we develop a new perspective on the ILMM by showing that the covariance structure can be exploited by devising a low-dimensional “summary” or “projection” of the $p$-dimensional observations. This reduces the complexities from $O(n^3 p^3)$ time and $O(n^2 p^2)$ memory to $O(n^2 m^3 + n m p + m^2 p)$ time and $O(n^2 m^2 + n p + m p)$ memory, where $O(n m p + m^2 p)$ is
the cost of projecting the data and computing the projection, and \(O(np + mp)\) is the cost of storing the data and projection.

The low-dimensional projection of the observations \(y\) will be given by a sufficient statistic for the model, which is therefore “without loss of information” and can be used to accelerate inference. Concretely, the projection of \(y\) is given by the maximum likelihood estimate (MLE) of \(x\) under the likelihood \(p(y \mid x)\) of the ILMM. As Prop. 2 in App. D shows, this MLE is given by \(T_y\) where \(T\) is the \(m \times p\) matrix \((H^T \Sigma^{-1} H)^{-1} H^T \Sigma^{-1}\); \(T_y\) is an unbiased estimator of \(x\). Because \(T_y\) is an MLE for \(x\), it is a function of a sufficient statistic for \(x\), if one exists. Prop. 3 in App. E shows that \(T_y\) is actually minimally sufficient itself. For any prior \(p(x)\) over \(x\), sufficiency of \(T_y\) gives that \(p(x \mid y) = p(x \mid T_y);\) that is, conditioning on \(y\) is equivalent to conditioning on \(T_y\), where \(T_y\) can be interpreted as a “summary” or “projection” of \(y\). This idea is formalised in the following proposition, which is proven in App. F:

**Prop. 1.** Let \(p(x)\) be a model for \(x: \mathcal{T} \rightarrow \mathbb{R}^m\), not necessarily Gaussian, \(H a p \times m\) matrix, and \(\Sigma a p \times p\) observation noise covariance. Then consider the following generative model:

\[
\begin{align*}
  x &\sim p(x), \quad \text{(latent processes)} \\
  f(t) | H, x(t) &= H x(t), \quad \text{(mixing mechanism)} \\
  y | f &\sim \mathcal{GP} (f(t), \delta[t - t'] \Sigma). \quad \text{(noise model)}
\end{align*}
\]

Consider a \(p \times n\) matrix \(Y\) of observations of \(y\). Then \(p(f \mid Y) = p(f \mid T Y)\), where the distribution of the projected observed signal \(T Y\) is

\[
T_y | x \sim \mathcal{GP} (x(t), \delta[t - t'] \Sigma_T) \text{ with } \Sigma_T = (H^T \Sigma^{-1} H)^{-1}.
\]

Moreover, the probability of the data \(Y\) is given by

\[
p(Y) = \frac{\prod_{i=1}^n \mathcal{N}(y_i | 0, \Sigma)}{\mathcal{N}(T y_i | 0, \Sigma_T)} \int p(x) \prod_{i=1}^n \mathcal{N}(T y_i | x_i, \Sigma_T) \, dx
\]

where the \(i^{th}\) observation \(y_i\) is the \(i^{th}\) column of \(Y\).

Crucially, \(Y\) are \(p\)-dimensional observations, \(TY\) are \(m\)-dimensional summaries, and typically \(m \ll p\), so conditioning on \(TY\) is often much cheaper; note that computing \(TY\) takes \(O(nmp)\) time and \(O(mp)\) memory. In particular, if we apply Prop. 1 to the ILMM by letting \(x \sim \mathcal{GP}(0, K(t, t'))\), we immediately get the claimed reduction in complexities; whereas conditioning on \(Y\) takes \(O(n^2p^3)\) time and \(O(n^2 p^2)\) memory, we may equivalently condition on \(TY\), which takes \(O(n^3 m^3)\) time and \(O(n^2 m^2)\) memory instead.

This important observation is depicted in Fig. 1a.

The case of Prop. 1 where \(x\) is Gaussian can be found as Results 1 and 2 by Higdon et al. (2008), and was also used by the authors to accelerate inference. Although the reduction in computational complexities allows Higdon et al. to scale to significantly larger data, they are still limited by the cubic dependency on \(m\).

If the observations can be naturally represented as multi-index arrays in \(\mathbb{R}^{p_1 \times \cdots \times p_q}\), a natural choice is to correspondingly decompose \(H = H_1 \cdots \otimes H_q\) where \(\otimes\) is the Kronecker product. In this parametrisation, the projection and projected noise also become the Kronecker products: \(T = T_1 \otimes \cdots \otimes T_q\) and \(\Sigma_T = \Sigma_{T_1} \otimes \cdots \otimes \Sigma_{T_q}\). See App. H. The model by Zhe et al. (2019) can be seen as an ILMM of this form with \(K(t, t') = k(t, t') I_m\) where \(k\) is a scalar-valued kernel and \(\Sigma = \sigma^2 I_p\).

In Prop. 1, we call \(\Sigma_T = T \Sigma_{T^T} = (H^T \Sigma^{-1} H)^{-1}\) the projected observation noise. The projected noise \(\Sigma_T\) is important, because it couples the latent processes upon observing data. In particular, if the latent processes are independent under the prior and \(\Sigma_T\) is diagonal, then the latent processes remain independent when data is observed. This observation forms the basis of the computational gains achieved by the Orthogonal Instantaneous Linear Mixing Model.

### 2.3. Interpretation of the Likelihood

Prop. 1 shows that the log-probability of the data \(Y\) is equal to the log-probability of the projected data \(TY\) plus, for every observation \(y_i\), a correction term of the form \(\log \mathcal{N}(y_i | 0, \Sigma) / \mathcal{N}(T y_i | 0, \Sigma_T)\). Prop. 4 in App. G shows that this correction term can be written as

\[
-\frac{1}{2} (p - m) \log 2\pi - \frac{1}{2} \log \| \Sigma \| / \| \Sigma_T \| - \frac{1}{2} \| y_i - H T y_i \|_\Sigma^2,
\]

where \(\| \cdot \|_\Sigma = \| \cdot \|^{-1/2} \). When the likelihood is optimised with respect to \(H\), the correction terms will prevent the projection \(T\) from discarding a component of the data \(Y\) and the noise \(\Sigma\) that is “too large”. For example, for the ILMM, if these correction terms were ignored, then after optimising we would find that \(TY = 0\) and \(\Sigma_T = 0\), because the density of a zero-mean Gaussian is highest at the origin, and becomes higher as the variance becomes smaller; it is exactly \(TY = 0\) and \(\Sigma_T = 0\) that the two penalties prevent from happening.

### 3. The Orthogonal Instantaneous Linear Mixing Model

Inspired by Prop. 1, we will now identify a subclass of the ILMM for which, in practice, inference and learning scale linearly in the number of latent processes \(m\) rather than cubically. As we will see, this happens when the projected observation noise is diagonal, which is the case for the Orthogonal Instantaneous Linear Mixing Model (OILMM): the subclass of ILMMs where the basis \(H\) is orthogonal. In particular, \(H = US^\frac{1}{2}\) where \(U\) is a matrix with orthonormal
columns and $S > 0$ a diagonal. We define this model as follows:

**Mod. 2 (Orthogonal Instantaneous Linear Mixing Model).**

The OILMM is an ILMM (Mod. 1) where the basis $H$ is a $p \times m$ matrix of the form $H = US^T$ with $U$ a matrix with orthonormal columns and $S > 0$ diagonal, and $\Sigma = \sigma^2 I_p + HH^T$ a $p \times p$ matrix with $D \geq 0$ diagonal.

The difference between the ILMM and the OILMM is illustrated in Fig. 1c. In the OILMM, we require that $m \leq p$, since the number of $p$-dimensional vectors that can be mutually orthogonal is at most $p$. Also, $D$ in $\Sigma$ can be interpreted as heterogeneous noise deriving from the latent processes. Moreover, although $H$ and $\Sigma$ do not depend on time, our analysis and results trivially carry over to the case where $H_t$ and $\Sigma_t$ do vary with time. Finally, for the OILMM, Prop. 8 in App. L shows that $T = S^{-1} Z U^T$ and $\Sigma T = \sigma^2 S^{-1} + D$.

Whereas the ILMM is a time-varying generalisation of FA, the OILMM can be seen as a time-varying generalisation of probabilistic principal component analysis (PPCA, Tipping & Bishop, 1999); $D = 0$ and $K(t, t') = \delta [t - t'] I_m$ recovers the orthogonal solution of PPCA exactly; recall that PPCA admits infinitely many solutions, with only one corresponding to orthogonal axes, whereas the modelling assumptions of the OILMM recover this solution automatically. See Fig. 2 for a visualisation of the relationship between FA, PPCA, the ILMM, and the OILMM. The OILMM is also related to Gaussian Process Factor Analysis (GPFA, Yu et al., 2009), with the crucial difference being that in GPFA orthogonalisation of the columns of $H$ is done as a post-processing step, whereas in the OILMM orthogonality of the columns of $H$ is built into the model. In this respect, the OILMM is more similar to the model by Higdon et al. (2008), who also consider a MOGP with an orthogonal basis built in.

**3.1. Generality of the OILMM**

A central theme of the experiments will be to assess how restrictive the orthogonality assumption is for the OILMM. In this section, we theoretically investigate this question from various perspectives. In the separable case, where $K(t, t') = k(t, t') I_m$ for a scalar-valued kernel $k$, for every ILMM with homogeneous observation noise ($\Sigma = \sigma^2 I_p$), there exists an OILMM with $D = 0$ that is equal in distribution to $y$. To see this, note

$$y^{(ILMM)} \sim \mathcal{GP}(0, k(t, t') H H^T + \sigma^2 \delta [t - t'] I_p),$$

$$y^{(OILMM)} \sim \mathcal{GP}(0, k(t, t') USU^T + \sigma^2 \delta [t - t'] I_p).$$

Hence, letting $USU^T$ be the eigendecomposition of $HH^T$ gives an OILMM equal in distribution to $y$. In the non-separable case, where diagonal elements of $K$ are linearly independent, in general only the distribution of $y(t)$ at every $t$ can be recovered by an OILMM, but the correlation between $y(t)$ and $y(t')$ for $t' \neq t$ may be different. In terms of the joint distribution over $x$ and $y$, which is important for interpretability of the latent processes, Prop. 7 in App. K shows that the Kullback–Leibler (KL) divergence between two ILMMs with bases $H$ and $H$ is proportional to $\| H - \hat{H} \|^2_F$, hence symmetric, where $\| \cdot \|^2_F$ denotes the Frobenius norm. As a consequence (Prop. 7), the KL between an ILMM with basis $H$ and the OILMM closest in
KL is upper bounded by \(\|I_m - V\|_F^2\), where \(V\) are the right singular vectors of \(H\). This makes sense: \(V = I_m\) implies that \(H\) is of the form \(US^2\) with \(U\) a matrix with orthonormal columns and \(S > 0\) diagonal. It also shows that an ILMM is close to an OILMM if \(V\) is close to \(I_m\) in the sense of the Frobenius norm.

### 3.2. Choice of Basis

The basis \(H\) is a parameter of the model that can be learned through gradient-based optimisation of the likelihood. Parametrising the orthogonal part \(U\) of the basis \(H\) takes \(O(m^2p)\) time and \(O(mp)\) memory (see App. C). This complexity is quadratic in \(m\), rather than linear. However, the cost of parametrising \(U\) is typically far from dominant, which means that this cost is typically negligible. See App. I for a more detailed discussion.

Observing that \(E[f(t)f^T(t)] = HH^T\), a sensible initialisation of the basis \(H\) is (a truncation of) \(US^2\) where \(\Sigma = USU^T\) is the eigendecomposition of an estimate \(\Sigma\) of the spatial covariance. In the case that there is a kernel over the outputs, e.g. in separable spatio-temporal GP models, \(H\) can be set to (a truncation of) \(US^2\) where \(USU^T\) is an eigendecomposition of the kernel matrix over the outputs. The hyperparameters of the kernel over the outputs can then be learned with gradient-based optimisation by differentiating through the eigendecomposition. See Sec. 3.9.

### 3.3. Diagonal Projected Noise

As alluded to in Sec. 2.1, under the OILMM, the projected noise \(\Sigma_T\) from Prop. 1 is diagonal: \(\Sigma_T = \sigma^2S^{-1} + D\); Prop. 6 in the App. J characterises exactly when this is the case. This property is crucial, because, as we explain in the next paragraph, it allows the model to break down the high-dimensional multi-output problem into independent single-output problems, which brings significant computational advantages.

### 3.4. Inference

Since the projected noise is diagonal, the latent processes remain independent when data is observed. We may hence treat the latent processes independently, conditioning the \(i\)th latent process \(x_i\) on \((TY)_i = Y^TU_i/\sqrt{\Sigma_{ii}}\) under noise \((\Sigma_T)_{ii} = \sigma^2/S_{ii} + D_{ii}\), which means that the high-dimensional prediction problem breaks down into independent single-output problems. Therefore, inference takes \(O(n^3m + nmp)\) time and \(O(n^2m + np)\) memory (see App. C), which are linear in \(m\). This decoupled inference procedure is depicted in Fig. 1b and outlined in more detail in Apps. A.2 and A.3. Note that the decoupled problems can be treated in parallel to achieve sublinear wall time, and that in the separable case further speedups are possible.

### 3.5. Learning

For computing the marginal likelihood, the OILMM also offers computational benefits. Prop. 9 in App. M shows that \(\log p(Y)\) from Prop. 3 simplifies to:

\[
\log p(Y) = \frac{n}{2} \log |S| - \frac{n(p-m)}{2} \log 2\pi\sigma^2 - \frac{1}{2\sigma^2} \| (I_p - UU^T) Y \|_F^2 + \sum_{i=1}^{m} \log \mathcal{N}((TY)_i; |0, K_i + (\sigma^2/S_{ii} + D_{ii})I_n) \]

where \(\| \cdot \|_F\) denotes the Frobenius norm and \(K_i\) is the \(n \times n\) kernel matrix for the \(i\)th latent process \(x_i\). We conclude that learning also takes \(O(n^3m + nmp)\) time and \(O(n^2m + np)\) memory (see App. C), again linear in the number of latent processes. Computation of the marginal likelihood is outlined in more detail in App. A.4.

### 3.6. Interpretability

Besides computational benefits, the fact that the OILMM breaks down into independent problems for the latent processes also promotes interpretability.\(^1\) Namely, the independent problems can be separately inspected to interpret, diagnose, and improve the model. This is much easier than directly working with predictions for the data, which are high dimensional and often strongly correlated between outputs. For example, the OILMM allows a simple and interpretable decomposition of the mean squared error:

\[
\| y - Hx \|^2 = \| P_{H^\perp} y \|^2 + \sum_{i=1}^{m} S_{ii} ((TY)_i - x_i)^2,
\]

where \(P_{H^\perp}\) is the orthogonal projection onto the orthogonal complement of \(\text{col}(H)\). See Prop. 10 in App. N for a proof.

### 3.7. Scaling

For both learning and inference, the problem decouples into \(m\) independent single-output problems. Therefore, to scale to a large number of data points \(n\), off-the-shelf single-output GP scaling techniques can be trivially applied to these independent problems. For example, if the variational inducing point method by Titsias (2009) is used with \(r \ll n\) inducing points, then inference and learning are further reduced to \(O(nmr^2)\) time and \(O(nmr)\) memory, ignoring the cost of the projection (see App. C). Most importantly, if \(k(t, t')\) is Markovian (e.g. of the Matérn class), then one can leverage state-space methods to efficiently solve the \(m\) independent problems exactly (Hartikainen & Särkkä, 2010; Särkkä & Solin, 2019). This brings down the scaling to \(O(nmd^3)\) time and \(O(nmd^2)\) memory, where \(d\) is the state

\(^1\)In the OILMM, the latent processes retain independence in the posterior distribution, which is not generally true for the ILMM.
dimension, typically \( d \ll m, n \) (see App. C). We further discuss this approach in Sec. 3.9.

### 3.8. Missing Data

Missing data is troublesome for the OILMM, because it is not possible to take away a subset of the rows of \( H \) and retain orthogonality of the columns. In this section, we develop an approximation for the OILMM to deal with missing data in a simple and effective way. For a matrix or vector \( A \), let \( A_0 \) and \( A_m \) denote the rows of \( A \) corresponding to respectively observed and missing values. Also, for a matrix \( A \), let \( d[A] \) denote the diagonal matrix resulting from setting the off-diagonal entries of \( A \) to zero. In the case of missing data, Prop. 11 in App. O.1 shows that the projection and projected noise are given by \( T_0 = S^{-\frac{1}{2}} U_0 \) and \( \Sigma_{T_0} = \sigma^2 S^{-\frac{1}{2}}(U_0^T U_0)^{-1} S^{-\frac{1}{2}} + D \). Observe that \( \Sigma_{T_0} \) is dense, because, unlike \( U \), the columns of \( U_0 \) are not orthogonal. However, they may be approximately orthogonal, which motivates the approximation \( \Sigma_{T_0} \approx d[\Sigma_{T_0}] \). Prop. 12 in App. O.1 shows that this approximation will be accurate if missing observations cannot decrease the norm of a vector in \( \text{col}(H) \) too much:

\[
\epsilon_{\text{rel}} = \frac{\|\Sigma_{T_0} - d[\Sigma_{T_0}]\|_{\text{op}}}{\|d[\Sigma_{T_0}]\|_{\text{op}}} \lesssim \max_{y \in \text{col}(H) \setminus \{0\}} \frac{\|y\|_{\text{op}}}{\|y_m\|}^2
\]

where \( \|\cdot\|_{\text{op}} \) denotes the operator norm and \( \lesssim \) denotes inequality up to a proportionality constant. For example, if the \( i \)-th column of \( H \) is a unit vector, say \( e_{i_k} \), then the bound does not guarantee anything. Indeed, if the \( i \)-th output is missing, then potentially all information about the \( i \)-th latent process is lost. On the other hand, if, for example, \( \|U\|_{\infty} \lesssim \frac{1}{p} \), then Corollary 1 in App. O.1 shows that \( \epsilon_{\text{rel}} \lesssim \frac{1}{s/p} \) if \( s \) outputs are missing, which means that the approximation will be accurate if \( s \ll p \). With this approximation, two things change in the log-likelihood (Rem. 1 in App. O.1): for every point time with missing data \( (i) \) \( UU^T \) becomes \( U_0 U_0^T \) and \( (ii) \) an extra term \( -\frac{1}{2} \log \|U_0^T U_0\| \) appears.

It is also easy to use variational inference to handle missing data (App. O.2) and to support heterogeneous observation noise (App. P), but we leave experimental tests of these approaches to future work.

### 3.9. Application to Separable Spatio–Temporal GPs

Separable spatio–temporal GPs, which are of the form \( f \sim GP(0, k_s(t, t') k_r(r, r')) \), form a vector-valued process \( f(t) = (f(t, r_i))_{i=1}^p \sim GP(0, k_s(t, t') K_r) \) when observed at a fixed number of locations in space, where \( K_r \) is the \( p \times p \) matrix with \( (K_r)_{ij} = k_r(r_i, r_j) \). Letting \( USU^T \) be the eigendecomposition of \( K_r \), \( f(t) \) is an OILMM with \( H = US \) and \( K(t, t') = k_s(t, t') I_p \). Note that \( m = p \), so the projection takes \( O(np^2) \) time (see App. C).

Combining the OILMM framework with efficient state-space scaling techniques (Hartikainen & Särkkä, 2010; Särkkä & Solin, 2019; Solin et al., 2018; Nickisch et al., 2018), which are either exact or arbitrarily good approximations, the complexities are reduced to \( O(np^3 + p^3) \) time and \( O(np^2 + p^2) \) memory for the entire problem, which are linear in \( n \) (see App. C). This compares favourably with the filtering techniques of Särkkä et al. (2013) and Hartikainen et al. (2011), both of which have \( O(np^3) \) time and \( O(np^2) \) memory, and the Kronecker product decomposition (Saatci, 2012, Ch. 5) approach, which requires \( O(p^3 + n^3) \) time and \( O(p^2 + n^2) \) memory complexity.

By relaxing \( K \) to be a general diagonal multi-output kernel with \( K(t, t') = I_p \), we obtain a new class of models which are nonseparable relaxations of the above in which exact inference remains efficient. The orthogonal basis for this OILMM is, as before, the eigenvectors of a kernel matrix whose hyperparameters can be optimised.

### 4. Experiments

We test the OILMM in experiments on synthetic and real-world data sets. A Python implementation and code to reproduce the experiments is available at [https://github.com/wesselb/oilmm](https://github.com/wesselb/oilmm). A Julia implementation is available at [https://github.com/willtebbutt/OILMMs.jl](https://github.com/willtebbutt/OILMMs.jl).

#### 4.1. Computational Scaling

We demonstrate that exact inference scales favourably in \( m \) for the OILMM, whereas the ILMM quickly becomes computationally infeasible as \( m \) increases. We use a highly optimised implementation of exact inference for the ILMM, kindly made available by Invenia Labs.

Fig. 3 shows the runtime and the memory usage of the ILMM and OILMM. Observe that the ILMM scales \( O(m^3) \) in time and \( O(m^2) \) in memory, whereas the OILMM scales \( O(m) \) in both time and memory. For \( m = 25 \), the ILMM takes nearly 10 minutes to compute the evidence, whereas the OILMM only requires a couple seconds. See App. Q for more details.

---

\[2\] [https://invenialabs.co.uk](https://invenialabs.co.uk)
4.2. Rainforest Tree Point Process Modelling

We consider a subset of the extensive rain forest data set credited to Hubbell et al. (2005); Condit (1998); Hubbell et al. (1999) in which the locations of 12929 *trichilia tuberculata* have been recorded. This data is modelled via an inhomogeneous Poisson process, whose log-intensity is given a GP prior. Inference is framed in terms of a latent GP with a Poisson likelihood over a discrete collection of bins. The methodology of Solin et al. (2018) is adapted to accelerate inference of the latent processes, which demonstrates the ability of the OILMM to be combined with existing scaling techniques in a plug-and-play fashion. Inference in the kernel parameters and log-intensity process utilise a simple blocked Gibbs sampler.

It takes roughly three hours\(^3\) to perform \(10^5\) iterations of MCMC (circa \(10^5\) marginal likelihood evaluations and \(10^6\) prior samples) with 20000 bins, demonstrating the feasibility of a computationally demanding choice of approximate inference procedure. The Kronecker product factorisation technique (Saatçi, 2012, Ch. 5) is a competitive method in this setting, as it can also efficiently and exactly compute log marginal likelihoods and generate prior samples efficiently. Fig. 4 shows the trade off between the two approaches to inference. In this experiment we define \(p = n/2\), meaning that the approach described in Sec. 3.9 scales cubically in \(n\). Despite their quite different implementation details, they do obtain similar performance, with the OILMM performing relatively better as \(n\) increases. See App. R for further experimental details and analysis.

4.3. Temperature Extrapolation

Having demonstrated that the OILMM offers computational benefits, we now show that the method can scale to large numbers of latent processes \((m = p = 247)\) to capture meaningful dependencies between outputs. We consider a simple spatio–temporal temperature prediction problem over Europe. Approximately 30 years worth of the ERA-Interim reanalysis temperature data\(^4\) (Dee et al., 2011) is smoothed in time with a Hamming window of width 31 and sub-sampled once every 31 days to produce a data set comprising \(13 \times 19 = 247\) outputs and approximately 350 months worth of data. We train the OILMM and IGPs (both models use Matérn–\(5/2\) kernels with a periodic component) on the first 250 months of the data and test on the next 100 months. For the OILMM, we use a range of numbers of latent processes, up to \(m = p = 247\), and let the basis \(H\) be given by the eigenvectors of the kernel matrix over the points in space (Matérn–\(5/2\) with a different length scale for latitude and longitude).

Tab. 1 summarises the performance of the models; more detailed graphs can be found in App. S. The OILMM achieves parity in RMSE with IGP at \(m = 200\) latent processes—the data is highly periodic and the predictions are accurate for both models. Moreover, the OILMM requires only \(m = 5\) latent processes to achieve a better PPLP than IGP and continues to improve with increasing \(m\), demonstrating the need for a large number of latent processes.

4.4. Exchange Rates Prediction

In this experiment and the next, we test the orthogonality assumption and missing data approximation of the OILMM by comparing its performance to an equivalent ILMM with no restrictions on \(H\) and which deals exactly with missing data. We consider daily exchange rates with respect to USD of the top ten international currencies and three precious materials in the year 2007. The task is to predict CAD, JPY, and AUD on particular days given that all other currencies are observed throughout the whole year; we exactly follow Requeima et al. (2019) in the data and setup of the experiment. For the (O)ILMM, we use \(m = 3\) latent processes with Matérn–\(1/2\) kernels and randomly initialise and learn the basis \(H\).

---

\(^3\)3.6 GHz Intel Core i7 processor and 48 GB RAM

\(^4\)All output from CMIP5 and ERA-Interim models was regrid-eded onto the latitude–longitude grid used for the IPSL-CM5A-LR model.

<table>
<thead>
<tr>
<th>(m)</th>
<th>1</th>
<th>5</th>
<th>50</th>
<th>100</th>
<th>200</th>
<th>247</th>
</tr>
</thead>
<tbody>
<tr>
<td>OILMM</td>
<td>2.151</td>
<td>2.072</td>
<td>2.030</td>
<td>2.002</td>
<td>1.992</td>
<td>1.991</td>
</tr>
<tr>
<td>IGP</td>
<td>1.993</td>
<td>1.993</td>
<td>1.993</td>
<td>1.993</td>
<td>1.993</td>
<td>1.993</td>
</tr>
<tr>
<td>PPLP</td>
<td>OILMM</td>
<td>-1.976</td>
<td>-1.457</td>
<td>-0.905</td>
<td>-0.774</td>
<td>-0.600</td>
</tr>
<tr>
<td></td>
<td>IGP</td>
<td>-1.923</td>
<td>-1.923</td>
<td>-1.923</td>
<td>-1.923</td>
<td>-1.923</td>
</tr>
</tbody>
</table>
shows that the ILMM and OILMM again have identical performance. This again shows that the orthogonality assumption does not harm the model’s predictive power and that the missing data approximation can work well.

### 5. Discussion and Conclusion

We investigated the use of a sufficient statistic of the data to accelerate inference in MOGPs with orthogonal bases. In practice, the proposed methodology scales linearly with the number of latent processes $m$, allowing to scale to large $m$ without sacrificing significant expressivity nor requiring any approximations. This is achieved by breaking down

---

**Table 2.** Standardised mean-squared error (SMSE) and normalised posterior predictive log-probability (PPLP) of held-out test data for various models in the exchange rates (ER) and EEG experiment.

<table>
<thead>
<tr>
<th>Model</th>
<th>SMSE</th>
<th>PPLP</th>
</tr>
</thead>
<tbody>
<tr>
<td>IGP</td>
<td>0.60*</td>
<td>0.39*</td>
</tr>
<tr>
<td>CMOGP[11]</td>
<td>0.24*</td>
<td>0.49</td>
</tr>
<tr>
<td>CGP[14]</td>
<td>0.19</td>
<td>0.49</td>
</tr>
<tr>
<td>ILMM</td>
<td>0.19</td>
<td>0.26†</td>
</tr>
<tr>
<td>OILMM</td>
<td>0.03†</td>
<td></td>
</tr>
</tbody>
</table>

Tab. 2 shows that the ILMM and OILMM have identical performance. This shows that the orthogonality assumption and missing data approximation of the OILMM can work well in practice.

**4.6. Large-Scale Climate model Calibration**

In this final experiment, we scale to large data in a climate modelling task over Europe. We use the OILMM to find relationships between 28 climate simulators⁴ (see Taylor et al., 2012, for background) by letting $H = H_s \otimes H_r$ (see App. H), where $H_s$ are the first $m_s = 5$ eigenvectors of a $28 \times 28$ covariance matrix $K_s$ between the simulators, and $H_r$ are the first $m_r = 10$ eigenvectors of the kernel matrix over the points in space (Matérn−5/2 with a different length scale for latitude and longitude). This means that the $m_s m_r = 50$ latent processes are indexed by two indices $s$ and $r$, one corresponding to the eigenvector of the simulator covariance and one to the eigenvector of the spatial covariance. The kernels for the latent processes are Matérn−5/2. We consider $n = 10000$ time points for all 28 simulators, each with 247 outputs, giving a total of roughly 70 million data points. For the independent problems, we use the variational inducing point method by Titsias (2009).

Fig. 6a shows that, as opposed to the empirical correlations, which ignore all temporal structure, the correlations learned by the OILMM exhibit a rich structure. A clustering of these correlations in Fig. 6b reveals that the identified structure is meaningful, because structurally similar simulators are grouped near each other. We conclude that the OILMM can be used to analyse large data in a simple and straightforward way, and is able to produce interpretable and meaningful results. See App. T for further experimental details and analysis of the results.
Figure 6. Results of the large-scale climate simulator experiment, showing (a) the empirical correlations and learned correlations \( (K_r) \) between the simulators, (b) a dendrogram deriving from hierarchically clustering the simulators based on the learned correlations where the colours indicate discovered groups, and (c) predictions for the latent processes for the first two eigenvectors of the spatial covariance matrix between simulators \( i_s = 1, 2 \) and the first two eigenvectors of the spatial covariance \( i_r = 1, 2 \), for the last 1000 days. Predictions are shown in blue, denoting the mean and central 95% credible region.

the high-dimensional prediction problem into independent single-output problems, whilst retaining exact inference. As a consequence, the method is interpretable, extremely simple to implement, and trivially compatible with off-the-shelf single-output GP scaling techniques for handling large numbers of observations. We tested the method in a variety of experiments, demonstrating that it offers significant computational benefits without harming predictive performance. Interesting future directions are the application to non-Gaussian models for the latent processes (see Prop. 1) and targeting sub-linear time complexity by parallelisation (see, e.g., Särkkä & García-Fernández, 2019).
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