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Abstract
A classic problem in unsupervised learning and data analysis is to find simpler and easy-to-visualize representations of the data that preserve its essential properties. A widely-used method to preserve the underlying hierarchical structure of the data while reducing its complexity is to find an embedding of the data into a tree or an ultrametric, but computing such an embedding on a data set of \(n\) points in \(\Omega(\log n)\) dimensions incurs a quite prohibitive running time of \(\Theta(n^2)\).

In this paper, we provide a new algorithm which takes as input a set of points \(P\) in \(\mathbb{R}^d\), and for every \(c \geq 1\), runs in time \(n^{1+c/2}\) (for some universal constant \(c > 1\)) to output an ultrametric \(\Delta\) such that for any two points \(u, v\) in \(P\), we have \(\Delta(u, v)\) is within a multiplicative factor of \(5c\) to the distance between \(u\) and \(v\) in the “best” ultrametric representation of \(P\). Here, the best ultrametric is the ultrametric \(\tilde{\Delta}\) that minimizes the maximum distance distortion with respect to the \(\ell_2\) distance, namely that minimizes \(\max_{u, v \in P} \frac{\Delta(u, v)}{\|u - v\|_2}\).

We complement the above result by showing that under popular complexity theoretic assumptions, for every constant \(\epsilon > 0\), no algorithm with running time \(n^{2-\epsilon}\) can distinguish between inputs in \(\ell_\infty\)-metric that admit isometric embedding and those that incur a distortion of \(3/2\).

Finally, we present empirical evaluation on classic machine learning datasets and show that the output of our algorithm is comparable to the output of the linkage algorithms while achieving a much faster running time.

1. Introduction
The curse of dimensionality has ruthlessly been haunting machine learning and data mining researchers. On the one hand, high dimensional representation of data elements allows fine-grained description of each datum and can lead to more accurate models, prediction and understanding. On the other hand, obtaining a significant signal in each dimension often requires a huge amount of data and high-dimensional data requires algorithms that can efficiently handle it. Hence, computing a simple representation of a high-dimensional dataset while preserving its most important properties has been a central problem in a large number of communities since the 1950s.

Of course, computing a simple representation of an arbitrary high-dimensional set of data elements necessarily incurs some information loss. Thus, the main question has been to find dimensionality reduction techniques that would preserve – or better, reveal – some structure of the data. An example of such a successful approach has been the principal component analysis which can be used to denoise a dataset and obtain a low-dimensional representation where ‘similar’ data elements are mapped to close-by locations. This approach has thus become a widely-used, powerful tool to identify cluster structures in high-dimensional datasets.

Yet, in many cases more complex structures underlie the datasets and it is crucial to identify this structure. For example, given similarity relations between species, computing a phylogenetic tree requires more than identifying a ‘flat’ clustering structure, it is critical to identify the whole hierarchy of species. Thus, computing a simple representation of an input containing a hierarchical structure has drawn a lot of attention over the years, in particular from the computational biology community. The most popular approaches are arguably the linkage algorithms, average-linkage, single-linkage, Ward’s method, and complete-linkage, which produce an embedding of the original metric into an ultrametric, see for example the seminal work of (Carlsson & Mémoli, 2010). Unfortunately, these approaches come with a major drawback: all these methods, have quadratic running time even in the best case – when the input consists
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1An ultrametric \((X, \Delta)\) is a metric space where for each \(x, y, z \in X\), \(\Delta(x, y) \leq \max(\Delta(x, z), \Delta(z, y))\).

2We would like to note here that the relevant work of (Abboud
of points in $\Theta(\log n)$ dimensions (where $n$ is the number of points) making them impractical for most applications nowadays. Obtaining an efficient algorithm for computing “good” hierarchical representation has thus been a major problem (see Section 1.2 for more details).

In this paper we are interested in constructing embeddings that (approximately) preserve the hierarchical structure underlying the input. For example, given three points $a, b, c$, we would like that if $a$ is more similar to $b$ than to $c$ (and so $a$ is originally closer to $b$ than to $c$ in the high-dimensional representation), then the distance of $a$ to $b$ in the ultrametric is lower than its distance to $c$. More formally, given a set of points $X$ in Euclidean space, a good ultrametric representation $\Delta$ is such that for every two points $a, b$ in $X$, we have

$$\|a - b\|_2 \leq \Delta(a, b) \leq \alpha \cdot \|a - b\|_2,$$

for the smallest possible $\alpha$ (see formal definition in Section 2). Interestingly, and perhaps surprisingly, this problem can be solved in $O(n^2 d + n^2 \log n)$ using an algorithm by (Farach et al., 1995). Unfortunately, this algorithm also suffers from a quite prohibitive quadratic running time. We thus ask:

Is there an easy-to-implement, efficient algorithm for finding good ultrametric representation of high-dimensional inputs?

1.1. Our Results

We focus on the problem mentioned above, which we refer to as the Best Ultrametric Fit problem (ULT) and which is formally defined in Section 2. We provide a simple algorithm, with running time $O(n d) + n^{1+O(1/\gamma^2)}$ that returns a $5\gamma$-approximation for the ULT problem, or a near-linear time algorithm that returns an $O(\sqrt{\log n})$-approximation.

**Theorem 1.1** (Upper Bound). For any $\gamma > 1$, there is an algorithm that produces a $5\gamma$-approximation in time $nd + n^{1+O(1/\gamma^2)}$ for Euclidean instances of ULT of dimension $d$.

Moreover, there is an algorithm that produces an $O(\sqrt{\log n})$-approximation in time $O(nd + n \log^2 n)$ for Euclidean instances of ULT of dimension $d$.

From a theoretical point of view, note that we can indeed get rid of the $nd$ dependency in the above theorem and replace it with an optimal bound depending on the number of non-zero coordinates by applying a sparse Johnson-Lindenstrauss transform in the beginning. Nonetheless, we stuck to the $nd$ dependency as it keeps the presentation of our algorithm simple and clear, and also since this is what we use in the experimental section.

Importantly, and perhaps surprisingly, we show that finding a faster than $n^{2-\epsilon}$ algorithm for this problem is beyond current techniques.

**Theorem 1.2** (Lower Bound; Informal version of Theorem 5.1). Assuming SETH, for every $\epsilon > 0$, no algorithm running in time $n^{2-\epsilon}$ can determine if an instance of ULT of points in $\ell_\infty$-metric admits an isometric embedding or every embedding has distortion at least $3/2$.

We also provide inapproximability results for the Euclidean metric by ruling out $(1 + o(1))$-approximation algorithms for ULT running in time $n^{1+o(1)}$ albeit under a more non-standard hypothesis that we motivate and introduce in this paper (see Theorem 5.7 for details).

1.2. Related Work

Strengthening the foundations for hierarchical representation of complex data has received a lot of attention over the years. The thorough study of (Carlsson & Mémoli, 2010) has deepened our understanding of the linkage algorithms and the inputs for which they produce good representations, we refer the reader to this work for a more complete introduction to the linkage algorithms. Hierarchical representation of data and hierarchical clusterings are similar problems. A recent seminal paper by (Dasgupta, 2015) phrasing the problem of computing a good hierarchical clustering as an optimization problem has sparked a significant amount of work mixing theoretical and practical results.
Addad et al., 2018; Moseley & Wang, 2017) showed that average-linkage achieves a constant factor approximation to (the dual of) Dasgupta’s function and introduced new algorithms with worst-case and beyond-worst-case guarantees, see also (Roy & Pokutta, 2016; Charikar & Chatsiarakis, 2017; Cohen-Addad et al., 2017; Charikar et al., 2019; 2018). Single-linkage is also known to be helpful to identify ‘flat’ clusterings in some specific settings (Balcan et al., 2008). We would like to point out that this previous work did not consider the question of producing an ultrametric that is representative of the underlying (dis)similarities of the data and in fact most of the algorithms designed by previous work do not output ultrametrics at all. This paper takes a different perspective on the problem of computing a hierarchical clustering: we are interested in how well the underlying metric is preserved by the hierarchical clustering. Also it is worth mentioning that in (Agarwala et al., 1999; Ailon & Charikar, 2011) the authors study various tree embedding with a focus on average distortion in (Ailon & Charikar, 2011), and tree metrics (and not ultrametrics) in (Agarwala et al., 1999).

Finally, a related but orthogonal approach to ours was taken in recent papers by (Cochez & Mou, 2015) and (Abboud et al., 2019). There, the authors design implementation of average-linkage and Ward’s method that have subquadratic running time by approximating the greedy steps done by the algorithms. However, their results do not provide any approximation guarantees in terms of any objective function but rather on the quality of the approximation of the greedy step and is not guaranteed to produce an ultrametric.

1.3. Organization of Paper

This paper is organized as follows. In Section 2 we introduce the Farach et al. algorithm. In Section 3 we introduce our near linear time approximation algorithm for general metrics, and in Section 4 discuss its realization specifically in the Euclidean metric. In Section 5 we prove our conditional lower bounds on fast approximation algorithms. Finally, in Section 6 we detail the empirical performance of our proposed approximation algorithm.

2. Preliminaries

Formally, an ultrametric $(X, \Delta)$ is a metric space where for each $x, y, z \in X$,

$$\Delta(x, y) \leq \max(\Delta(x, z), \Delta(z, y)).$$

For all finite point-sets $X$, it can be (always) realized in the following way as well. Let $T = (V, E)$ be a finite, rooted tree, and let $L$ denote the leaves of $T$. Suppose $w : V \setminus L \to \mathbb{R}^+$ is a function that assigns positive weights to the internal vertices of $T$ such that the vertex weights are non-increasing along root-leaf paths. Then one can define a distance on $L$ by

$$d_w(\ell, \ell') := w(LCA(\ell, \ell')),$$

where $LCA$ is the least common ancestor. This is an ultrametric on $L$.

We consider the best ultrametric fit problem (ULT), namely:

- Input: a set $V$ of $n$ elements $v_1, \ldots, v_n$ and a weight function $w : V \times V \mapsto \mathbb{R}$.
- Output: an ultrametric $(V, \Delta)$ such that $\forall v_i, v_j \in V$, $w(v_i, v_j) \leq \Delta(v_i, v_j) \leq \alpha \cdot w(v_i, v_j)$, for the minimal value $\alpha$.

Note that we will abuse notation slightly and, for an edge $e = (v_i, v_j)$, write $w(e)$ to denote $w(v_i, v_j)$. We write $\Delta^{\text{OPT}}$ to denote an optimal ultrametric, and let $\alpha^{\text{OPT}}$ denote the minimum $\alpha$ for which $\forall v_i, v_j \in V$, $w(v_i, v_j) \leq \Delta^{\text{OPT}}(v_i, v_j) \leq \alpha \cdot w(v_i, v_j)$.

We say that an ultrametric $\hat{\Delta}$ is a $\gamma$-approximation to ULT if $\forall v_i, v_j \in V$, $w(v_i, v_j) \leq \Delta(v_i, v_j) \leq \gamma \cdot \alpha^{\text{OPT}} \cdot w(v_i, v_j)$.

2.1. Farach-Kannan-Warnow’s Algorithm

Farach et al. (Farach et al., 1995) provide an $O(n^2)$ algorithm to solve a “more general” problem (i.e., that is such that an optimal algorithm for this problem can be used to solve ULT), the so-called “sandwich problem”. In the sandwich problem, the input consists of set $V$ of $n$ elements $v_1, \ldots, v_n$ and two weight functions $w_L$ and $w_R$, and the goal is to output an ultrametric $(V, \Delta)$ such that $\forall v_i, v_j \in V$, $w(v_i, v_j) \leq \Delta(v_i, v_j) \leq \alpha \cdot w_L(v_i, v_j)$ for the minimal $\alpha$.

Observe that an algorithm that solves the sandwich problem can be used to solve best ultrametric fit by setting $w_L = w_R = w$.

We now review the algorithm of (Farach et al., 1995). Given a tree $T$ over the elements of $V$ and an edge $e \in T$, removing $e$ from $T$ creates two connected components, we call $L(e)$ and $R(e)$ the set of elements in these connected components respectively. Given $L(e)$ and $R(e)$, we define $P(e)$ to be the set of pairs of elements $v_i \in L(e)$ and $v_j \in R(e)$ such that the maximum weight of an edge of the path from $v_i$ to $v_j$ in $T$ is $w(v)$. A cartesian tree of a weighted tree $T$ is a rooted tree $T_C$ defined as follows: the root of $T_C$ corresponds to the edge of maximal weight and the two children of $T_C$ are defined recursively as the cartesian trees of $L(e)$ and $R(e)$, respectively. The leaves of $T_C$ correspond to the nodes of $T$. Each node has an associated height. The height of any leaf is set to 0. For a non-leaf node $u \in T_C$, we know that $u$ corresponds, by construction, to an edge $e_u$ in $T$, which is the
first edge (taken in decreasing order w.r.t. their weights) that separates \( v_i \) from \( v_j \) in \( T \). Set the height of \( u \) to be equal to the weight of \( e_u \) in \( T \). A cartesian tree \( T_C \) naturally induces an ultrametric \( \Delta \) on its leaves: the distance between two points \( v_i \) and \( v_j \) (i.e., two leaves of \( T_C \)) is defined as the height of their least common ancestor in \( T_C \).

Finally, we define the cut weight of edge \( e \) to be

\[
CW(e) = \max_{(v_i,v_j) \in P(e)} w_e(v_i,v_j).
\]

The algorithm of (Farach et al., 1995) is as follows:

1. Compute a minimum spanning tree (MST) \( T \) over the complete graph \( G_h \) defined on \( V \) and with edge weights \( w_h \);
2. Compute the cut weights with respect to the tree \( T \);
3. Construct the cartesian tree \( T_C \) of the tree \( T' \) whose structure is identical to \( T \) and the distance from an internal node of \( T_C \) to the leaves of its subtree is given by the cut weight of the corresponding edge in \( T \);
4. Output the ultrametric induced by the tree metric of \( T_C \).

The following theorem is proved in (Farach et al., 1995):

**Theorem 2.1.** Given two weight functions \( w_t \) and \( w_h \), the above algorithm outputs an ultrametric \( \Delta \) such that for all \( v_i, v_j \in V \)

\[
w_t(v_i, v_j) \leq \Delta(v_i, v_j) \leq \alpha_{\text{OPT}} \cdot w_h(v_i, v_j)
\]

for the minimal \( \alpha_{\text{OPT}} \).

### 3. APPROXULT: An Approximation Algorithm for ULT

In this section, we describe a new approximation algorithm for ULT and prove its correctness. We then show in the next section how it can be implemented efficiently for inputs in the Euclidean metric.

Given a spanning tree \( T \) over a graph \( G \), any edge \( e = (v_i, v_j) \in G \setminus T \) induces a unique cycle \( C^T_i \) which consists of the union of \( e \) and the unique path from \( x \) to \( y \) in \( T \). We say that a tree \( T \) is a \( \gamma \)-approximate Kruskal tree (or shortly a \( \gamma \)-KT) if

\[
\forall e \in G \setminus T, w(e) \geq \frac{1}{\gamma} \max_{e' \in C^T_i} w(e').
\]

Moreover, given a tree \( T \) and an edge \( e \) of \( T \), we say that \( \beta \in \mathbb{R} \) is a \( \gamma \)-estimate of \( CW(e) \) if \( CW(e) \leq \beta \leq \gamma \cdot CW(e) \). By extension, we say that a function

\[
ACW : V \times V \mapsto \mathbb{R}
\]

is a \( \gamma \)-estimate of the cut weights \( CW \) if, for any edge \( e \), \( ACW(e) \) is a \( \gamma \)-estimate of \( CW(e) \).

The rest of this section is dedicated to proving that the following algorithm achieves a \( \gamma \delta \)-approximation to ULT, for some parameters \( \gamma \geq 1, \delta \geq 1 \) of the algorithm.

1. Compute a \( \gamma \)-KT \( T \) over the complete graph \( G_h \) defined on \( V \) and with edge weights \( w_h \);
2. Compute a \( \delta \)-estimate \( ACW \) of the cut weights of all the edge of the tree \( T \);
3. Construct the cartesian tree \( T_C \) of the tree \( T' \) whose structure is identical to \( T \) and the distance from an internal node of \( T_C \) to the leaves of its subtree is given by the \( ACW \) of the corresponding edge in \( T \);
4. Output the ultrametric \( \Delta \) over the leaves of \( T_C \).

We want to prove the following:

**Theorem 3.1.** For any \( \gamma \geq 1, \delta \geq 1 \), the above algorithm outputs an ultrametric \( \Delta \) which is a \( \gamma \delta \)-approximation to ULT, meaning that for all \( v_i, v_j \in V \)

\[
w_t(v_i, v_j) \leq \Delta(v_i, v_j) \leq \gamma \cdot \delta \cdot \alpha_{\text{OPT}} \cdot w_h(v_i, v_j)
\]

**Proof.**

**First step:** we prove that the \( \gamma \)-KT \( T \) computed at the first step of the algorithm can be seen an exact MST for a complete weighted graph \( G' \) defined on \( V \) and with a weight function \( w' \) satisfying

\[
\forall v_i, v_j \in V, w'(v_i, v_j) \leq \gamma \cdot w_h(v_i, v_j).
\]

We construct \( w' \) in the following way. For each pair of points \( (v_i, v_j) \):

- If \( (v_i, v_j) \in T \), then set \( w'(v_i, v_j) = w_h(v_i, v_j) \)
- If \( (v_i, v_j) \not\in T \), then set \( w'(v_i, v_j) = \gamma w_h(v_i, v_j) \).

By construction, it is clear that \( w' \leq \gamma \cdot w_h \). To see that \( T \) is an (exact) MST of \( G' \), consider any MST \( F \) of \( G' \). If \( e = (v_i, v_j) \in F \setminus T \), then consider the first edge \( e' \) in the unique path from \( v_i \) to \( v_j \) in \( T \) that reconnects \( F \setminus e \). By definition of \( w' \), we have \( w'(e') = w_h(e') \) and \( w'(e) = \gamma w_h(e) \). Since \( T \) is a \( \gamma \)-KT, we also have that \( w_h(e) \geq \frac{1}{\gamma} w_h(e') \). Therefore \( w'(e') \leq w'(e) \) and \( \{F \cup e'\} \setminus e \) is a spanning tree of \( G' \) of weight smaller than or equal to the weight of \( F \). This proves that \( \{F \cup e'\} \setminus e \) is also a MST. Doing this process for all edges not in \( T \) gives eventually \( T \) and proves that \( T \) is also a MST of \( G' \), as desired.
Second step. Observe that the weight function \( w_h \) is not involved in steps 2, 3, and 4 of the algorithm. Therefore, if steps 2, 3, and 4 of the algorithm were made without approximation (meaning that we compute the exact cut weights \( CW \) associated to the \( \gamma \)-KT tree \( T \) and we output the ultrametric to the corresponding cartesian tree), then the output would be an ultrametric \( \Delta \) such that for all \( v_i, v_j \in V \)

\[
  \Delta(v_i, v_j) \leq \Delta^C(v_i, v_j) \leq \gamma \cdot \alpha_{\text{OPT}} \cdot w_h(v_i, v_j) \tag{1}
\]

for the minimal such \( \alpha_{\text{OPT}} \). This follows directly from Theorem 2.1 and the fact that \( T \) is an exact MST for the graph \( G' \) defined above. Note that \( \alpha'_{\text{OPT}} \leq \alpha_{\text{OPT}} \) where \( \alpha_{\text{OPT}} \) denotes the minimal constant such that there exists an ultrametric between \( w_l \) and \( \alpha_{\text{OPT}} \cdot w_h \).

Now, consider the ultrametric \( \Delta^T_c \) associated to \( T \) and a \( \delta \)-estimate \( ACW \) of the cut weights. We claim that for all \( v_i, v_j \in V \)

\[
  \Delta(v_i, v_j) \leq \Delta^T_c(v_i, v_j) \leq \delta \cdot \Delta(v_i, v_j). \tag{2}
\]

To see this, take any \( v_i, v_j \in V \). By definition, \( \Delta^T_c(v_i, v_j) = ACW(e) \) for the first edge \( e \) (taken in decreasing order w.r.t. to \( ACW \)) that separates \( v_i \) from \( v_j \) in \( T \). Let \( e_{v_i,v_j} \) be the first edge that separates \( v_i \) from \( v_j \) w.r.t. to the actual cut weights \( CW \). Again, we have by definition that \( \Delta(v_i, v_j) = CW(e) \). We have that \( ACW(e) \geq ACW(e_{v_i,v_j}) \) since \( e \) is the first edge w.r.t. \( ACW \). Moreover \( ACW(e_{v_i,v_j}) \geq CW(e_{v_i,v_j}) \) because \( ACW \) is a \( \delta \)-estimate of the cut weights; this gives us the first desired inequality

\[
  \Delta^T_c(v_i, v_j) \geq \Delta(v_i, v_j).
\]

The upper bound is similar. We know that \( ACW(e) \leq \delta \cdot CW(e) \) since \( ACW \) is a \( \delta \)-estimate. We also have that \( CW(e) \leq CW(e_{v_i,v_j}) \) since \( e_{v_i,v_j} \) is the first separating edge w.r.t. \( CW \). This gives:

\[
  \Delta^T_c(v_i, v_j) \leq \delta \cdot \Delta(v_i, v_j).
\]

All together, Equations 1 and 2 imply

\[
  \Delta^T_c(v_i, v_j) \leq \Delta(v_i, v_j) \leq \gamma \cdot \alpha_{\text{OPT}} \cdot w_h(v_i, v_j) \leq \gamma \cdot \delta \cdot \alpha'_{\text{OPT}} \cdot w_h(v_i, v_j) \leq \gamma \cdot \delta \cdot \alpha_{\text{OPT}} \cdot w_h(v_i, v_j)
\]

as desired.

4. A Fast Implementation of APPROXULT in Euclidean Space – Proof of Theorem 1.1

In this section, we consider inputs of ULT that consists of a set of points \( V \) in \( \mathbb{R}^d \), and so for which \( w(v_1, v_2) = ||v_1 - v_2||_2 \). We now explain how to implement APPROXULT efficiently for \( \gamma \geq 1 \) and \( \delta = 5 \).

Fast Euclidean \( \gamma \)-KT. For computing efficiently a \( \gamma \)-KT of a set of points in a Euclidean space of dimension \( d \), we appeal to the result of (Har-Peled et al., 2013) (if interested in doubling metrics, one can instead use the bound of (Filtser & Neiman, 2018)). The approach relies on spanners; A \( c \)-spanner of a set \( S \) of \( n \) points in \( \mathbb{R}^d \) is a graph \( G = (S, E) \) and a weight function \( w : E \rightarrow \mathbb{R}_+ \) such that for any \( u, v \in S \), the shortest path distance in \( G \) under the edge weights induced by \( w \), \( \Delta^G(u, v) \) satisfies \( ||u - v||_2 \leq \Delta^G(u, v) \leq c \cdot ||u - v||_2 \).

The result of (Har-Peled et al., 2013) states that there is an algorithm for that any set \( S \) of \( n \) points in \( \mathbb{R}^d \) produces an \( O(\gamma) \)-spanner for \( S \) with \( O(n \gamma^{1+1/c^2} \log^2 n) \) edges in time \( O(nd + n \gamma^{1+1/c^2} \log^3 n) \). The algorithm uses the locality sensitive hash family of (Andoni & Indyk, 2006), or alternatively for \( \gamma = \sqrt{\log n} \) the Lipschitz partitions of (Charikar et al., 1998).

An immediate application of Kruskal classic algorithm for computing a minimum spanning tree on the spanner yields an algorithm with running time \( O(nd + n \gamma^{1+1/c^2} \log^3 n) \). Moreover, we claim that a minimum spanning tree on a \( c \)-spanner \( G \) is indeed a \( \gamma \)-KT for the original point set. Assume towards contradiction that this is not the case. Then there exists an edge \( e = (u, v) \notin T \) such that \( ||u - v||_2 < \max_{(x, y) \in T} ||x - y||_2 / c \). By correctness of the \( c \)-spanner we have that \( \Delta^G(u, v) \leq c \cdot ||u - v||_2 < \max_{(x, y) \in T} ||x - y||_2 \leq \max_{(x, y) \in T} \Delta^G(x, y) \). A contradiction to the fact that \( T \) is an MST of the \( c \)-spanner.

Fast Estimation of the Cut Weights. We explain how to compute in time \( O(nd + n \log n) \) a \( 5 \)-estimate of the cut weights. To do this, we maintain a disjoint-set data structure on \( X \) with the additional property that each equivalence class \( C \) (we call such an equivalence class cluster) has a special vertex \( r_C \) and we store \( m_C \) the maximal distance between \( r_C \) and a point in the cluster. We now consider the edges of the MST \( T \) in increasing order (w.r.t. their weights). When at edge \( e = (x, y) \), we look at the two clusters \( C \) and \( D \) coming from the equivalence classes that respectively contain \( x \) and \( y \). We claim that

\[
  E = 5 \cdot \max(d(r_C, r_D), m_C - d(r_C, r_D), m_D - d(r_C, r_D))
\]

is a \( 5 \)-approximation of the cut weight for \( e \). To see this, observe that if \( x', y' \) are the farthest points respectively in

\[
  E = 5 \cdot \max(d(r_C, r_D), m_C - d(r_C, r_D), m_D - d(r_C, r_D))
\]
We complement Theorem 1.1 with a hardness of approximation algorithm running in subquadratic time which can approximate the best ultrametric to $3/2 - o(1)$ factor.

Finally, we remark that all the results in this section can be based on a weaker assumption called the Orthogonal Vectors Hypothesis (Williams, 2005) instead of SETH. Before we proceed to the proof of the above theorem, we prove below a key technical lemma.

**Definition 5.2** (Point-set $S^*$). For every $\gamma, \gamma' \geq 0$ and every $p \in \mathbb{R}_{\geq 1} \cup \{\infty\}$, we define the discrete point-set $S^*(\gamma, \gamma', p) := \{a, a', b\}$ in the $\ell_p$-metric as follows:

$$||a - b||_p \leq 1, ||a - a'||_p \leq 1 + \gamma', \text{ and } ||a' - b||_p \geq 1 + \gamma.$$

**Lemma 5.3** (Distortion in Ultrametric Embedding). Fix $\gamma, \gamma' \geq 0$ and $p \in \mathbb{R}_{\geq 1} \cup \{\infty\}$. Then we have that any embedding of $S^*(\gamma, \gamma', p)$ into ultrametric incurs a distortion of at least $\frac{1 + \gamma}{1 + \gamma'}$.

**Proof.** Let the distortion of $S^*$ to the ultrametric be at most $\rho$. Let $\tau$ be the embedding into ultrametric with distortion $\rho$ and let $\Delta$ denote distance in the ultrametric. Let $\alpha \in \mathbb{R}^+$ be the scaling factor of the embedding from the $\ell_p$-metric to the ultrametric.

$$(1 + \gamma) \cdot \alpha \leq \Delta(\tau(a'), \tau(b)) \leq \max\{\Delta(\tau(a), \tau(b)), \Delta(\tau(a), \tau(a'))\} \leq \rho \cdot (1 + \gamma') \cdot \alpha$$

Thus we have that $\rho \geq \frac{1 + \gamma}{1 + \gamma'}$.

We combine the above lemma with David et al.’s conditional lower bound (stated below) on approximating the Bichromatic Closest Pair problem in the $\ell_\infty$-metric to obtain Theorem 5.1.

**Theorem 5.4** ((David et al., 2019)). Assuming SETH, for any $\varepsilon > 0$, no algorithm running in time $n^{2 - \varepsilon}$, given $A, B \subseteq \mathbb{R}^d$ as input, where $|A| = |B| = n$ and $d = O_\varepsilon(\log n)$, distinguish between the following two cases:

- **Completeness:** There exists $(a, b) \in A \times B$ such that $||a - b||_\infty = 1$.
- **Soundness:** For every $(a, b) \in A \times B$ we have $||a - b||_\infty = 3$.

3We say “morally” because our hardness results are for the decision version, but doesn’t immediately rule out algorithms that find approximately optimal embedding, as computing the distortion of an embedding (naively) requires $n^2$ time. So the search variant cannot be naively reduced to the decision variant.
Moreover this hardness holds even with the following additional properties:

- Every distinct pair of points in $A$ (resp. $B$) are at distance $2$ from each other in the $\ell_\infty$-metric.
- All pairs of points in $A \times B$ are at distance either $1$ or $3$ from each other in the $\ell_\infty$-metric.

**Proof of Theorem 5.1.** Let $(A, B)$ be the input to the hard instances of the Bichromatic Closest Pair problem as given in the statement of Theorem 5.4 (where $A, B \subseteq \mathbb{R}^d$ and $|A| = |B| = n$). We show that if for every $(a, b) \in A \times B$ we have $\|a - b\|_\infty = 3$ then there is an isometric embedding of $A \cup B$ into an ultrametric and if there exists $(a, b) \in A \times B$ such that $\|a - b\|_\infty = 1$ then any embedding of $A \cup B$ to an ultrametric incurs a distortion of $3/2$. Once we show this, the proof of the theorem statement immediately follows.

Suppose that for every $(a, b) \in A \times B$ we have $\|a - b\|_\infty = 3$. We construct the following ultrametric embedding. Let $T$ be a tree with root $r$. Let $r$ have two children $c_A$ and $c_B$. Both $c_A$ and $c_B$ each have $n$ leaves which we identify with the points in $A$ and points in $B$ respectively. Then we subdivide the edge between $c_A$ and its leaves and $c_B$ and its leaves. Notice that any pair of leaves corresponding to two distinct points in $A$ (resp. in $B$) are at distance four away in $T$. Also notice that any pair of leaves corresponding to a pair of points in $A \times B$ are at distance six. Therefore the aforementioned embedding is isometric.

Next, suppose that there exists $(a, b) \in A \times B$ such that $\|a - b\|_\infty = 1$. We also suppose that there exists $(a', b') \in A \times B$ such that $\|a' - b'\|_\infty = 3$. We call Lemma 5.3 with the point-set $\{a, a', b\}$ and parameters $\gamma = 2$ and $\gamma' = 1$. Thus we have that even just embedding $\{a, a', b\}$ into an ultrametric incurs distortion of $3/2$. \qed

One may wonder if one can extend Theorem 5.1 to the Euclidean metric to rule out approximation algorithms running in subquadratic time which can approximate the best ultrametric to arbitrary factors close to 1. More concretely, one may look at the hardness of approximation results of (Rubinstein, 2018; Karthik C. S. & Manurangsi, 2019) on Closest Pair problem, and try to use them as the starting point of the reduction. An immediate obstacle to do so is that in the soundness case of the closest pair problem (i.e., the completeness case of the computing ultrametric distortion problem), there is no good bound on the range of all pairwise distances, and thus the distortion cannot be estimated to yield a meaningful reduction.

Nonetheless, we introduce a new complexity theoretic hypothesis below and show how that extends Theorem 5.1 to the Euclidean metric.

**Colinearity Hypothesis.** Let $B_d$ denote the $d$-dimensional unit Euclidean ball. In the Colinearity Problem (CP), we are given as input a set $A$ of $n$ vectors uniformly and independently sampled from $B_d$, and we move one of these sampled points to be closer to the midpoint of two other sampled points. The goal is to find these three points. More formally, we can write it as a decision problem in the following way.

Let $D_{\text{uni}}(n, d)$ be the distribution which samples $n$ points uniformly and independently from $B_d$. For every $\rho \in [0, 1]$, let $D_{\text{plant}}(n, d, \rho)$ be the following distribution:

1. Sample $(a_1, \ldots, a_n) \sim D_{\text{uni}}(n, d)$.
2. Pick three distinct indices $i, j, k$ in $[n]$ at random.
3. Let $a_{ij}$ be the midpoint of $a_i$ and $a_j$.
4. Let $\tilde{a}_k = (1 - \rho) \cdot a_k + \rho \cdot a_{ij}$.
5. Output $(a_1, \ldots, a_{k-1}, \tilde{a}_k, a_{k+1}, \ldots, a_n)$.

Notice that $D_{\text{uni}}(n, d) = D_{\text{plant}}(n, d, 0)$. Also, notice that in $D_{\text{plant}}(n, d, 1)$ we have planted a set of three colinear points. The decision problem CP would then be phrased as follows.

**Definition 5.5 (CP).** Let $\rho \in (0, 1]$. Given as input a set of $n$ points sampled from $D_{\text{uni}}(n, d) \cup D_{\text{plant}}(n, d, \rho)$, distinguish if it was sampled from $D_{\text{uni}}(n, d)$ or from $D_{\text{plant}}(n, d, \rho)$.

The worst case variant of CP has been studied extensively in computational geometry and more recently in fine-grained complexity. In the worst case variant, we are given a set of $n$ points in $\mathbb{R}^d$ and we would like to determine if there are three points in the set that are colinear. This problem can be solved in time $O(n^d)$. It’s now known that this runtime cannot be significantly improved assuming the 3-SUM hypothesis (Gajentaan & Overmars, 1995; 2012). We put forth the following hypothesis on CP:

**Definition 5.6 (Colinearity Hypothesis (CH)).** There exists constants $\rho, \epsilon > 0$ such that no randomized algorithm running in time $n^{1+\epsilon}$ can decide CP (with parameters $n, d, \rho$), for every $d \geq \Omega(\rho, \epsilon \log n)$.

Notice that unlike OVH or 3-SUM hypothesis, we are not assuming a subquadratic hardness for CP, but only assume a superlinear hardness, as CP is closely related to the Light bulb problem (Valiant, 1988), for which we do have subquadratic algorithms (Valiant, 2015; Karppa et al., 2016; Alman, 2019). Elaborating, we now provide an informal sketch of a reduction from CP to the Light bulb problem: given $n$ points sampled from $D_{\text{uni}}(n, d) \cup D_{\text{plant}}(n, d, \rho)$, we first apply the sign function (+1 if the value is positive and -1 otherwise) to each coordinate of the
We use the following fact about random sampling from the Boolean hypercube. Then we only retain each point w.p. $1/2$ and discard the rest. If the points were initially sampled from $D_{\text{uni}}(n,d)$ then the finally retained points will look like points sampled uniformly and independently from the Boolean hypercube, whereas, if the points were initially sampled from $D_{\text{plant}}(n,d,\rho)$ then there are two pairs of points that are $\rho'$-correlated ($\rho'$ depends on $\rho$) after applying the sign function and exactly one of the two pairs is retained with constant probability.

Returning to the application of CH to ultrametric embedding, assuming CH, we prove the following result.

**Theorem 5.7.** Assuming CH, there exists $\epsilon, \delta > 0$ such that no randomized algorithm running in time $n^{1+\epsilon}$ can give an instance of ULT consisting of $n$ points of dimension $d:=O_{\epsilon,\delta}(\log n)$ in Euclidean metric distinguish between the following two cases.

**Completeness:** The distortion of the best ultrametric embedding is at most $1 + \delta/2$.

**Soundness:** The distortion of the best ultrametric embedding is at least $1 + \delta$.

We use the following fact about random sampling from high-dimensional unit ball.

**Fact 1** ([Vershynin, 2018]). For every $\delta > 0$ there exists $c \in \mathbb{N}$ such that the following holds. Let $(a_1, \ldots, a_n) \sim D_{\text{uni}}(n, c \cdot \log n)$. Then with high probability we have that for all distinct $i, j$ in $[n]$,

$$||a_i - a_j||_2 \in (\beta - \delta, \beta + \delta),$$

for some universal scaling constant $\beta > 1$. 

**Proof of Theorem 5.7.** Let $\epsilon, \rho$ be the constants from CH. Let $\delta := \rho/9$ and $c$ be an integer guaranteed from Fact 1. Let $A$ be the input to CP where $A \subseteq B_d^c$ and $|A| = n$. We may assume that $d > c \log n$. We show that if all points in $A$ were picked independently and uniformly at random from $B_d^c$ then there is an embedding of $A$ into an ultrametric with distortion less than $1 + 2\delta$ and if otherwise $A$ was sampled from $D_{\text{plant}}(n,d,\gamma)$ then any embedding of $A$ to an ultrametric incurs a distortion of $1 + 4\delta$. Once we show this, the proof of the theorem statement immediately follows.

Suppose that $A$ was sampled from $D_{\text{uni}}(n,d)$. From Fact 1 we have that for all distinct $a_i, a_j$ in $A$,

$$||a_i - a_j||_2 \in (\beta - \delta, \beta + \delta),$$

for some universal scaling constant $\beta > 1$. Then the ultrametric embedding is simply given by identifying $A$ with the leaves of a star graph on $n + 1$ nodes. The distortion in the embedding in such a case would be at most $\frac{\beta + \delta}{\beta - \delta} \leq 1 + 2\delta/\beta < 1 + 2\delta$.

Next, suppose that $A$ was sampled from $D_{\text{plant}}(n,d,\rho)$. Then there exists $3$ points $a_i, a_j, a_k$ in $A$ such that the following distances hold:

$$||a_i - a_j||_2 \geq \beta - \delta,$$

$$||a_i - a_k||_2, ||a_j - a_k||_2$$

$$\leq \sqrt{((\beta + \delta)/2)^2 + 3/4((1 - \rho) \cdot (\beta + \delta))^2}$$

$$\leq \beta - \rho.$$

We call Lemma 4.3 with the point-set $\{a_i, a_j, a_k\}$. Thus we have that even just embedding $\{a_i, a_j, a_k\}$ into an ultrametric incurs distortion of $1 + 4\delta$.

**Note** that we can replace CH by a search variant and this would imply the lower bound to the search variant of the ULT problem (unlike Theorem 4.1).

**6. Experiments**

We present some experiments performed on three standard datasets: DIABETES (768 samples, 8 features), MICE (1080 samples, 77 features), PENDIGITS (10992 samples, 16 features) and compare our C++ implementation of the algorithm described above to the classic linkage algorithms (average, complete, single and ward linkage) as implemented in the Scikit-learn library (note that the Scikit-learn implementation is also in C++). The measure we are interested in is the maximum distortion $\max_{(u,v) \in P} \Delta_{(u,v)}$, where $P$ is the dataset and $\Delta$ the ultrametric output by the algorithm. Note that average linkage, single and ward linkage can underestimate distances, i.e., $\Delta_{(u,v)} < 1$ for some points $u$ and $v$. In practice, the smallest ratio given by average linkage lies often between 0.4 and 0.5 and between 0.8 and 0.9 for ward linkage. For single linkage, the maximum distortion is always 1 and hence the minimum distortion can be very small. For a fair comparison, we normalize the ultrametrics by multiplying every distances by the smallest value for which $\Delta_{(u,v)}$ becomes greater than or equal to 1 for all pairs. Note that what matters most in hierarchical clustering is the structure of the tree induced by the ultrametric and performing this normalization (a uniform scaling) does not change this structure.

**ApproxULT** stands for the C++ implementation of our algorithm. To compute the $\gamma$-approximate Kruskal tree, we implemented the idea from ([Har-Peled et al., 2013], that
uses the locality-sensitive hash family of (Andoni & Indyk, 2006) and runs in time $O(nd + n^{1+1/\gamma^2} \log^2 n)$. The parameter $\gamma$ is related to choices in the design of the locality-sensitive hash family. It is hard to give the precise $\gamma$ that we choose during our experiments since it relies on theoretical and asymptotic analysis. However, we choose parameters to have, in theory, a $\gamma$ around 2.5. Observe that our algorithm is roughly cut into two distinct parts: computing a $\gamma$-KT tree $T$, and using $T$ to compute the approximate cut weights and the corresponding cartesian tree. Each of these parts play a crucial role in the approximation guarantees. To understand better how important it is to have a tree $T$ close to an exact MST, we implemented a slight variant of ApproxULT, namely ApproxAccULT, in which $T$ is replaced by an exact MST. Finally, we also made an implementation of the quadratic running time Farach et al.’s algorithm since it finds an optimal ultrametric. The best known algorithm for computing an exact MST of a set of high-dimensional set of points is $\Theta(n^2)$ and so ApproxAccULT and Farach et al.’s algorithm did not exhibit a competitive running time and were not included in Figure 1.

Table 1 shows the maximum distortions of the different algorithms. Farach et al. stands for the baseline since the algorithm outputs the best ultrametric. For the linkage algorithms, the results are deterministic hence exact (up to rounding) while the output of our algorithm is probabilistic (this probabilistic behavior comes from the locality-sensitive hash families). We performed 100 runs for each dataset. We observe that ApproxULT performs better than Ward’s method while being not too far from the others. ApproxAccULT performs almost better than all algorithms except single linkage, this emphasizes the fact that finding efficiently accurate $\gamma$-KT is important. Interestingly single linkage is in fact close to the optimal solution.

Figure 1 shows the average running time, rounded to $10^{-2}$ seconds. We see that for small datasets, ApproxULT is comparable to linkage algorithms, while ApproxULT is much faster on a large dataset, as the complexity analysis predicts (roughly 36 times faster than the slowest linkage algorithm and 10 times faster than the fastest one).

<table>
<thead>
<tr>
<th></th>
<th>DIABETES</th>
<th>MICE</th>
<th>PENDIGITS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>11.1</td>
<td>9.7</td>
<td>27.5</td>
</tr>
<tr>
<td>Complete</td>
<td>18.5</td>
<td>11.8</td>
<td>33.8</td>
</tr>
<tr>
<td>Single</td>
<td>6.0</td>
<td>4.9</td>
<td>14.0</td>
</tr>
<tr>
<td>Ward</td>
<td>61.0</td>
<td>59.3</td>
<td>433.8</td>
</tr>
<tr>
<td>ApproxULT</td>
<td>41.0</td>
<td>51.2</td>
<td>109.8</td>
</tr>
<tr>
<td>ApproxAccULT</td>
<td>9.6</td>
<td>9.4</td>
<td>37.2</td>
</tr>
<tr>
<td>Farach et al.</td>
<td>6.0</td>
<td>4.9</td>
<td>13.9</td>
</tr>
</tbody>
</table>

Table 1. Max distortions
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