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Abstract

Solving large complex partial differential equations (PDEs), such as those that arise in computational fluid dynamics (CFD), is a computationally expensive process. This has motivated the use of deep learning approaches to approximate the PDE solutions, yet the simulation results predicted from these approaches typically do not generalize well to truly novel scenarios. In this work, we develop a hybrid (graph) neural network that combines a traditional graph convolutional network with an embedded differentiable fluid dynamics simulator inside the network itself. By combining an actual CFD simulator (run on a much coarser resolution representation of the problem) with the graph network, we show that we can both generalize well to new situations and benefit from the substantial speedup of neural network CFD predictions, while also substantially outperforming the coarse CFD simulation alone.

1. Introduction

In recent years, the many empirical successes of deep learning have motivated scientists to explore its application in other areas, such as predicting the evolution of physical systems. In this context, several recent papers have explored the application of deep models to approximate the solutions to partial differential equations (PDEs), particularly in the context of simulating fluid dynamics (Afshar et al., 2019; Guo et al., 2016; Wiewel et al., 2018; Um et al., 2017). The behavior of fluids is a well-studied problem in the physical sciences, and predicting their dynamics involves solving the nonlinear Navier-Stokes PDEs. In order to perform computa
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eralizes to novel situations much better than a pure graph-network-based approach. Moreover, the approach is still substantially faster than running the CFD simulation on the original size mesh itself. We believe that in total this represents a substantial advance towards integrating deep learning and existing state-of-the-art simulation software.

2. Related Work

This paper relates to previous work in many different areas at the interface of machine learning and fluid dynamics. We explore these diverse connections below.

Machine learning and CFD. Many recent works have explored the interface between machine learning and CFD. In many cases, the approach has been model-free, aiming to directly learn to predict physical processes using solely deep learning methods (Afshar et al., 2019; Guo et al., 2016). In work similar to the one presented here, Afshar et al. (2019) applied an encoder-decoder convolutional network to the task of predicting flow fields around an airfoil. This paper, however, worked on fields represented as small images, instead of actual meshes. Moreover, generalization was not demonstrated at a range of parameters that would generate behavior significantly different from the ones seen during training.

Others have looked at employing deep learning models as function approximators that substitute certain terms in equations of interest, such as the turbulence terms in turbulence modeling (Duraisamy et al., 2019; King et al., 2018; Singh et al., 2017). In contrast to these approaches, which embed deep learning models as a component in larger physical models, our approach aims to embed a full physical simulation into a deep learning system.

Machine learning and graphics. Though our method relates more closely to CFD, many papers have also explored applications of machine learning to fluid simulations for graphics. Unlike in CFD, fluid animations have the main goal of looking realistic, not necessarily aiming to model physical laws or conform perfectly to reality. Graphics applications are frequently more naturally suited to deep learning methods, as in many such applications the simulations are natively performed in structured grids. Some success has been achieved in generating realistic animations of smoke or water (Wiewel et al., 2018; Kim et al., 2018; Um et al., 2017).

Additionally, machine learning methods have also been applied to particle-based methods (Macklin & Müller, 2013) in order to develop a differentiable fluid simulator (Schenck & Fox, 2018). Since these methods do not focus on accurately modeling the physical processes, having as their main goal generating realistic animations, they are unsuited for CFD tasks such as predicting aerodynamic flows for practical applications, which we explore in this work.

Adjoint-based differentiation. A central point of this work is the usage of a differentiable fluid dynamics simulator, which allows us to embed a fluid simulation as a module in a deep learning model. Differentiation of PDE solvers has been used for decades for shape optimization in aerodynamics (Jameson, 1988), with diverse formulations, such as the continuous adjoint (Economou et al., 2015a) and the discrete adjoint (Albring et al., 2015; 2016) being available. In this work, we utilize SU2 (Economou et al., 2016), which is an open-source suite that provides both CFD simulations and adjoint-based differentiation.

The adjoint method has also been applied in the graphics literature, but with different goals. McNamara et al. (2004) developed a differentiable fluid simulator for controlling smoke animations by optimizing forces acting on the smoke in order to have it match target shapes.

Graph neural networks. As a consequence of working with unstructured meshes, our proposed method makes use of many recent advances in graph neural networks. The graph convolution operation we use in our models was originally proposed by Kipf & Welling (2016), though many other approaches have also been proposed (Bronstein et al., 2017; Defferrard et al., 2016; Hamilton et al., 2017).

Others have worked on applying graph neural networks to meshes (Hanocka et al., 2019) or on graphs with positional information (Qi et al., 2017). However, in their work, the modifications to the mesh do not attempt to preserve or improve its functionality, serving only the purpose of pooling for a classification task. Alet et al. (2019) employed graph neural networks with positional information to mesh a continuous space and model spatial processes. In this work, the dynamics were learned solely by the graph neural network, without the usage of any PDE solver. To the best of our knowledge, our work is the first to directly modify a mesh to optimize its functionality for a downstream task, through using it on a differentiable simulator.

3. Methodology

Here we describe the general outline of our hybrid CFD simulation and graph neural network approach. Based on this hybrid nature, we refer to our model as CFD-GCN. We first describe its broad architecture and then its different components in detail. Finally, we describe the procedures used to train the network itself.
3.1. The CFD-GCN Architecture

The overall architecture of the CFD-GCN is shown in Figure 1. Intuitively, the network operates over two different graphs, a “fine” mesh over which to compute the CFD simulation, and a “coarse” mesh (initially a simple coarsened version of the fine mesh, but eventually tuned by our model) that acts as input to the CFD solver. As input, the network takes a small number of parameters that govern the simulation. For the case of the experiments in this work, in which we predict the flow fields around an airfoil, these parameters are the Angle of Attack (AoA) and the Mach number. These parameters are provided to the CFD simulation and are also appended to the initial GCN node features. Although this may seem to be a relatively low-dimensional task, even these two components can vary the output of the simulation drastically and are difficult for traditional models to learn when generalizing outside the precise range of values used to “train” the network. The network operates by first running a CFD simulation on the coarse mesh, while simultaneously processing the graph defined by the fine mesh with GCNs. It then upsamples the results of the simulation, and concatenates these with an intermediate output from a GCN. Finally, it applies additional GCN layers to these joint features, ultimately predicting the desired output values (in this case, the velocity and pressure fields at each node in the fine mesh). We now describe each of these components in detail.

Graph structure and network input. The graph structure we use for the CFD-GCN is directly derived from the mesh structure used by traditional CFD software to simulate the physical system. Specifically, we consider a two-dimensional, triangular mesh $M = (X, E, B)$. The first element, $X \in \mathbb{R}^{N \times 2}$, is a matrix containing the $(x, y)$ coordinates of the $N$ nodes that compose the mesh. The second, $E = \{(i_1, j_1, k_1), \ldots, (i_M, j_M, k_M)\}$, is a set of $M$ triangular elements defined by the indices $(i, j, k)$ of their component nodes. The third, $B = \{(i_1, b_1), \ldots, (i_L, b_L)\}$, is a set of $L$ boundary points, defined as a pair consisting of the index of the node and a tag $b$ that identifies which boundary the point belongs to (e.g., airfoil, farfield, etc.).

Such a mesh $M$ clearly defines a graph $G_M = (X, E_G)$ whose nodes are the same $X$, and whose edges $E_G$ can be directly inferred from the mesh elements $E$. Conversely, a graph can also be converted into a mesh if the structure of its edges is appropriate and a set of boundary points $B$ is provided.

In addition to the fine mesh used to compute the CFD simulation, we also consider a coarse mesh, denoted $M_C$. This mesh has the same structure as the fine mesh $M$, with the number of nodes downsampled by almost 20x, which thus allows for much faster simulation. Although this mesh also technically defines a graph, we do not directly compute any GCN over this graph, but instead only use it as input to the simulation engine.

In addition to the graphs themselves, the model also receives as input two physical parameters that define the behavior of the flow around an airfoil: the angle of attack (AoA) and the Mach number. These two parameters are both fed into the simulation and appended as initial node features for every node in the GCN. These two parameters ultimately are the quantities that vary from simulation-to-simulation, and thus the main task of the GCN is to learn how to predict the resulting flow field from these two parameters that...
define the simulation. Even though this input space is low dimensional, it still defines a complex task, since varying these parameters gives rise to diverse behaviors of the fluid flows, as demonstrated, for example, in our generalization experiment (Section 4.2).

The SU2 Fluid Simulator. A central component of the CFD-GCN model is the integrated differentiable fluid dynamics simulator. As input, the fluid simulator takes coarse mesh $M_C$, plus the angle of attack and Mach number, and outputs predictions of the velocity and pressure at each node in the coarse graph. We specifically employ the SU2 fluid simulator (Economon et al., 2015b), an open source, industry-grade CFD simulation widely used by many researchers in aerospace and beyond. Briefly, SU2 uses a finite volume method (FVM) to solve the Navier-Stokes equations over its input mesh. Crucially for our purposes, the SU2 solver also support an adjoint method which lets us differentiate the outputs of the simulation with respect to its inputs and parameters (in this case, the coarse mesh $M_C$ itself, plus the angle of attack and Mach number).

Intuitively, the SU2 solver should be thought of as an additional layer in our network, which takes the angle of attack and Mach number as input, and produces the output velocity and pressure fields. The equivalent of the “parameters” of a traditional layer is the coarse mesh itself: different configurations for the coarse mesh will be differently suited to integration within the remainder of the CFD-GCN. Thus, the main learning task for the SU2 portion of our model is to adjust the coarse mesh in a manner than eventually maximizes accuracy of the resulting full CFD-GCN model. The adjoint method in SU2 uses reverse-mode differentiation, so gradients can be efficiently computed with respect to a scalar-valued loss such as the overall predictive error of the CFD-GCN.

Finally, although not strictly a research contribution, we want to mention that as part of this project we have developed an interface layer between the SU2 solver and the PyTorch library. This interface allows full SU2 simulations to be treated just as any other layer within a PyTorch module, and we hope it will find additional applications at the intersection of deep learning and (industrial-grade) CFD simulation. The code for the work presented in this paper can be found at https://github.com/locuslab/cfd-gcn.

**Upsampling.** The output of the coarse simulation described above is a mesh with the predicted values for each field at every node. For this to be used towards generating the final prediction, we need to upsample it to the size of the fine mesh. We do this by performing successive applications of squared distance-weighted, k-nearest neighbors interpolation (Qi et al., 2017).

Let us call $U ∈ \mathbb{R}^{N_U × 3}$ the upsampled version of some coarser graph $D ∈ \mathbb{R}^{N_D × 3}$. For every row $U(i)$, with corresponding node position $X_U(i)$, we find the set $\{n_1, \ldots, n_k\}$ containing the indices of the $k$ closest nodes to $X_U(i)$ in the coarser graph $X_D$. Then, we define $U(i)$ as

$$U(i) = \frac{\sum_{j=1}^{k} w(n_j) D(n_j)}{\sum_{j=1}^{k} w(n_j)},$$

where

$$w(n_j) = \frac{1}{\|X_U(i) - X_D(n_j)\|_2^2}.$$

As a default, we set $k = 3$.

**Graph Convolutions.** As depicted on Figure 1, the output of the coarse simulation is processed by a sequence of convolutional layers. In order to operate directly on the mesh output of the CFD simulation, we utilize the graph convolutional network (GCN) architecture from Kipf & Welling (2016). This architecture defines a convolutional layer for graphs.

A general graph consisting of $N_Z$ nodes, each with $F$ features, is defined by its feature matrix $Z_i ∈ \mathbb{R}^{N_Z × F}$ and its adjacency matrix $A ∈ \mathbb{R}^{N_Z × N_Z}$. We can then further define $B = D^{-\frac{1}{2}}(A + I)D^{-\frac{1}{2}}$, where $I$ is the identity matrix and $D$ the diagonal degree matrix, with its diagonal given by $D_{ii} = 1 + \sum_{j=0}^{N_Z} A_{ij}$. Then, a GCN layer with $F$ input channels and $F'$ output channels, parameterized by the weight matrix $W ∈ \mathbb{R}^{F × F'}$ and the bias term $b ∈ \mathbb{R}^{N_Z × F'}$, followed by a ReLU non-linearity, will have as output

$$\hat{Z}_{t+1} = \hat{B}Z_t W + b \equiv \text{GCN}_t(Z_t).$$

$$Z_{t+1} = \text{ReLU}(\hat{Z}_{t+1})$$
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CFD-GCN. With all the components of the CFD-GCN described above, we can now bring them all together to describe the full pipeline depicted in Figure 1.

First, an SU2 simulation is run with the coarse mesh and the physical parameters. The output of this coarse simulation is upsampled $L$ times.

\[
\begin{align*}
U_0 &= \text{SU2}(X_C, \text{AoA}, \text{Mach}) \\
U_{i+1} &= \text{Upsample}(U_i), \ i = 0, \ldots, L.
\end{align*}
\]

Concurrently, the fine mesh has the physical parameters and the signed distance function (SDF) appended to each of its nodes’ features. The resulting graph is then passed through a series of graph convolutions. At some specified convolutional layer $k$, the final upsampled value $U_k$ is appended to the output $Z_k$ of the $k$-th convolution. Another set of convolutions is performed in order to generate the final prediction $\hat{Y}$

\[
\begin{align*}
Z_0 &= [X, \text{SDF}(X), \text{AoA}, \text{Mach}] \\
Z_{i+1} &= \text{ReLU}(\text{GCN}_i(Z_i)), i = 0, \ldots, k - 2 \\
Z_k &= [\text{ReLU}(\text{GCN}_k(Z_{k-1})), U_L] \\
Z_{k+i+1} &= \text{ReLU}(\text{GCN}_{k+i}(Z_{k+i})), i = 0, \ldots, K - k \\
\hat{Y} &= \text{GCN}_K(Z_K).
\end{align*}
\]

Here, $[\cdot, \cdot]$ is the matrix concatenation operation over the column dimension.

3.2. Training the CFD-GCN

Given that the entire CFD-GCN as formulated above can be treated as a single differentiable deep network (including the SU2 “layer” discussed above), the training process itself is largely straightforward. The model is trained to predict the output fields $Y \in \mathbb{R}^{N \times 3}$, consisting of the x and y components of the velocity and the pressure at each node in the fine mesh, by minimizing the mean squared error (MSE) loss $\ell$ between the prediction $\hat{Y}$ and ground truth

\[\ell(Y, \hat{Y}) = \frac{1}{3N} \| Y - \hat{Y} \|_2^2,\]

where the ground truth $Y$ in this case is obtained by running the full SU2 solver to convergence on the original fine mesh.

The training procedure optimizes the weight matrices $W_i$ and $b_i$ of the GCNs, and the positions of the nodes in the coarse mesh $X_C$ by backpropagating through the CFD simulation. The loss is minimized using the Adam optimizer (Kingma & Ba, 2014) with a learning rate $\alpha = 5 \cdot 10^{-5}$.

Mesh degeneration. An issue arises when optimizing the input coarse mesh. Gradually, as the node positions are moved by the gradient descent updates, it is possible that, in a given triangular element, one of its nodes crosses over an edge (see Figure 3). This generates non-physical volumes, which harm the stability of the simulations, frequently impeding convergence. In other words, at each gradient update step, our optimizer updates the mesh nodes by performing the update

\[X_C \leftarrow X_C + \Delta X_C,\]

with some small update matrix $\Delta X_C$ of the same shape as $X_C$. If left unmodified, this $\Delta X_C$ can cause the aforementioned issue.
Figure 5. Two simulations with identical physical parameters, one with the coarse mesh (left) and one with the fine mesh (right). The pressure component of the output field is presented here. The coarse elements are easily noticeable on the left, whereas on the fine mesh on the right the elements are small enough to be barely visible at this size.

In order to avoid this, we seek to generate a projected update \( P(\Delta X_C) \) such that only non-degenerating updates are performed. We start with \( P(\Delta X_C) = \Delta X_C \). Then, we check which elements in the mesh have a node pushed over an edge by \( \Delta X_C \). This can be done by computing the cross product of two edges in each triangular element in a consistent order. If the sign of the cross product flips with the update \( X_C + \Delta X_C \), that means a node crossed over an edge (since this causes the ordering of the nodes to change). This is depicted in Figure 3, where the cross product of the edges \( e_1 \) and \( e_2 \) is positive before the update, but negative afterwards.

For every element \( E = (i, j, k) \) which has flipped, we set the rows \( i, j \) and \( k \) of \( P(\Delta X_C) \) to 0, thus performing no updates to those points in \( X_C \). Since removing the updates to some nodes might cause new elements to flip, this procedure is repeated until no points are flipped. Once we reach this state, we perform the projected gradient update

\[
X_C \leftarrow X_C + P(\Delta X_C).
\]

In Figure 4 we see the results of optimizing the nodes of a mesh to improve a prediction loss both with and without the correction to the gradient update. Whereas the mesh optimized without the correction quickly degenerates and the loss diverges, the one with the projected gradient update learns smoothly, even for a higher learning rate \( \alpha \).

4. Experiments

For all experiments we use the NACA0012 airfoil, represented as a fine mesh with 6648 nodes (Figure 2). The coarse mesh for the same airfoil has 354 nodes. Both meshes are mixed triangular and quadrilateral meshes, but for usage with the CFD-GCN model the coarse mesh is converted to purely triangular by dividing every quadrilateral element in half along a diagonal. All meshes were created using Pointwise Mesh Generation Software.

All CFD simulations are performed by solving the 0.0 steady-state, compressible, inviscid case of the Navier-Stokes equations (the Euler equations) using SU2. Ground truth simulations on the fine mesh are run to convergence, while simulations on the coarse mesh are run for up to 200 iterations. Sample outputs of simulations with identical physical parameters in each mesh are presented in Figure 5.

For the CFD-GCN model, we set \( k = 3, K = 6 \), and \( L = 1 \). That is, we perform one upsampling step on the coarse simulation, appending it to the third GCN layer, and then perform 3 additional convolutions, for a total of 6 GCN layers. All GCNs are set to have 512 hidden channels. A batch size of 16 is used on all experiments.

In the experiments, our model is compared to three baselines that can be interpreted as ablated versions of the full CFD-GCN model: the “upsampled coarse mesh” (UCM) baseline, a pure GCN baseline, and the “frozen mesh” version of the CFD-GCN. Each of these demonstrates the importance of each part of the full proposed model. The upsampled coarse mesh baseline consists simply of the part of the model described in Equations 1. That is, simply of running the simulation on the coarse mesh and interpolating the output up to the full mesh size. It does not have convolutional layers and it does not perform any learning. The GCN baseline, conversely, consists solely of the GCNs, without the simulation. That is, the part of the model described in Equations 2 (without the appended \( U_L \)). The GCNs are set to the same parameters as used for the CFD-GCN (6 layers with 512 hidden channels). Finally, the “frozen mesh” version of the CFD-GCN consists of the full CFD-GCN model, with both the GCNs and the coarse simulation, but the gradients through the fluid simulation are not computed, and thus the coarse mesh is not optimized (it is therefore “frozen” through training).

4.1. Interpolation

In order to test our model’s ability to make accurate flow field predictions, we test its predictions across a range of different physical parameters. We construct training and test sets composed of values for the AoA and Mach number. The training set is defined by

\[
\begin{align*}
\text{AoA}_{\text{train}} &= \{ -10, -9, \ldots, 9, 10 \}, \\
\text{Mach}_{\text{train}} &= \{ 0.2, 0.3, 0.35, 0.4, 0.5, 0.55, 0.6, 0.7 \}.
\end{align*}
\]

1https://www.pointwise.com
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Similarly, test pairs are sampled from the sets

\[ \text{AoA}_{\text{test}} = \{-10, -9, \ldots, 9, 10\}, \]
\[ \text{Mach}_{\text{test}} = \{0.25, 0.45, 0.65\}. \]

Training pairs are then sampled uniformly from \( \text{AoA}_{\text{train}} \times \text{Mach}_{\text{train}} \), and test pairs from \( \text{AoA}_{\text{test}} \times \text{Mach}_{\text{test}} \). Here we can see that even though the train and test set are different, the parameters come from similar ranges, and the two sets contain examples with a similar range of qualitative behaviors. This experiment therefore tests the ability of our model to interpolate from parameters seen in training to unseen, yet similar ones at test time. Even though this procedure does not present a strong test of the learning ability of the model, it is a common form of evaluation in many works that apply deep learning methods to CFD (e.g., Afshar et al. (2019); Guo et al. (2016)). We present a stronger test of generalization to new scenarios in our next experiment (Section 4.2).

The model takes in as input the pairs and, using the coarse mesh, predicts the three components of the output field, as described in Section 3. These predictions are compared against ground truth simulations performed on the fine mesh.

Results are summarized in Table 1. A sample prediction is presented in Figure 6. We can see from the results that our method outperforms the upsample coarse mesh baseline. This superiority to the upsample coarse mesh baseline demonstrates that the model is not simply upsampling the coarse prediction. The processing done by the GCNs is in fact improving its predictions. We can also observe that the CFD-GCN performs worse than the GCN baseline. The fact that the CFD-GCN underperforms the GCN baseline on the test set is a consequence of the similarity of the settings between training and testing, as we will see in the next experiment. The GCN is capable of overfitting the training set better (as we can see in Figure 7) therefore it also performs well on the very similar test set.

4.2. Generalization

Depending on the parameter configuration for a given simulation, a “shock” may or may not form around the airfoil. Figure 9 presents an example configuration in which we observe a shock. As can be noticed from the figure, these shocks present qualitatively different behavior from the smooth flow fields of “regular” simulations. In this experiment, we aimed to use such a difference in behavior in order to test the generalization capabilities of our model.

We thus constructed a training split such that there were no simulations with a shock present in the training set. To achieve this goal, we used the same data points consisting of pairs of AoA and Mach parameters as in the last experiment. Here, however, the points were split into train and test set such that all points with a Mach number greater than 0.5 were placed in the test set. Shocks become very frequent as the Mach number increases. In order to ensure this qualitative split between training and test sets, the ground truth simulation for each pair of parameters was analyzed individually to guarantee no simulations with shocks put into the training set.

This particular training split generates a very strong test of generalization. Not only does the test set present behavior that is qualitatively different from what is observed in the training set, it also contains a significant quantitative difference, due to the wide range of Mach numbers that are never seen in training. Therefore, this experiment presents a good setting to evaluate the generalization capabilities of the proposed model and the baselines.
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Table 1. Interpolation and generalization tasks. Test root mean squared error (RMSE) for the interpolation and generalization tasks. The CFD-GCN model is compared to the frozen mesh, upsampled coarse mesh (UCM) and the pure GCN model baselines. The CFD-GCN and the GCN achieve similar performance in the interpolation task. The slightly better performance of the GCN is due to overfitting to the training distribution, as demonstrated by the superior performance of the CFD-GCN in the generalization task. Runtime. Runtime for a batch of 16 predictions compared to ground truth simulations with the fine mesh. The CFD-GCN runs significantly faster than running a full simulation, while presenting better results than the GCN. Results are for evaluation mode, without the backwards pass. Tests performed on a 24-core, 2.2 GHz machine with an NVidia GTX 2080 GPU.

<table>
<thead>
<tr>
<th>Model</th>
<th>Interpolation (RMSE)</th>
<th>Generalization (RMSE)</th>
<th>Batch Prediction Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CFD-GCN</td>
<td>$1.8 \cdot 10^{-2}$</td>
<td>$5.4 \cdot 10^{-2}$</td>
<td>2.0</td>
</tr>
<tr>
<td>FROZEN MESH</td>
<td>$1.8 \cdot 10^{-2}$</td>
<td>$6.1 \cdot 10^{-2}$</td>
<td>2.0</td>
</tr>
<tr>
<td>UPSAMPLED COARSE MESH</td>
<td>$4.0 \cdot 10^{-2}$</td>
<td>$7.0 \cdot 10^{-2}$</td>
<td>1.9</td>
</tr>
<tr>
<td>GCN</td>
<td>$1.4 \cdot 10^{-2}$</td>
<td>$9.5 \cdot 10^{-2}$</td>
<td>0.1</td>
</tr>
<tr>
<td>GROUND TRUTH SIMULATION</td>
<td>–</td>
<td>–</td>
<td>137</td>
</tr>
</tbody>
</table>

Figure 8. The GCN baseline prediction for a test sample with a large shock in the generalization task. In many cases with large shocks the GCN is unable to generalize to this previously unseen behavior. The x component of the velocity output field is presented here. The other fields can be found in Figure 14 in the Appendix.

Figure 9. The CFD-GCN model prediction for a test sample with a large shock in the generalization task. It can generalize better than the pure GCN model to examples with large shocks, which were not seen in the training set. The x component of the velocity output field is presented here. The other fields can be found in Figure 15 in the Appendix.

Table 1 summarizes the results for this experiment, and Figure 10 presents the training curves for the CFD-GCN and the baselines. As expected, we can see that the CFD-GCN model generalizes better to the test set containing unseen shock behavior. This is also demonstrated qualitatively in Figure 8, which presents a sample prediction from the GCN baseline. This baseline overfits the training set strongly, and is unable to consistently make predictions for simulations with shocks. Conversely, even though it was never trained on this type of flow, our method is able to generate predictions that are closer to the ground truth by using the available coarse simulation. This can also be observed in Figure 9. In many test cases containing shock, the CFD-GCN is able to approximate the characteristics even of the unseen behavior. Additionally, the performance of the upsampled coarse mesh baseline demonstrates that once again our method is not relying simply on upsampling the simulation, but is also learning additional information to improve its predictions. Sample predictions for the upsampled coarse mesh baseline are presented in Figure 16 (in the Appendix).

Finally, we can also observe that the full CFD-GCN model also outperforms the frozen mesh baseline. This result demonstrates the optimizing the coarse mesh by using the gradients computed through the simulations allows the model to optimize the simulation outputs in order to achieve predictions that generalize better. Figure 12 (in the Appendix) demonstrates the transformation of the coarse mesh before and after the training procedure. The optimization performed is significant enough that the changes are easily perceptible visually. The changes are greater around the airfoil, where the gradient of the prediction loss is expected to be higher, demonstrating that the training procedure adjusts the mesh according to the training objective.

4.3. Runtime

Table 1 demonstrates the efficiency of our method compared to running a full simulation. By downsampling the mesh down almost 20x to 354 nodes, our method is able to make a prediction much faster than running the full ground-truth
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Figure 10. Training curves for the generalization experiment. The GCN baseline overfits more strongly to the training set, being unable to generalize well to the test set.

In our experiments, and as can be noticed with the comparison to the upsampled coarse mesh and GCN baselines, we observed that the bulk of the time that the GCN takes to make a prediction is consumed by the CFD simulation. On average, approximately 85% of the time to make a batch of predictions was due to the CFD simulation, 10% to upsampling the mesh and 5% to processing the graph convolutions. Due to the additional complexity of performing the simulations, total training time for the pure GCN baseline was also faster. Whereas training the CFD-GCN took approximately 19 hours, training the GCN baseline took approximately 1.3 hours.

Even though the pure GCN baseline model is able to make predictions faster, it does not generalize as well across diverse physical behaviors, as demonstrated in our experiments. Therefore, we note that the CFD-GCN model, as its name suggests, provides a trade-off between the high cost and ability to generalize of a full CFD simulation, and the low cost and ability to generalize of GCN predictions.

5. Conclusion

In this paper, we have presented a system that integrates a differentiable CFD simulator as a module into a larger deep learning system. This system is unique in that it works directly with unstructured meshes, by using graph operators. As demonstrated by our experiments, the combination of the fluid simulations performed in a coarser version of the original mesh and the learned parts of the model, creates a system that is able to generate predictions that are faster than a full simulation and more accurate than a purely learned model. Moreover, we show that such a model is able to generalize to parameter settings outside of the training distribution. We believe the system we present in this work contributes to a recent trend of combining structured knowledge and learning-based methods. When correctly applied, these types of combinations have the potential to benefit from the complementary strong points of each approach.
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