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Abstract

Bayesian neural networks (BNNs) demonstrate promising success in improving the robustness and uncertainty quantification of modern deep learning. However, they generally struggle with underfitting at scale and parameter efficiency. On the other hand, deep ensembles have emerged as alternatives for uncertainty quantification that, while outperforming BNNs on certain problems, also suffer from efficiency issues. It remains unclear how to combine the strengths of these two approaches and remediate their common issues.

To tackle this challenge, we propose a rank-1 parameterization of BNNs, where each weight matrix involves only a distribution on a rank-1 subspace. We also revisit the use of mixture approximate posteriors to capture multiple modes, where unlike typical mixtures, this approach admits a significantly smaller memory increase (e.g., only a 0.4% increase for a ResNet-50 mixture of size 10). We perform a systematic empirical study on the choices of prior, variational posterior, and methods to improve training. For ResNet-50 on ImageNet, Wide ResNet 28-10 on CIFAR-10/100, and an RNN on MIMIC-III, rank-1 BNNs achieve state-of-the-art performance across log-likelihood, accuracy, and calibration on the test sets and out-of-distribution variants.

1. Introduction

Bayesian neural networks (BNNs) marginalize over a distribution of neural network models for prediction, allowing for uncertainty quantification and improved robustness in deep learning. In principle, BNNs can permit graceful failure, signalling when a model does not know what to predict (Kendall & Gal, 2017; Dusenberry et al., 2019), and can also generalize better to out-of-distribution examples (Louizos & Welling, 2017; Malinin & Gales, 2018). However, there are two important challenges prohibiting their use in practice.

First, Bayesian neural networks often underperform on metrics such as accuracy and do not scale as well as simpler baselines (Gal & Ghahramani, 2016; Lakshminarayanan et al., 2017; Maddox et al., 2019). A possible reason is that the best configurations for BNNs remain unknown. What is the best parameterization, weight prior, approximate posterior, or optimization strategy? The flexibility that accompanies these choices makes BNNs broadly applicable, but adds a high degree of complexity.

Second, maintaining a distribution over weights incurs a significant cost both in additional parameters and runtime complexity. Mean-field variational inference (Blundell et al., 2015), for example, requires doubling the existing millions or billions of network weights (i.e., mean and variance for each weight). Using an ensemble of size 5, or 5 MCMC samples, requires 5x the number of weights. In contrast, simply scaling up a deterministic model to match this parameter count can lead to much better predictive performance on both in- and out-of-distribution data (Recht et al., 2019).

In this paper, we develop a flexible distribution over neural network weights that achieves state-of-the-art accuracy and uncertainty while being highly parameter-efficient. We address the first challenge by building on ideas from deep ensembles (Lakshminarayanan et al., 2017), which work by aggregating predictions from multiple randomly initialized, stochastic gradient descent (SGD)-trained models. Fort et al. (2019) identified that deep ensembles’ multimodal solutions provide uncertainty benefits that are distinct and complementary to distributions centered around a single mode.

We address the second challenge by leveraging recent work that has identified neural network weights as having low effective dimensionality for sufficiently diverse and accurate predictions. For example, Li et al. (2018) find that the “intrinsic” dimensionality of popular architectures can be on the order of hundreds to a few thousand. Izmailov et al. (2019) perform Bayesian inference on a learned 5-
dimensional subspace. Wen et al. (2020) apply ensembling on a rank-1 perturbation of each weight matrix and obtain strong empirical success without needing to learn the subspace. Świątkowski et al. (2019) apply singular value decomposition post-training and observe that a rank of 1-3 captures most of the variational posterior’s variance.

**Contributions.** We propose a rank-1 parameterization of Bayesian neural nets, where each weight matrix involves only a distribution on a rank-1 subspace. This parameterization addresses the above two challenges. It also allows us to more efficiently leverage heavy-tailed distributions (Louizos et al., 2017), such as Cauchy, without sacrificing predictive performance. Finally, we revisit the use of mixture approximate posteriors as a simple strategy for aggregating multimodal weight solutions, similar to deep ensembles.

Unlike typical ensembles, however, mixtures on the rank-1 subspace involve a significantly reduced dimensionality (for a mixture of size 10 on ResNet-50, it is only 0.4% more parameters instead of 900%). Rank-1 BNNs are thus not only parameter-efficient but also scalable, as Bayesian inference is only done over thousands of dimensions.

Section 3 performs an empirical study on the choice of prior, variational posterior, and likelihood formulation. Section 3 also presents a theoretical analysis of the expressiveness of rank-1 distributions. Section 4 shows that, on ImageNet with ResNet-50, rank-1 BNNs outperform the original network and BatchEnsemble (Wen et al., 2020) on log-likelihood, accuracy, and calibration on both the test set and ImageNet-C. On CIFAR-10 and 100 with Wide ResNet 28-10, rank-1 BNNs outperform the original model, Monte Carlo dropout, BatchEnsemble, and original BNNs across log-likelihood, accuracy, and calibration on both the test sets and the corrupted versions, CIFAR-10-C and CIFAR-100-C (Hendrycks & Dietterich, 2019). Finally, on the MIMIC-III electronic health record (EHR) dataset (Johnson et al., 2016) with LSTMs, rank-1 BNNs outperform deterministic and stochastic baselines from Dusenberry et al. (2019).

2. Background

2.1. Variational inference for Bayesian neural networks

Bayesian neural networks posit a prior distribution over weights \( p(W) \) of a network architecture. Given a dataset \((X, y)\) of \( N \) input-output pairs, we perform approximate Bayesian inference using variational inference: we select a family of variational distributions \( q(W) \) with free parameters and then minimize the Kullback-Leibler (KL) divergence from \( q(W) \) to the true posterior \( p(W \mid X, y) \) (Jordan et al., 1999). Taking a minibatch of size \( B \), this is equivalent to minimizing the loss function,

\[
-\frac{N}{B} \sum_{b=1}^{B} \mathbb{E}_{q(W)}[\log p(y_b \mid x_b, W)] + KL(q(W)\|p(W)),
\]

with respect to the parameters of \( q(W) \). This loss function is an upper bound on the negative log-marginal likelihood \(-\log p(y \mid X)\) and can be interpreted as the model’s approximate description length (Hinton & Van Camp, 1993).

In practice, Bayesian neural nets often underfit, mired by complexities in both the choice of prior and approximate posterior, and in stabilizing the training dynamics involved by the loss function (e.g., posterior collapse (Bowman et al., 2016)) and the additional variance from sampling weights to estimate the expected log-likelihood. In addition, note even the simplest solution of a fully-factorized normal approximation incurs a 2x cost in the typical number of parameters.

2.2. Ensemble & BatchEnsemble

Deep ensembles (Lakshminarayanan et al., 2017) are a simple and effective method for ensembling, where one trains multiple copies of a network and then makes predictions by aggregating the individual models to form a mixture distribution. However, this comes at the cost of training and predicting with multiple copies of network parameters.

BatchEnsemble (Wen et al., 2020) is a parameter-efficient extension that ensembles over a low-rank subspace. Let the ensemble size be \( K \) and, for each layer, denote the original weight matrix \( W \in \mathbb{R}^{m \times d} \), which will be shared across ensemble members. Each ensemble member \( k \) owns a tuple of trainable vectors \( r_k \) and \( s_k \) of size \( m \) and \( d \) respectively. BatchEnsemble defines \( K \) ensemble weights: each is

\[
W'_k = W \circ F_k,
\]

where \( F_k = r_k s_k^T \in \mathbb{R}^{m \times d} \), and \( \circ \) denotes element-wise product. BatchEnsemble’s forward pass can be rewritten, where for a given layer,

\[
y = \phi(W'_k x) = \phi((W \circ r_k s_k^T) x) = \phi((W(x \circ s_k)) \circ r_k),
\]

where \( \phi \) is the activation function, and \( x \in \mathbb{R}^d, y \in \mathbb{R}^m \) is a single example. In other words, the rank-1 vectors \( r_k \) and \( s_k \) correspond to elementwise multiplication of input neurons and pre-activations. This admits efficient vectorization as we can replace the vectors \( x, r_k, \) and \( s_k \) with matrices where each row of \( X \in \mathbb{R}^{B \times d} \) is a batch element and each row of \( R \in \mathbb{R}^{B \times m} \) and \( S \in \mathbb{R}^{B \times d} \) is a choice of ensemble member: \( \phi((X \circ S)W^T) \circ R \). This vectorization extends to other linear operators such as convolution and recurrence.

3. Rank-1 Bayesian Neural Nets

Building on Equation 1, we introduce a rank-1 parameterization of Bayesian neural nets. We then empirically study choices such as the prior and variational posterior.

3.1. Rank-1 Weight Distributions

Consider a Bayesian neural net with rank-1 factors: parameterize every \( m \times d \) weight matrix \( W' = W \circ rs^T \), where the factors \( r \) and \( s \) are \( m \) and \( d \)-vectors respectively. We
place priors on \(W\) by placing priors on \(r, s, \) and \(W\). Upon observing data, we compute for \(r\) and \(s\) (the rank-1 weight distributions), while treating \(W\) as deterministic.

**Variational Inference.** For training, we apply variational EM where we perform approximate posterior inference over \(r\) and \(s\), and point-estimate the weights \(W\) with maximum likelihood. The loss function is

\[
\mathcal{L} = -\frac{N}{B} \sum_{b=1}^{B} \mathbb{E}_{q(r)q(s)}[\log p(y_b | x_b, W, r, s)] + \text{KL}(q(r)||p(r)) + \text{KL}(q(s)||p(s)) - \log p(W),
\]

where the parameters are \(W\) and the variational parameters of \(q(r)\) and \(q(s)\). In all experiments, we set the prior \(p(W)\) to a zero-mean normal with fixed standard deviation, which is equivalent to an L2 penalty for deterministic models.

Using rank-1 distributions enables significant variance reduction: weight sampling only comes from the rank-1 variational distributions rather than over the full weight matrices (tens of thousands compared to millions). In addition, Equation 1 holds, enabling sampling of new \(r\) and \(s\) vectors for each example and for arbitrary distributions \(q(r)\) and \(q(s)\).

**Multiplicative or Additive Perturbation?** A natural question is whether to use a multiplicative or additive update. For location-scale family distributions, multiplication and addition only differ in the location parameter and are invariant under a scale reparameterization. For example: let \(r_i \sim \text{Normal}(\mu, \sigma^2)\) and for simplicity, ignore \(s\); then

\[
w_{ij}r_i = w_{ij}(\mu_i + \epsilon_i) = w_{ij}\mu_i + r_i',
\]

where \(r_i' \sim \text{Normal}(0, \sigma_{r}^2)\) and \(\epsilon_i \sim \text{Normal}(0, \sigma_s^2)\). Therefore additive perturbations only differ in an additive location parameter \((+\epsilon \cdot s \cdot o \cdot r)\). An additive location is often redundant as, when vectorized under Equation 1, it’s subsumed by any biases and skip connections.

**3.2. Rank-1 Priors Are Hierarchical Priors**

Priors over the rank-1 factors can be viewed as hierarchical priors on the weights in a noncentered parameterization, that is, where the distributions on the weights and scale factors are independent. This removes posterior correlations between the weights which can be otherwise difficult to approximate (Ingraham & Marks, 2017; Louizos et al., 2017). We examine choices for priors based on this connection.

**Hierarchy across both input and output neurons.** Typical hierarchical priors for BNNs are Gaussian-scale mixtures, which take the form

\[
p(W) = \int \mathcal{N}(W' | 0, r^2\sigma^2)p(r)p(\sigma^2) \, dr \, ds^2,
\]

where \(r\) is a vector shared across rows or columns and \(\sigma\) is a global scale across all elements. Settings of \(r\) and \(\sigma\) lead to well-known distributions (Figure 1): Inverse-Gamma variance induces a Student-t distribution on \(W\); half-Cauchy scale induces a horseshoe distribution (Carvalho et al., 2009). For rank-1 priors, the induced weight distribution is

\[
p(W) = \int \mathcal{N}(W' | 0, (rs^T\sigma)^2)p(r)p(\sigma) \, dr \, ds, \quad \text{ (3)}
\]

where \(r\) is a vector shared across columns; \(s\) is a vector shared across rows; and \(\sigma\) is a scalar hyperparameter.

To better understand the importance of hierarchy, Figure 2 examines three settings under the best model on CIFAR-10 (Section 4.2): priors (paired with non-degenerate posteriors) on (1) only the vector \(s\) that is applied to the layer’s inputs, (2) only the vector \(r\) that is applied to the outputs, and (3) the default of both \(s\) and \(r\). The presence of a prior corresponds to a mixture of Gaussians with tuned, shared mean and standard deviation, and the corresponding approximate posterior is a mixture of Gaussians with learnable parameters; the absence of a prior indicates point-wise estimation. L2 regularization on the point-estimated \(W\) is also tuned.

Looking at test performance, we find that the settings perform comparably on accuracy and differ slightly on test
NLL and ECE. More interestingly, when we look at the corruptions task, the hierarchy of priors across both vectors outperforms the others on all three metrics, suggesting improved generalization. We hypothesize that the ability to modulate the uncertainty of both the inputs and outputs of each layer assists in handling distribution shift.

**Cauchy priors: Heavy-tailed real-valued priors.** Weakly informative priors such as the Cauchy are often preferred for robustness as they concentrate less probability at the mean thanks to heavier tails (Gelman et al., 2006). The heavy tails encourage the activation distributions to be farther apart at training time, reducing the mismatch when passed out-of-distribution inputs. However, the exploration of heavy-tailed priors has been mostly limited to half-Cauchy (Carvalho et al., 2010) and log-uniform priors (Kingma et al., 2015) on the scale parameters, and there has been a lack of empirical success beyond compression tasks. These priors are often justified by the assumption of a positive support for scale distributions. However, in a non-centered parametrization, such restriction on the support is unnecessary and we find that real-valued scale priors typically outperform positive-valued ones (Appendix C.2). Motivated by this, we explore in Section 4 the improved generalization and uncertainty calibration provided by Cauchy rank-1 priors.

### 3.3. Choice of Variational Posterior

**Role of Mixture Distributions.** Rank-1 BNNs admit few stochastic dimensions, making mixture distributions over weights more feasible to scale. For example, a mixture approximate posterior with $K = 10$ components for ResNet-50 results in an 0.4% increase in parameters, compared with a 900% increase in deep ensembles. A natural question is: to what extent can we scale $K$ before there are diminishing returns? Figure 3 examines the best-performing rank-1 model under our CIFAR-10 setup, varying the mixture size $K \in \{1, 2, 4, 8, 16\}$. For each, we tune over the total number of training epochs, and measure NLL, accuracy, and ECE on both the test set and CIFAR-10-C corrupted dataset. As the number of mixture components increases from 1 to 8, the performance across all metrics increases. At $K = 16$, however, there is a decline in performance. Based on our findings, all experiments in Section 4 use $K = 4$.

For mixture size $K = 16$, we suspect the performance is a result of the training method and hardware memory constraints. Namely, we start with a batch of $B$ examples and duplicate it $K$ times so that each mixture component applies a forward pass for each example; the total batch size supplied to the model is $B \cdot K$. We keep this total batch size constant as we increase $K$ in order to maintain constant memory. This implies that as the number of mixture components increases, the batch size $B$ of new data points decreases. We suspect alternative implementations such as sampling mixture components may enable further scaling.

![Figure 3: Varying the number of mixture components in the rank-1 mixture of Gaussians posteriors, evaluated over five runs on the CIFAR-10 test set and CIFAR-10-C corrupted dataset. Increasing the number of components yields improved performance up to a limit.](image)

**Role of Non-Degenerate Components.** To understand the role of non-degenerate distributions (i.e., distributions that do not have all probability mass at a single point), note that BatchEnsemble can be interpreted as using a mixture of Dirac delta components. Section 4 compares to BatchEnsemble in depth, providing broad evidence that mixtures consistently improve results (particularly accuracy), and using non-degenerate components further lowers probabilistic metrics (NLL and ECE) as well as improves generalization to out-of-distribution examples.

### 3.4. Log-likelihood: Mixture or Average?

When using mixture distributions as the approximate posterior, the expected log-likelihood in Equation 2 involves an average over all mixture components. By Jensen’s inequality, one can get a tighter bound on the log-marginal likelihood by using the log-mixture density,

$$
\log \frac{1}{K} \sum_{k=1}^{K} p(y_n \mid x_n, \theta_k) \geq \frac{1}{K} \sum_{k=1}^{K} \log p(y_n \mid x_n, \theta_k),
$$

where $\theta_k$ are per-component parameters. The log-mixture likelihood is typically preferred over the average as it is guaranteed to provide at least as good a bound on the log-marginal. Appendix E contains a further derivation of the various choices of log-likelihood losses for such models.

However, deep ensembles when interpreted as a mixture distribution correspond to using the average as the loss function: for the gradient of parameters $\theta_k^{\prime}$ in mixture component $k^{\prime},$

$$
\nabla_{\theta_k} \log \frac{1}{K} \sum_{k=1}^{K} p(y \mid x, \theta_k) = \frac{\nabla p(y \mid x, \theta_k)}{K^{-1} \sum_{k=1}^{K} p(y \mid x, \theta_k)}
$$

$$
\nabla_{\theta_k} \log \frac{1}{K} \sum_{k=1}^{K} \log p(y \mid x, \theta_k) = \frac{1}{K} \frac{1}{\nabla p(y \mid x, \theta_k)}. 
$$

Therefore, while the log-mixture likelihood is an upper bound, it incurs a communication cost where each mixture
We quantify diversity by the fraction of points where discrete predictions differ between two members, averaged over all pairs. This disagreement measure is normalized by $(1 - \text{acc})$ to account for the fact that the lower the accuracy of a member, the more random its predictions can be. Unsurprisingly, Figure 5 demonstrates a negative correlation between accuracy and diversity for both methods. For the same or higher predictive performance, rank-1 BNNs achieve a higher degree of ensemble diversity than BatchEnsemble on both CIFAR-10 and CIFAR-100.

This can be attributed to the non-degenerate posterior distribution around each mode of the mixture, which can better handle modes that are closest together. In fact, a deterministic mixture model could place multiple modes within a single valley in the loss landscape parametrized by weights. Accordingly, the ensemble members are likely to collapse on near-identical modes in the function space. On the other hand, a mixture model that can capture the uncertainty around each mode might be able to detect a single ‘wide’ mode, as characterized by large variance around the mean. Overall, the improved diversity result confirms our intuition about the necessity of combining local (near-mode) uncertainty with a multimodal representation in order to improve the predictive performance of mode averaging.

### 3.6. Expressiveness of Rank-1 Distribution

A natural question is how expressive a rank-1 distribution is. Theorem 1 below demonstrates that the rank-1 perturbation on the weight matrix $W$ encodes a wide range of perturbations in the original weight matrix $W$. We prove that, for a fully connected neural network, the rank-1 parameterization has the same local variance structure in the score function as a full-rank’s.

**Theorem 1 (Informal).** In a fully connected neural network of any width and depth, let $W_*$ denote a local minimum associated with a score function over a dataset. Assume that the full-rank perturbation on the weight matrix in layer $h$ has the multiplicative covariance structure that

\[
E_{W^{(h)}} \left[ (W^{(h)} - W_*^{(h)})_{i,j} (W^{(h)} - W_*^{(h)})_{k,l} \right] = W_*^{(h)}_{i,j} \Sigma_{j,k} W_*^{(h)}_{k,l},
\]

for some symmetric positive semi-definite matrix $\Sigma$. Let
$s^{(h)}$ denote a column vector of ones. Then if the rank-1 perturbation has covariance

$$
E_{a^{(h)}} \left[ \left( (s^{(h)} - s^{(h)}) (s^{(h)} - s^{(h)})^T \right) \right] = \Sigma,
$$

the score function has the same variance around the local minimum.

Theorem 1 demonstrates a correspondence between the covariance structure in the perturbation of $W$ and that of $s$. Since $\Sigma$ can be any symmetric positive semi-definite matrix, our rank-1 parameterization can efficiently encode a wide range of fluctuations in $W$. In particular, it is especially suited for multiplicative noise as advertised. If the covariance of $(W - W_s)$ is proportional to $W_s \otimes W_s^T$ itself, then we can simply take the covariance of $(s - s_s)$ to be identity. See Appendix A for a formal version of Theorem 1.

4. Experiments

In this section, we show results on image classification and electronic health record classification tasks: ImageNet, CIFAR-10, CIFAR-100, their corrupted variants (Hendrycks & Dietterich, 2019), and binary mortality prediction with the MIMIC-III EHR dataset (Johnson et al., 2016). For ImageNet, we use a ResNet-50 baseline as it’s the most commonly benchmarked model (He et al., 2016). For CIFAR, we use a Wide ResNet 28-10 baseline as it’s a simple architecture that achieves 95%+ test accuracy on CIFAR-10 with little data augmentation (Zagoruyko & Komodakis, 2016). For MIMIC-III, we use recurrent neural networks (RNNs) based on the setup in Dusenberry et al. (2019).

Baselines. For the image classification tasks, we reproduce and compare to baselines with equal parameter count: deterministic (original network); Monte Carlo dropout (Gal & Ghahramani, 2016); and BatchEnsemble (Wen et al., 2020). Although 2x the parameter count of other methods, we also tune a vanilla BNN baseline for CIFAR that uses Gaussian priors and approximate posteriors over the full set of weights with Flipout (Wen et al., 2018) for estimating expectations. We additionally include reproduced results for two deep ensemble (Lakshminarayanan et al., 2017) setups: one with an equal parameter count for the entire ensemble, and one with $K$ times more parameters for an ensemble of $K$ members.

For the EHR task, we reproduce and compare to the LSTM-based RNN baselines from Dusenberry et al. (2019): deterministic; Bayesian Embeddings (distributions over the embeddings); and Fully Bayesian (distributions over all parameters). We additionally compare against BatchEnsemble, and include reproduced results for deep ensembles.

4.1. ImageNet and ImageNet-C

ImageNet-C (Hendrycks & Dietterich, 2019) applies a set of 15 common visual corruptions to ImageNet (Deng et al., 2009) with varying intensity values (1-5). It was designed to benchmark the robustness to image corruptions. Table 1 presents results for negative log-likelihood (NLL), accuracy, and expected calibration error (ECE) on the standard ImageNet test set, as well as on ImageNet-C. We also include mean corruption error (mCE) (Hendrycks & Dietterich, 2019). Figure 6 examines out-of-distribution performance in more detail by plotting the mean result across corruption types for each corruption intensity.

BatchEnsemble improves accuracy (but not NLL or ECE) over the deterministic baseline. Rank-1 BNNs, which involve non-degenerate mixture distributions over BatchEnsemble, further improve results across all metrics.

Rank-1 BNN’s results are comparable in terms of test NLL and accuracy to previous works which scaled up BNNs to ResNet-50. Zhang et al. (2020) use 9 MCMC samples and report 77.1% accuracy and 0.888 NLL; and Heek & Kalchbrenner (2019) use 30 MCMC samples and report 77.5% accuracy and 0.883 NLL. Rank-1 BNNs have a similar parameter count to deterministic ResNet-50, instead of incurring a 9-30x memory cost, and use a single MC sample from each mixture component by default.2 Rank-1 BNNs also do not use techniques such as tempering, which trades off uncertainty in favor of predictive performance. We predict rank-1 BNNs may outperform these methods if measured by ECE or out-of-distribution performance.

4.2. CIFAR-10 and CIFAR-10-C

Table 2 demonstrates results with respect to NLL, accuracy, and ECE on the CIFAR-10 test set, and the same three metrics on CIFAR-10-C. Figure 7 examines out-of-distribution performance as the skew intensity (severity of corruption) increases. Appendix F.1 contains a clearer comparison.

On CIFAR-10, both Gaussian and Cauchy rank-1 BNNs outperform similarly-sized baselines in terms of NLL, accuracy, and ECE. The improvement on NLL and ECE is more significant than that on accuracy, which highlights the improved uncertainty measurement. An even more significant improvement is observed on CIFAR-10-C: the NLL improvement from BatchEnsemble is 1.02 to 0.74; accuracy increases by 3.7%; and calibration decreases by 0.05. This, in addition to Figure 10 in the Appendix, is clear evidence of improved generalization and uncertainty calibration for rank-1 BNNs, even under distribution shift.

The vanilla BNN baseline underfits compared to the deterministic baseline, despite an extensive search over hyperparameters. We suspect this is a result of the difficulty of optimization given weight variance and overregularization due to priors over all weights. Rank-1 BNNs do not face

---

2 Heek & Kalchbrenner (2019) also report results using a single sample: 74.2% accuracy, 1.08 NLL. Rank-1 BNNs outperform.
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Figure 6: Out-of-distribution performance using ImageNet-C with ResNet-50. We plot NLL, accuracy, and ECE for varying corruption intensities; each result is the mean performance over 10 runs and over 15 corruption types. The error bars represent the standard deviation across corruption types. Figure 12 elaborates on these results in the Appendix. Rank-1 BNNs (red) perform best across all metrics.

Figure 7: Out-of-distribution performance using CIFAR-10-C (top) and CIFAR-100-C (bottom) with WRN-28-10. We plot NLL, accuracy, and ECE for varying corruption intensities; each result is the mean performance over 10 runs and 15 corruption types. The error bars represent a fraction of the standard deviation across corruption types. Rank-1 BNNs (red) perform best across all metrics.

In comparison to deep ensembles (Lakshminarayanan et al., 2017), rank-1 BNNs outperform the similarly-sized ensembles on accuracy, while only underperforming deep ensembles that have 4 times the number of parameters. Rank-1 BNNs still perform better on in-distribution ECE, as well as on accuracy and NLL under distribution shift.

Rank-1 BNN’s results are similar to SWAG (Maddox et al., 2019) and Subspace Inference (Izmailov et al., 2019) despite those having a significantly stronger deterministic baseline and 5-25x parameters: SWAG gets 96.4% accuracy, 0.112 NLL, 0.009 ECE; Subspace Inference gets 96.3% accuracy, 0.108 NLL, and does not report ECE; their deterministic baseline gets 96.4% accuracy, 0.129 NLL, 0.017 ECE (vs. our 96.0%, 0.159, 0.023). They don’t report out-of-distribution performance. Rank-1 outperforms on accuracy and underperforms on NLL.

4.3. CIFAR-100 and CIFAR-100-C

Table 3 contains NLL, accuracy, and ECE on both CIFAR-100 and CIFAR-100-C. Rank-1 BNNs with mixture of Cauchy priors and variational posteriors outperform BatchEnsemble and similarly-sized deep ensembles by a significant margin across all metrics. To the best of our knowledge, this is the first convincing empirical success of Cauchy priors in BNNs, as it significantly improves on predictive performance, robustness, and uncertainty calibration, as observed in Figure 7 and Appendix F.2. On the other hand, the Gaussian rank-1 BNNs have a slightly worse accuracy than BatchEnsemble, but outperform all baselines on NLL and ECE while generalizing better on CIFAR-100-C.

This is an exciting result for heavy-tailed priors in Bayesian deep learning. It has long been conjectured that such priors can be more robust to out-of-distribution data while inducing sparsity (Louizos et al., 2017) at the expense of accuracy. However, in both experiments summarized in Table 3 and Table 2 we can see significant improvements, without a compromise, on modern Wide ResNet architectures.

Rank-1 BNNs also outperform deep ensembles of WRN-28-10 models on uncertainty calibration and robustness while having 4 times fewer parameters. Rank-1 BNNs also significantly close the gap between BatchEnsemble and deep ensembles on in-distribution accuracy. Holding the number of parameters constant, rank-1 BNNs outperform deep ensembles by a significant margin across all metrics. Conclusions compared to SWAG and Subspace Inference are consistent with CIFAR-10’s.

4.4. MIMIC-III Mortality Prediction From EHRs

Extending beyond image classification tasks, we also show results using rank-1 sequential models. Following Dusenberry et al. (2019), we experiment with RNN models for predicting medical outcomes for patients given their de-identified electronic medical records. More specifically, we replicate their setup for the MIMIC-III (Johnson et al., 2016) binary mortality task. In our case, we replace the existing variational LSTM (Schmidhuber & Hochreiter, 1997) and affine layers with their rank-1 counterparts, and keep the variational embedding vectors. We use global mixture distributions for the rank-1 layers, and the resulting model is a
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<table>
<thead>
<tr>
<th>Method</th>
<th>NLL(↓)</th>
<th>Accuracy(↑)</th>
<th>ECE(↓)</th>
<th>cNLL / cA / cECE</th>
<th>mCE(↓)</th>
<th># Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deterministic</td>
<td>0.943</td>
<td>76.1</td>
<td>0.0392</td>
<td>3.20 / 40.5 / 0.105</td>
<td>75.34</td>
<td>25.6M</td>
</tr>
<tr>
<td>BatchEnsemble</td>
<td>0.951</td>
<td>76.5</td>
<td>0.0532</td>
<td>3.23 / 41.4 / 0.120</td>
<td>74.14</td>
<td>25.8M</td>
</tr>
<tr>
<td>Rank-1 BNN</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gaussian</td>
<td>0.886</td>
<td>77.3</td>
<td>0.0166</td>
<td>2.95 / 42.9 / 0.054</td>
<td>72.12</td>
<td>26.0M</td>
</tr>
<tr>
<td>Cauchy (4 samples)</td>
<td>0.897</td>
<td>77.2</td>
<td>0.0192</td>
<td>2.98 / 42.5 / 0.059</td>
<td>72.66</td>
<td>26.0M</td>
</tr>
<tr>
<td>Deep Ensembles</td>
<td>0.877</td>
<td>77.5</td>
<td>0.0305</td>
<td>2.98 / 42.1 / 0.050</td>
<td>73.25</td>
<td>146.7M</td>
</tr>
</tbody>
</table>

Table 1: Results for ResNet-50 on ImageNet: negative log-likelihood (lower is better), accuracy (higher is better), and expected calibration error (lower is better). cNLL, cA, and cECE are NLL, accuracy, and ECE averaged over ImageNet-C’s corruption types and intensities. mCE is mean corruption error. Results are averaged over 10 seeds, and over 1 weight sample (per mixture component, per seed) for the Gaussian rank-1 BNN, and 4 samples for Cauchy. We include results for 1Zhang et al. (2020) and 2Heek & Kalchbrenner (2019). Rank-1 BNNs consistently outperform baselines across all metrics.

<table>
<thead>
<tr>
<th>Method</th>
<th>NLL(↓)</th>
<th>Accuracy(↑)</th>
<th>ECE(↓)</th>
<th>cNLL / cA / cECE</th>
<th>mCE(↓)</th>
<th># Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deterministic</td>
<td>0.159</td>
<td>96.0</td>
<td>0.023</td>
<td>1.05 / 76.1 / 0.153</td>
<td>36.5M</td>
<td></td>
</tr>
<tr>
<td>BatchEnsemble</td>
<td>0.143</td>
<td>96.2</td>
<td>0.020</td>
<td>1.02 / 77.5 / 0.129</td>
<td>36.6M</td>
<td></td>
</tr>
<tr>
<td>MC Dropout</td>
<td>0.160</td>
<td>95.9</td>
<td>0.024</td>
<td>1.27 / 68.8 / 0.166</td>
<td>36.5M</td>
<td></td>
</tr>
<tr>
<td>MFVI BNN</td>
<td>0.214</td>
<td>94.7</td>
<td>0.029</td>
<td>1.46 / 71.3 / 0.181</td>
<td>73M</td>
<td></td>
</tr>
<tr>
<td>Rank-1 BNN</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gaussian</td>
<td>0.128</td>
<td>96.3</td>
<td>0.008</td>
<td>0.84 / 76.7 / 0.080</td>
<td>36.6M</td>
<td></td>
</tr>
<tr>
<td>Cauchy (4 samples)</td>
<td>0.120</td>
<td>96.5</td>
<td>0.009</td>
<td>0.74 / 80.5 / 0.090</td>
<td>36.6M</td>
<td></td>
</tr>
<tr>
<td>Deep Ensembles</td>
<td>0.115</td>
<td>96.3</td>
<td>0.008</td>
<td>0.84 / 77.2 / 0.089</td>
<td>36.6M</td>
<td></td>
</tr>
<tr>
<td>WRN-28-5</td>
<td>0.114</td>
<td>96.6</td>
<td>0.010</td>
<td>0.81 / 77.9 / 0.087</td>
<td>146M</td>
<td></td>
</tr>
<tr>
<td>WRN-28-10</td>
<td>0.114</td>
<td>96.6</td>
<td>0.010</td>
<td>0.81 / 77.9 / 0.087</td>
<td>146M</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Results for Wide ResNet-28-10 on CIFAR-10, averaged over 10 seeds. Gaussian rank-1 BNNs with 1 sample reach top accuracy with BatchEnsemble and otherwise outperform baselines with comparable parameter count across all metrics.

<table>
<thead>
<tr>
<th>Method</th>
<th>NLL(↓)</th>
<th>Accuracy(↑)</th>
<th>ECE(↓)</th>
<th>cNLL / cA / cECE</th>
<th>mCE(↓)</th>
<th># Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deterministic</td>
<td>0.875</td>
<td>79.8</td>
<td>0.085</td>
<td>2.70 / 51.3 / 0.239</td>
<td>36.5M</td>
<td></td>
</tr>
<tr>
<td>BatchEnsemble</td>
<td>0.734</td>
<td>81.5</td>
<td>0.033</td>
<td>2.49 / 54.1 / 0.191</td>
<td>36.6M</td>
<td></td>
</tr>
<tr>
<td>MC Dropout</td>
<td>0.830</td>
<td>79.6</td>
<td>0.050</td>
<td>2.33 / 51.5 / 0.148</td>
<td>36.5M</td>
<td></td>
</tr>
<tr>
<td>MFVI BNN</td>
<td>1.030</td>
<td>77.3</td>
<td>0.111</td>
<td>3.48 / 48.0 / 0.299</td>
<td>73M</td>
<td></td>
</tr>
<tr>
<td>Rank-1 BNN</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gaussian</td>
<td>0.692</td>
<td>81.3</td>
<td>0.018</td>
<td>2.24 / 53.8 / 0.117</td>
<td>36.6M</td>
<td></td>
</tr>
<tr>
<td>Cauchy (4 samples)</td>
<td>0.689</td>
<td>82.4</td>
<td>0.012</td>
<td>2.04 / 57.8 / 0.142</td>
<td>36.6M</td>
<td></td>
</tr>
<tr>
<td>Deep Ensembles</td>
<td>0.694</td>
<td>81.5</td>
<td>0.017</td>
<td>2.19 / 53.7 / 0.111</td>
<td>36.6M</td>
<td></td>
</tr>
<tr>
<td>WRN-28-5</td>
<td>0.666</td>
<td>82.7</td>
<td>0.021</td>
<td>2.27 / 54.1 / 0.138</td>
<td>146M</td>
<td></td>
</tr>
<tr>
<td>WRN-28-10</td>
<td>0.666</td>
<td>82.7</td>
<td>0.021</td>
<td>2.27 / 54.1 / 0.138</td>
<td>146M</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Results for Wide ResNet-28-10 on CIFAR-100, averaged over 10 seeds. Gaussian rank-1 BNNs with 1 sample reach slightly worse accuracy than BatchEnsemble and otherwise outperform baselines with comparable parameter count.

<table>
<thead>
<tr>
<th>Method</th>
<th>NLL(↓)</th>
<th>Accuracy(↑)</th>
<th>ECE(↓)</th>
<th>cNLL / cA / cECE</th>
<th>mCE(↓)</th>
<th># Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deterministic</td>
<td>0.211</td>
<td>0.446</td>
<td>0.0160</td>
<td>0.213 / 0.390 / 0.0135</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BatchEnsemble</td>
<td>0.215</td>
<td>0.447</td>
<td>0.0171</td>
<td>0.215 / 0.391 / 0.0162</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bayesian Embeddings</td>
<td>0.213</td>
<td>0.449</td>
<td>0.0193</td>
<td>0.212 / 0.391</td>
<td>0.0160</td>
<td></td>
</tr>
<tr>
<td>Fully-Bayesian</td>
<td>0.220</td>
<td>0.424</td>
<td>0.0162</td>
<td>0.221 / 0.373 / 0.0161</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rank-1 BNN</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gaussian</td>
<td>0.209</td>
<td>0.451</td>
<td>0.0156</td>
<td>0.209 / 0.391 / 0.0132</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cauchy</td>
<td>0.207</td>
<td>0.446</td>
<td>0.0148</td>
<td>0.211 / 0.383 / 0.0130</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deep Ensembles</td>
<td>0.202</td>
<td>0.453</td>
<td>0.0132</td>
<td>0.206 / 0.396 / 0.0103</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Results for RNNs on the MIMIC-III EHR mortality task, averaged over 25 seeds, and over 25 weight samples per seed for all Bayesian models. Rank-1 Bayesian RNNs achieve the best metric performance compared to baselines.
mixture model with shared stochastic embeddings.

Table 4 shows results for NLL, AUC-PR, and ECE on the validation and test sets. We evaluate on 25 Monte Carlo samples at evaluation time versus 200 samples in the previous work, and report mean results over 25 random seeds. Our rank-1 Bayesian RNN outperforms all other baselines, including the fully-Bayesian RNN, across all metrics. These results demonstrate that our rank-1 BNN methodology can be easily adapted to different types of tasks, different data modalities, and different architectures.

While Gaussian rank-1 RNNs outperform all baselines, the Cauchy variant does not perform as well in terms of AUC-PR, while still improving on NLL and ECE. This result, in addition to that of the ImageNet experiments, indicates the need for further inspection of heavy-tailed distributions in deep or recurrent architectures. In fact, ResNet-50 is a deeper architecture than WRN-28-10, while MIMIC-III RNNs can be unrolled over hundreds of time steps. Given that heavy-tailed posteriors lead to more frequent samples further away from the mode, we hypothesize that instability in the training dynamics is the main reason for underfitting.

5. Related Work

Hierarchical priors and variational approximations. Rank-1 factors can be interpreted as scale factors that are shared across weight elements. Section 3.2 details this and differences from other hierarchical priors (Louizos et al., 2017; Ghosh & Doshi-Velez, 2017). The outer product of rank-1 vectors resembles matrix-variate Gaussians (Louizos & Welling, 2016): the major difference is that rank-1 priors are uncertain about the scale factors shared across rows and columns rather than fixing a covariance. Rank-1 BNNs’ variational approximation can be seen as a form of hierarchical variational model (Ranganath et al., 2016) similar to multiplicative normalizing flows, which posit an auxiliary distribution on the hidden layers (Louizos & Welling, 2017). In terms of the specific distribution, instead of normalizing flows we focus on mixtures, a well-known approach for expressive variational inference (Jaakkola & Jordan, 1998; Lawrence, 2001). Building on these classic works, we examine mixtures in ways that bridge algorithmic differences from deep ensembles and using modern model architectures.

Variance reduction techniques for variational BNNs. Sampling with rank-1 factors (Equation 1) is closely related to Gaussian local reparameterization (Kingma et al., 2015; Molchanov et al., 2017), where noise is reparameterized to act on the hidden units to enable weight sampling per-example, providing significant variance reduction over naively sampling a single set of weights and sharing it across the minibatch. Unlike Gaussian local reparameterization, rank-1 factors are not limited to feedforward layers and location-scale distributions: it is exact for convolutions and recurrence and for arbitrary distributions. This is similar to “correlated weight noise,” which Kingma et al. (2015) also studies and finds performs better than being fully Bayesian. Enabling weight sampling to these settings otherwise necessitates techniques such as Flipout (Wen et al., 2018).

Parameter-efficient ensembles. Monte Carlo Dropout is arguably the most popular efficient ensembling technique, based on Bernoulli noise that deactivates hidden units during training and testing (Srivastava et al., 2014; Gal & Ghahramani, 2016). More recently, BatchEnsemble has emerged as an effective technique that is algorithmically similar to deep ensembles, but on rank-1 factors (Wen et al., 2020). We compare to both MC-dropout and BatchEnsemble as our primary baselines. If a single set of weights is sufficient (as opposed to a distribution for model uncertainty), there are also empirically successful averaging techniques such as Polyak-Ruppert (Ruppert, 1988), checkpointing, and stochastic weight averaging (Izmailov et al., 2018).

Scaling up BNNs. We are aware of three previous works scaling up BNNs to ImageNet. Variational Online Gauss Newton reports results on ResNet-18, outperforming a deterministic baseline in terms of NLL but not accuracy, and using 2x the number of neural network weights (Osawa et al., 2019). Cyclical SGMCMC (Zhang et al., 2020) and adaptive thermostat MC (Heek & Kalchbrenner, 2019) report results on ResNet-50, outperforming a deterministic baseline in terms of NLL and accuracy, using at least 9 samples (i.e., 9x cost). In our experiments, we use ResNet-50 with comparable parameter count for all methods; we examine not only NLL and accuracy, but also uncertainties via calibration and out-of-distribution evaluation; and rank-1 BNNs do not apply strategies such as fixed KL scaling or tempering, which complicate the Bayesian interpretation.

Like rank-1 BNNs, Izmailov et al. (2019) perform Bayesian inference in a low-dimensional space. Instead of end-to-end training like rank-1 BNNs, it uses two stages where one first performs stochastic weight averaging and then applies PCA to form a projection matrix from the set of weights to, e.g., 5 dimensions, over which one can then perform inference. This projection matrix requires 5x the number of weights.

6. Discussion

We described rank-1 BNNs, which posit a prior distribution over a rank-1 factor of each weight matrix and are trained with mixture variational distributions. Rank-1 BNNs are parameter-efficient and scalable as Bayesian inference is done over a much smaller dimensionality. Across ImageNet, CIFAR-10, CIFAR-100, and MIMIC-III, rank-1 BNNs achieve the best results on predictive and uncertainty metrics across in- and out-of-distribution data.
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