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1. Examples of Policies Learned
Learned Curricula

Here we present some examples of the curricula that were
learned by the teacher for the three datasets we have used.
We show that the policies learned are consistent according
to the dataset and reflect a strategy that has been learned by
the teacher.
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Figure 1. The performance of the student on the held-
out test of the ward admission dataset while it is trained
by the teacher. The red dashed line is the best perfor-
mance achieved by this student.

0 1000 2000 3000 4000 5000 6000 7000 8000
Iterations

0

5

10

15

20

25

30

35

40

45

Ba
tc
h 
Se

le
ct
ed

Batches selected for training

Figure 2. The actions generated by the policy of the
teacher that has led to the performance of the student
shown in Figure 1. Orange crosses are the first output
(where to select data from) and blue bars are the second
output (how much data around the central selection
point to include in the batch for training). If the batch
selected is near zero then this is low entropy data and if
it is near the top of the batch selection then this is high
entropy data.

We show another example of training by spiking in entropy
to escape local minima in Figures 1 and 2. Once again
there is a spike in entropy of data selected for training prior
to 6000 iterations, which allows us to escape a local mini-
mum and degrade the performance but upon further training
achieve a better accuracy on the held-out test set. It would

seem that this entropy spiking strategy is the preferred strat-
egy for the ward admission dataset.

MIMIC-III

Plotted below are various examples of the curricula that were
developed to train students on the MIMIC-III prediction
problem. All of these provided state-of-the-art performance
on the prediction problem.
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Figure 3. Curriculum generated for a randomly ini-
tialised student trained on the MIMIC-III dataset.
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Figure 4. Curriculum generated for a randomly ini-
tialised student trained on the MIMIC-III dataset.
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Figure 5. Curriculum generated for a randomly ini-
tialised student trained on the MIMIC-III dataset.

In Figures 3 and 4 we see that the teacher utilises very
small data batches to train. This generally gives rise to very
noisy training gradients which it seems the teacher uses to




