Online Convex Optimization (OCO) is a powerful framework for sequential prediction, portraying the natural uncertainty inherent in data-streams as though the data were generated by an almost omniscient adversary. However, this view, which is often too pessimistic for real-world data, comes with a price. The complexity of solving many important online tasks in this adversarial framework becomes much worse than that of their offline and even stochastic counterparts. In this work we consider a natural random-order version of the OCO model, in which the adversary can choose the set of loss functions, but does not get to choose the order in which they are supplied to the learner; Instead, they are observed in uniformly random order. Focusing on two important families of online tasks, one in which the cumulative loss function is strongly convex (though individual loss functions may not even be convex), and the other being online $k$-PCA, we show that under standard well-conditioned-data assumptions, standard online gradient descent (OGD) methods become much more efficient in the random-order model. In particular, for the first group of tasks OGD guarantees poly-logarithmic regret. In the case of online $k$-PCA, OGD guarantees sublinear regret using only a rank-$k$ SVD on each iteration and memory linear in the size of the solution.

1. Introduction

Online Convex Optimization (OCO) (Hazan, 2016; Shalev-Shwartz, 2012) has emerged in the past two decades as a powerful and popular paradigm for modeling sequential prediction problems in face of uncertainty. Its main strength is that the notion of uncertainty considered is very strong and involves worst-case scenarios, i.e., the sequence of loss functions is considered to be selected by an adversary who knows the prediction algorithm (perhaps up to potential randomness used for prediction). At the same time, this paradigm lands itself to tractable optimization, and theoretically efficient algorithms that provably minimize the regret are known to exist.

Of course, when considering applications of this paradigm to practical prediction tasks which involve very high dimensional settings and high-throughput rates, classical polynomial-time efficiency may be prohibitive, and there is a need for practically efficient algorithms, usually such that require at most linear (in the dimension) memory and linear runtime per prediction round.

Unfortunately, for several important online tasks such as online linear regression and online PCA, state-of-the-art methods require quadratic memory and at least quadratic runtime per round, which greatly limits their applicability to high dimensional data, see for instance (Garber, 2019a;b) and references therein. Perhaps surprisingly, in both of these cases, this is in clear contrast to their offline and even stochastic counterparts, which admit significantly more efficient algorithms, under standard well-conditionedness assumptions (e.g., moderate condition number of data matrix in linear regression, or non-negligible eigengap in covariance matrix for PCA). In particular, in both cases these efficient algorithms are simply gradient descent / stochastic gradient descent methods. It is thus natural to ask, if Online Gradient Descent (Zinkevich, 2003a), which requires only linear memory and linear runtime (putting aside to gradient computation time) could be shown to be efficient for online variants of such fundamental tasks.

Towards obtaining highly-efficient algorithms for online sequential prediction, in this work we consider a weaker variant of OCO, in which, while we still allow an adversary to choose the set of loss functions (with complete knowledge of the prediction algorithm), we do not allow him to control the order in which they are supplied to the learner. Instead, here we assume that the losses are observed in a random order, according to a uniformly chosen permu-
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2. Preliminaries

Given any positive integer $m$ we use the standard notations $[m] := \{1, 2, \ldots, m\}$ and $[[m]] := \{0, 1, \ldots, m\}$. Matrices are denoted by bold capital letters, vectors by bold lowercase and scalars or entries are not bold. $e_i$ will denote the $i$th standard basis vector in $\mathbb{R}^d$, equal to 1 in component $i$ and 0 everywhere else. The dimension of $e_i$ will always be clear from context. For vectors in $\mathbb{R}^d$ we let $\|\cdot\|$ denote the Euclidean norm. The spectral norm of a matrix is denoted by $\|X\|_\sigma = \sigma_{\text{max}}(X)$ where $\sigma_{\text{max}}(X)$ is the maximum singular value of the matrix $X \in \mathbb{R}^{d \times d}$. The Euclidean inner product between two matrices is $\langle X, Y \rangle = \text{Tr}(X^\top Y)$, and the corresponding Euclidean norm, called the Frobenius norm is denoted $\|X\|_F$. That is, $\|X\|_F = \langle X, X \rangle^{1/2}$. The symbols $\lambda_{\text{max}}(X)$ and $\lambda_{\text{min}}(X)$ refer to the algebraic maximum and minimum eigenvalues of a matrix $X \in \mathbb{R}^{d \times d}$.

**Definition 2.1.** Given a convex and compact set $\mathcal{K} \subset \mathbb{R}^d$ and a real-valued function $f$, differentiable over $\mathcal{K}$, we say $f$ is $G$-Lipschitz over $\mathcal{K}$ if for all $x \in \mathcal{K}$, we have $\|\nabla f(x)\| \leq G$.

In particular, if $f$ is convex, differentiable and $G$-Lipschitz over a convex and compact $\mathcal{K}$, we have that for any $x, y \in \mathcal{K}$, $f(x) - f(y) \leq (x - y)^\top \nabla f(x) \leq G\|x - y\|$.

**Definition 2.2.** Given a convex and compact set $\mathcal{K} \subset \mathbb{R}^d$ and a real-valued function $f$ which is differentiable over $\mathcal{K}$, we say $f$ is $\alpha$-strongly convex over $\mathcal{K}$ if for all $x, y \in \mathcal{K}$, $f(x) \leq f(y) + (x - y)^\top \nabla f(y) - \frac{\alpha}{2}\|x - y\|^2$.

Moreover, if $f$ is also twice differentiable over $\mathcal{K}$, then, for any $x \in \mathcal{K}$, $\nabla^2 f(x) \succeq \alpha I$.

**Definition 2.3.** Given a convex and compact set $\mathcal{K} \subset \mathbb{R}^d$ and a real-valued function $f$ which is differentiable over $\mathcal{K}$, we say $f$ is $b$-smooth if and only if its gradient is $b$-Lipschitz, for some $b > 0$ over $\mathcal{K}$, i.e., for all $x, y \in \mathcal{K}$, $\|\nabla f(x) - \nabla f(y)\| \leq b \cdot \|x - y\|$. If the function $f$ is twice differentiable over $\mathcal{K}$, the above condition is equivalent to the following condition on the Hessian, $\nabla^2 f(x) \preceq b I$.

3. Random Order Model

**Online Convex Optimization.** Online Convex Optimization is posed as a repeated game between a learner and an adversary. First, the adversary chooses the convex loss functions $f_1, \ldots, f_T$ from a fixed convex and compact domain $\mathcal{K} \subset \mathbb{R}^d$ to the reals. On each iteration $t \in [T]$, the learner makes a prediction $w_t \in \mathcal{K}$ using some online algorithm $\mathcal{A}$, and suffers a loss of $f_t(w_t)$. In addition, we assume that the Euclidean diameter of the set $\mathcal{K}$ is bounded by $D$, and that for any $w \in \mathcal{K}$ and all $t \in [T]$, it holds that $\|\nabla f_t(w)\| \leq G$, for some $G > 0$. The goal of the learner is to minimize the regret, which is given by

$$\text{regret}_T(\mathcal{A}) = \sum_{t=1}^T f_t(w_t) - \min_{w \in \mathcal{K}} \sum_{t=1}^T f_t(w).$$

Perhaps the simplest algorithm for OCO is the Online Gradient Descent (OGD) algorithm, which is an adaptation of the classical projected (sub)gradient descent for offline convex optimization. On each iteration, the algorithm picks the next prediction as follows:

$$w_{t+1} = \Pi_{\mathcal{K}}(w_t - \eta_t \nabla f_t(w_t)), \quad (1)$$

where for any $w_t \in \mathbb{R}^d$ we denote

$$\Pi_{\mathcal{K}}(w_0) = \arg \min_{w \in \mathcal{K}} \|w - w_0\|.$$

Throughout the paper, we consider a variant of this standard setting: online convex optimization in a random order model, in which the adversary can choose the set of loss functions, but cannot control the order in which these loss functions are presented to the learner. Instead, these losses are observed in a uniformly random order. This is formally stated in the following assumption.

**Assumption 3.1** (random order assumption). We say that a sequence of $T$ functions satisfies the random order assumption if each of the functions is chosen by an adversary, but their order is determined by a random permutation over $T$ elements.

3.1. Cumulative Strongly Convex Sequences

Our first suite of results concerns a family of online tasks, which generalizes online linear and logistic regression in the random order model (Assumption 3.1). As discussed in the introduction, our aim is to obtain poly-logarithmic regret for a sequence of functions whose average is strongly convex, while each of the functions might not even be convex by itself. In this subsection, the learner’s prediction is generally assumed to be a vector in $\mathbb{R}^d$, and is denoted $w_t$. Note that the Hessian of each loss function is a $d \times d$ real matrix.

Throughout the discussion, we always assume that the following holds for the loss functions. Given a convex and compact set $\mathcal{K} \subset \mathbb{R}^d$, each of the functions $f_1, \ldots, f_T$ is twice differentiable, $b$-smooth and with gradients bounded in $\ell_2$-norm over the domain $\mathcal{K}$. Moreover $D$ is the $\ell_2$-diameter of $\mathcal{K}$. Next we present the main assumption that refers to the Hessians of the loss functions and define “well-conditioned data”.

**Assumption 3.2** (cumulative $\alpha$-strong convexity). Given $\alpha \in \mathbb{R}_+$ and a convex and compact domain $\mathcal{K} \subset \mathbb{R}^d$, we say that a sequence of $T$ twice differentiable functions

---

1 In this work we focus only on oblivious adversaries which choose the entire sequence of losses beforehand, but with knowledge of the algorithm used by the learner.
\( f_1, \ldots, f_T \) over the domain \( K \) satisfies the cumulative \( \alpha \)-strong convexity assumption, if
\[
\forall w \in K : \quad \frac{1}{T} \sum_{t=1}^{T} \nabla^2 f_t(w) \succeq \alpha I.
\]

We consider three classes of functions to which our results apply.

**Definition 3.3** (quadratic functions). Let \( A_1, \ldots, A_T \) be a sequence of \( d \times d \) real symmetric matrices. We define the loss function \( f_t(w) = \frac{1}{2} w^\top A_t w \) for every \( t \in [T] \). The sequence \( f_1, \ldots, f_T \) satisfies the cumulative \( \alpha \)-strong convexity assumption (Assumption 3.2) if \( \frac{1}{T} \sum_{t=1}^{T} A_t \succeq \alpha I \).

**Definition 3.4** (strongly convex function composed with linear transformation). Let \( A_1, \ldots, A_T \) be a sequence of \( d \times d \) real matrices, and let \( g \) be a \( \beta \)-strongly convex function. We define the loss function \( f_t(w) = g_t(A_t w) \) for every \( t \in [T] \). The sequence \( f_1, \ldots, f_T \) satisfies the cumulative \( \alpha \)-strong convexity assumption (Assumption 3.2) if \( \frac{1}{T} \sum_{t=1}^{T} A_t \succeq \frac{\alpha}{\beta} I \).

**Definition 3.5** (general cumulative strongly convex sequences). Let \( f_1, \ldots, f_T \) be a sequence of functions from \( K \) to \( \mathbb{R} \) which are twice-differential over \( K \) (but not necessarily convex). The sequence \( f_1, \ldots, f_T \) satisfies the cumulative \( \alpha \)-strong convexity assumption (Assumption 3.2) if the averaged function \( \frac{1}{T} \sum_{t=1}^{T} f_t(\cdot) \) is \( \alpha \)-strongly convex over \( K \).

**Main Results**

Next we present our main results. In Table 1 we summarize and compare our results to relevant results in two related models. The first is the stochastic model, where loss functions are drawn i.i.d. from a fixed distribution. The second is the adversarial model, where the order of the samples arrives at an arbitrary (possibly adversarial) order. Recall that individual losses are allowed to be non-convex, and we only assume the cumulative loss to be convex.

The following theorem states our main result of this subsection, suggesting that under the random order model (Assumption 3.1), and for a sequence of loss functions that satisfy the cumulative strong convexity assumption (Assumption 3.2), OGD guarantees poly-logarithmic regret.

**Theorem 3.6.** Let \( \{f_t\}_{t \in [T]} \) be a sequence of loss functions that satisfies the random order model and cumulative \( \alpha \)-strong convexity assumptions (Assumptions 3.1 and 3.2 accordingly). Then, for any \( \delta \in (0, 1) \), Online Gradient Descent with step sizes \( \eta_t = \frac{1}{ct} \) for any \( t \in [T] \), gives with probability at least \( 1 - \delta \) the following for quadratic loss functions (see Definition 3.3)
\[
\text{regret}_T = \tilde{O}\left( \frac{b^2(G + Db)G}{\alpha^2} \log \left( \frac{T}{\delta} \right) \log T \right).
\]

For strongly convex functions of a linear transformation (see Definition 3.4), OGD with the same step sizes gives with probability at least \( 1 - \delta \)
\[
\text{regret}_T = \tilde{O}\left( \frac{b^2(G + Db)G}{\alpha^3} \log \left( \frac{T}{\delta} \right) \log T \right).
\]

Finally, for general loss functions with cumulative strong convexity (see Definition 3.5), OGD with the same step sizes gives with probability at least \( 1 - \delta \)
\[
\text{regret}_T = \tilde{O}\left( \frac{b^2(G + Db)G}{\alpha^3} \log \left( \frac{T}{\delta} + d \right) \log T \right),
\]

where in all results we use \( \tilde{O}(\cdot) \) to suppress logarithmic dependencies on the dimension and other parameters, but not on \( T \).

In Section 4.1 we provide a proof sketch for Theorem 3.6. The full proof is deferred to the appendix.

The next theorems show that the random order assumption (Assumption 3.1) is crucial for the improved regret bounds in Theorem 3.6. Specifically, there exists a sequences of loss functions that satisfy the cumulative strong convexity assumption (Assumption 3.2), and for which adversarial order makes OGD suffer linear regret in \( T \) with at least constant probability; this is proved in Theorem 3.7. Furthermore, in Theorem 3.8, we show that even the additional assumption that each of the loss functions is convex by itself (in combination with cumulative strong convexity) cannot yield a polylogarithmic regret without the random order assumption (Assumption 3.1); specifically, there exists a sequence where adversarial order results in \( \Omega(\sqrt{T}) \) regret.

**Theorem 3.7.** Let \( \mathcal{K} = [0, 1] \). There exists a sequence \( \{f_t\}_{t \in [T]} \) of quadratic loss functions from \( \mathcal{K} \) to \( \mathbb{R} \), which are \( \Theta(1) \)-smooth and satisfy \( \Theta(1) \)-cumulative strong convexity (Assumption 3.2), for which OGD with arbitrary positive step-sizes \( \{\eta_t\}_{t \in [T]} \) and uniformly random initialization, incurs linear regret with probability at least 0.4.

**Theorem 3.8.** There exist a choice of feasible set \( \mathcal{K} \) and a sequence of convex loss functions \( f_1, \ldots, f_T \) which satisfy \( \Theta(1) \)-cumulative strong convexity (Assumption 3.2), such that any algorithm suffers \( \Omega(\sqrt{T}) \) regret.

### 3.2. Online Principal Component Analysis

We recall the problem of online Principal Component Analysis (PCA) (Warmuth & Kuzmin, 2006b; Nie et al., 2013). Fix 1 \( \leq k < d \), where \( d \) is the dimension. In the online setting, for each batch of \( m \) data points that arrives on round \( t \in [T] \) \( X_t \in \mathbb{R}^{d \times m} \) (i.e., data-points as columns), with covariance matrix \( M_t = X_t X_t^\top \), the online algorithm is required to predict a projection matrix \( P_t \in \mathbb{R}^{d \times k} \) onto a \( k \)-dimensional subspace of \( \mathbb{R}^d \) which belongs to the set
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Table 1. Regret guarantees for Online Gradient Descent under various models and assumptions. The $\mathcal{X}$ symbol indicates that a relevant assumption is not needed. All results for the stochastic model are from (Hazan et al., 2007). The $\mathcal{O}$ notation hides logarithmic dependencies in $d$ and other parameters, but not in $T$. SCLT stands for strongly convex functions of linear transformations (see Definition 3.4). For our result with general loss functions we assume $T$ is sub-exponential in $d$. For Algorithm 1 we assume that the data sample is an instance of the random order model.

<table>
<thead>
<tr>
<th>Model</th>
<th>Strongly Convex?</th>
<th>Convex?</th>
<th>Regret</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Stochastic</strong></td>
<td>$\mathcal{X}$</td>
<td>In expectation</td>
<td>$\Theta(\sqrt{T})$</td>
</tr>
<tr>
<td><strong>Random Order</strong></td>
<td>$\mathcal{X}$</td>
<td>In expectation</td>
<td>$\Theta\left(\frac{T^2}{\eta} \log T\right)$ (Theorem 3.6)</td>
</tr>
<tr>
<td>Quadratic (Def 3.3)</td>
<td>Cumulative</td>
<td>Cumulative</td>
<td>$O\left(\frac{(G+D)G}{\alpha^2} \log^2 T\right)$ (Theorem 3.6)</td>
</tr>
<tr>
<td>SCLT (Def 3.4)</td>
<td>Cumulative</td>
<td>Individual</td>
<td>$\tilde{O}\left(\frac{(G+D)G}{\alpha^2} \log^2 T\right)$ (Theorem 3.6)</td>
</tr>
<tr>
<td>General (Def 3.5)</td>
<td>$\mathcal{X}$</td>
<td>Cumulative</td>
<td>$\Theta\left(T\right)$ (Theorem 3.7)</td>
</tr>
<tr>
<td>Adversarial</td>
<td>$\mathcal{X}$</td>
<td>Cumulative</td>
<td>$\Theta\left(T\right)$ (Theorem 3.7)</td>
</tr>
<tr>
<td></td>
<td>Individual</td>
<td>Individual</td>
<td>$\Theta\left(\frac{T^2}{\eta} \log T\right)$</td>
</tr>
</tbody>
</table>

Algorithm 1 batch Online Principal Component Analysis based on Online Gradient Ascent

input: $T, L, W_0$, step sizes $\{\eta_t\}_{t \geq 0}$
for $\tau = 0, \ldots, T/L - 1$ do
play $W_\tau$ and observe the block-averaged covariance matrix $M_\tau = \frac{1}{L} \sum_{t=L\tau+1}^{L\tau+L} X_t X_t^T$
set $W_{\tau+1} = \Pi_{S_{d,k}}(W_\tau + \eta_\tau M_\tau)$
end for

The regret for the online PCA is given by

$$
\text{regret}_T = \sum_{t \in [T]} \|X_t - \mathcal{P}_t \mathcal{P}_t^T X_t\|^2_F
- \min_{\mathcal{P} \in \mathcal{I}_{d,k}} \sum_{t \in [T]} \|X_t - \mathcal{P}\mathcal{P}^T X_t\|^2_F
= \max_{\mathcal{P} \in \mathcal{I}_{d,k}} \sum_{t \in [T]} \text{Tr}(\mathcal{P}\mathcal{P}^T M_t) - \sum_{t \in [T]} \text{Tr}(\mathcal{P}_t \mathcal{P}_t^T M_t).
$$

(2)

Since Problem (2) is non-convex, we consider a well known convex relaxation that was proposed in (Warmuth & Kuzmin, 2006b) which relaxes it by taking the convex hull

$$
S_{d,k} = \text{convex-hull}\{\mathcal{P}\mathcal{P}^T | \mathcal{P} \in \mathcal{I}_{d,k}\}.
$$

Thus, we introduce the symmetric matrix $W_t \in \mathbb{R}^{d \times d}$, which belongs to the set $S_{d,k}$. Belonging to $S_{d,k}$ amounts to satisfying the constraints $W_t \in \{0 \leq W \leq I, \text{Tr}(W) = k\}$ (Warmuth & Kuzmin, 2006b). Using this, we can reformulate Problem (2) and get the following optimization problem with linear payoff functions, allowing us to use known algorithms such as Online Gradient Ascent (OGA).

$$
\text{regret}_T = \max_{W \in S_{d,k}} \sum_{t \in [T]} \text{Tr}(WM_t) - \sum_{t \in [T]} \text{Tr}(W_t M_t).
$$

(3)

In this paper, we assume that the data $\{X_t\}_{t \in [T]}$ satisfy the random order model (Assumption 3.1), i.e., the matrices $X_1, \ldots, X_T$ are chosen by an oblivious adversary but are supplied to the learner in a uniformly-chosen random order. Our algorithm, Algorithm 1, is a variant of OGA that predicts over blocks of $L$ consecutive covariance matrices. We denote the average over a length-$L$ block $\tau$ of such covariance matrices by $M_\tau = \frac{1}{L} \sum_{t=L\tau+1}^{L\tau+L} X_t X_t^T$, and the average of all covariance matrices as $M = \frac{1}{T} \sum_{t=1}^{T} X_t X_t^T$, where for ease of presentation, throughout the rest of this paper we assume, only slightly loosing generality, that $T/L$ is an integer. This allows us to define the following linear payoff function over blocks:

$$
F_\tau(W) := \text{Tr}(WM_\tau).
$$

Thus, the corresponding regret minimization task, formulated in Problem (3), becomes

$$
\text{regret}_T = L \left( \max_{W \in S_{d,k}} \sum_{\tau} \text{Tr}(WM_\tau) - \sum_{\tau} \text{Tr}(W_\tau M_\tau) \right).
$$

(4)

Algorithm 1 involves the projected-gradient mapping over the set $S_{d,k}$ and thus requires a full-rank SVD computation in each iteration, at least in worst-case.
Next, we show that under an eigengap assumption this computation can be replaced by a more efficient rank-\(k\) SVD computation. First (in Lemma \ref{lem:splitSVD}), we explore how the projection onto \(S_{d,k}\) is constructed. We demonstrate that an eigengap assumption suffices for the projection to have rank at most \(k\).

**Lemma 3.9.** Let \(Y\) be a symmetric matrix in \(\mathbb{R}^{d \times d}\) and write its eigen-decomposition as \(Y = \sum_{i=1}^{d} \lambda_i v_i v_i^\top\). Suppose that \(Y\) admits an eigengap \(\lambda_k(Y) - \lambda_{k+1}(Y) \geq 1\). Then, it holds that the Euclidean projection of \(Y\) onto the set \(S_{d,k}\) is of the form:

\[
P_{S_{d,k}}[Y] = \sum_{i=1}^{k} v_i v_i^\top.
\]

From this lemma we make the following observation, relating between the SVD of a point to project, and the resulting projection.

**Observation 3.10 (Low-rank projection, low-rank SVD).** Let \(Y\) be a symmetric \(\mathbb{R}^{T \times d}\) matrix. If \(\text{rank}(P_{S_{d,k}}[Y]) \leq k\), then only the top \(k\) components in the SVD of \(Y\) are required to compute the projection. Hence, only a rank-\(k\) SVD of \(Y\) is required.

With the above observation in hand, we present the main results of this section. As reviewed above, it is known that the online PCA problem, when cast as online linear optimization over \(S_{d,k}\), is learnable via a standard variant of Online Gradient Ascent, which achieves an \(O(\sqrt{T})\) regret bound, but requires a full SVD computation on each iteration. Next we show that given a sequence of covariance matrices which admits an eigengap with parameter \(s > 0\), when partitioning the covariance matrices into length-\(L\) blocks with a suitable choice of \(L\), and initializing OGA with a proper “warm-start” matrix (which is straightforward to obtain in our random-order setting), the full SVD computation can be avoided and replaced by only a rank-\(k\) SVD computation per iteration (see Theorem \ref{thm:warm}).

Throughout the rest of this paper we assume that the following holds for the covariance matrices. All matrices \(M_t\) for \(t \in [T]\) satisfy \(\|M_t\| \leq b\) for some \(b > 0\) and also \(\|M_t\|_F \leq C\) for some \(C > 0\). Recall also our assumption that \(T/L\) is an integer, where \(L\) is the size of the blocks used to group the iterations.

**Theorem 3.11 (convergence of Algorithm 1).** Let \(\delta \in (0, 1)\) and suppose the data \(\{M_t = X_t X_t^\top\}_{t \in [T]}\) satisfy the random order assumption (Assumption 3.1). Additionally, suppose the average \(\mathbb{E}[M] = \frac{1}{T} \sum_{t=1}^{T} M_t\) admits an eigengap \(s(M) := \lambda_k(M) - \lambda_{k+1}(M) > \rho > 0\). Let \(W^* \in S_{d,k}\) be the optimal solution of Problem (4). Consider partitioning the matrices \(\{M_t\}_{t \in [T]}\) into length-\(L\) blocks with block size \(L = \Theta(b^2/\zeta^2 \log(d/\delta))\), and running OGA for \(T/L\) iterations with step sizes \(\{\eta_t\}_{t \in [T/L-1]}\) with the first iterate \(W_0 \in S_{d,k}\) satisfying \(\|W_0 - W^*\|_F \leq \gamma\zeta\), for \(\zeta = \rho/(2 + 6\beta r)\) and \(\gamma = \Theta(\sqrt{k}/\rho)\), and step-sizes \(\eta_t = \Theta(\sqrt{k}/(C\sqrt{T/L}))\)

For \(T\) large enough it holds with probability at least \(1 - \delta\) that

\[
\text{regret}_T = O((b/\zeta)C\sqrt{kT\log(d/\delta)}),
\]

and

\[
\quad \forall \tau \in [T/L - 1]: \text{rank}(W_\tau) = k.
\]

Note that Theorem 3.11 relies crucially on an eigengap assumption, asserting that the \(k\) largest eigenvalues of the average of all covariance matrices are strictly larger than all other eigenvalues. This assumption of a non-negligible eigengap in the covariance matrix is very natural for PCA, often observed in practice, and essential for the proof. In Section \ref{sec:proof} we provide a proof sketch for Theorem 3.11. The full proof is deferred to the appendix.

3.2.1. Computing a ”warm-start” matrix

We now discuss the possibility of satisfying the ”warm-start” requirement in Theorem 3.11. Recall that \(W^*\), the optimizer of Problem (4), is the projection of the whole data sequence \(M\) onto the set \(S_{d,k}\), which corresponds to the top \(k\) eigenvectors of \(M\). To compute a warm-start, we can take the covariance matrix over a block \(M'\) of size at least \(L_0 := O\left(\frac{\delta T}{\zeta^2} \log\frac{d}{\delta}\right)\) from the data, where \(\zeta\) is a parameter to be determined, and similarly compute the projection of \(M'\) onto the set \(S_{d,k}\), which we denote \(W_0\). That is, \(W_0\) corresponds to the top \(k\) eigenvectors of \(M'\).

Using Davis-Kahan \(\sin \theta\) Theorem (see for instance Theorem 2 in \cite{yu2014}), we have that

\[
\|W_0 - W^*\|_F \leq \frac{\sqrt{k}}{\lambda_k(M)} \|M - M'\|_F \leq \frac{\sqrt{k}}{\lambda_k(M)} \leq \frac{\sqrt{k}}{\rho} \log(\frac{d}{\delta}) \leq \frac{\sqrt{k}}{\rho} \zeta_0,
\]

where \((a)\) follows from the choice of \(L_0\) together with an appropriate concentration bound (see Lemma A.11 in the appendix). In particular, for \(\zeta_0 = \frac{\rho}{\sqrt{k}}\), \(W_0\) satisfies the requirements of Theorem 3.11 with probability at least \(1 - O(\delta)\).

4. Proofs: Main Ideas and Techniques

4.1. Proof Sketch for cumulative strongly convex losses

Here we provide a proof sketch for Theorem 3.6 that discusses the case of cumulative strongly convex losses under the random order assumption (Assumption 3.1).
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**Proof Sketch of Theorem 3.6.** The first idea in our analysis is to show that the regret of the original loss sequence can be related to a loss of a batched loss sequence. Thus, letting $L$ be block size whose value will be set later on, we can define a sequence of batched losses, $\forall \tau \in [[T/L] - 1]$, 

$$F_\tau(w) := \frac{1}{L} \sum_{t=\tau L}^{(\tau+1)L} f_t(w).$$

Also, for any $\tau \in [[T/L] - 1]$ we denote by $\hat{w}_\tau$ the value of $w_t$ at the beginning of each block $\tau$.

Using the above definition together with the OGD update rule, we can show that,

$$\sum_{t=1}^{T} f_t(w_t) \leq L \sum_{\tau=0}^{[T/L]} F_\tau(\hat{w}_\tau) + \frac{G^2 L}{2} (1 + \log T),$$

and note that the second term in the above expression scales with the block size $L$.

The second part of our analysis shows that for an appropriately large block size $L \geq L_0$, each batched loss function $F_\tau(\cdot)$ is $(\alpha/2)$-strongly convex with high probability. To do so we use concentration inequalities for the Hessian of each batched loss $\nabla^2 F_\tau(\cdot)$. Note that since the losses arrive according to a random order permutation, this requires us to build upon specialized matrix concentration inequalities (Mackey et al., 2014a) that apply to random matrix permutations in the case of quadratic or general functions and a version of Matrix Chernoff (Tropp, 2011) for the case of strongly convex functions of linear transformations. For quadratic loss functions (but not necessarily convex), the Hessian is constant and it is enough to take $L_0 = \tilde{O}\left(\frac{v^2 \log(T/\delta)}{\alpha^2}\right)$. For strongly convex functions of linear transformations, $L_0 = \tilde{O}\left(\frac{v^2 \log(T/\delta)}{\alpha}\right)$ suffices, since the losses are convex and hence the Hessians are positive semidefinite, which allows to apply tighter Matrix-Chernoff bounds. For general losses, for which the Hessians cannot be treated as constant over the feasible set $K$, we need to take $L_0 = \tilde{O}\left(\frac{d v^2 \log(T/\delta)}{\alpha^2}\right)$ which follows from using a discretization argument of the set $K$ and using the union-bound.

The last part of the proof shows that we can use this strong-convexity of the blocks and translate it into a regret bound of $O\left(\frac{(G + D_b)GL}{\alpha} \log T\right)$ for the original sequence of losses and decision points. Using the appropriate $L := L_0$ concludes the proof.

It is highly important to emphasize that the partitioning of the losses into blocks of length $L$ is only for the purpose of the regret analysis, while our application of OGD is directly on the original sequence of losses.

**4.2. Proof Sketch for online PCA**

Here we provide a proof sketch for Theorem 3.11 that discusses the case of Online PCA. In the sketch we focus on showing that with high probability,

$$\forall \tau \in [T/L - 1] : \text{rank}(W_\tau) = k.$$ 

Given the above holds, the regret analysis for showing $O(\sqrt{T})$ regret is quite standard (see e.g. (Hazan, 2016)).

**Proof Sketch of Theorem 3.11.** The first part of the proof shows that with probability at least $1 - \delta$ we can bound the spectral norm distance between the average covariance matrix and every batch of size $L \geq L_0$, i.e., $\forall \tau \in [[T/L] - 1]$, 

$$\left\| \frac{1}{T} \sum_{t=1}^{T} M_t - \frac{1}{L} \sum_{t=\tau L + 1}^{(\tau+1)L} M_t \right\| = \|M - M_\tau\| \leq \zeta,$$

where $L_0 = O\left(\frac{v^2 \log(2T/\delta)}{\alpha^2}\right)$.

Conditioning on the event that the above inequality holds, we are then able to show the following,

$$\|W^* M W^* - \hat{W}_\tau MW\| = O(b \gamma \zeta). \quad (5)$$

The proof of the above inequality relies on analyzing the OGA update rule combined with exploiting the eigengap property of the data Matrix $M$. The intuition is that OGA, when initialized with a “warm-start” matrix, produces with high probability iterates that remain close enough to the optimum.

The next part of the proof works as follows: We assume by induction that for some block $\tau$ we have $\text{rank}(W_\tau) = k$, and use it to show that $\text{rank}(W_{\tau+1}) = k$ holds as well. This obviously holds for $\tau = 0$ by the assumption of the theorem.

In order to show that the induction step holds we examine the unique structure of the Euclidean projection onto the set $S_{d,k}$, as captured in Lemma 3.9. We show that $\text{rank}(W_\tau) = k$ together with Eq. (5) implies that

$$\lambda_k(W_\tau + \eta_t M_\tau) \geq 1 + \lambda_{k+1}(W_\tau + \eta_t M_\tau). \quad (6)$$

Combining Eq. (6) together with Lemma 3.9, implies that $\text{rank}(W_{\tau+1}) = k$, and the low-rank property holds also for the next iterate.

**5. Experiments**

We conduct two sets of experiments demonstrating our theoretical findings for the online PCA problem. (Recall also our experiment from the introduction, which considers the online linear regression problem.)
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5.1. $k$-SVD vs. Full-SVD

We compare the average regret of two algorithms: the first is Algorithm 1, where $W_{\tau+1}$ is computed via rank-$k$ SVD. The second is the same algorithm, but where $W_{\tau+1}$ is computed via full SVD. We consider the following datasets, where the samples (and therefore also loss functions) arrive in a random order.

**Synthetic Data** A synthetic dataset generated as follows. The data is sampled from a multi-variate Normal distribution with zero mean and diagonal covariance matrix $\Sigma$. For each value of $k$, we have $\Sigma_{i,i} = 1$ for $1 \leq i \leq k$ and $\Sigma_{i,i} = \text{gap} \times 2^{-i \times 0.1}$ for $k+1 \leq i \leq d$. In our experiments $\text{gap} = 0.1$, $k = \{1, 2, 3, 7\}$, $d = 1000$, and the window size is $L = 10$. We use 3% of the data to compute the initialization $W_0$, and step sizes $\eta_t = \frac{1}{\sqrt{t}}$. The results on the synthetic data set are the average of 10 experiments and can be found in Figure 2 and in Table 2. It can be seen that even though the dimensionality is high, using low rank-SVD for the projections performs comparably to using full SVD.

**Table 2.** Results for synthetic dataset. "bad projections" percentage, i.e. percentage of number of iterations in which the projection in Algorithm 1 has rank greater than $k$, for different values of $k$ and with block size $L = 10$.

<table>
<thead>
<tr>
<th></th>
<th>$k = 1$</th>
<th>$k = 2$</th>
<th>$k = 3$</th>
<th>$k = 7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>BAD Proj [%]</td>
<td>0.0082</td>
<td>0.012</td>
<td>0.066</td>
<td>0.37</td>
</tr>
</tbody>
</table>

**MNIST** we use the training set of the MNIST handwritten digit recognition dataset, which contains 60,000 $28 \times 28$ images, which we split into 58200 images for testing, and 1800 images (3%) are used to compute the initialization $W_0$ and step sizes $\eta_t = \frac{1}{\sqrt{t}}$. We pre-normalized the data by mean centering the feature vectors and scaling each feature by its standard deviation and average the results of 20 experiments. We set $L = 20$ and $k = \{1, 3, 7, 15\}$. The results on the synthetic data set can be found in Figure 3 and in Table 3. Similarly to the experiment on synthetic data, it can be seen that even though the dimensionality is high, low rank SVD for the projections performs comparably to using...
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Figure 3. Average regret of full-SVD and $k$-SVD on MNIST data for $k = \{1, 3, 7, 15\}$.

Table 3. Results for MNIST dataset. "bad projections" percentage, i.e. percentage of number of iterations in which the projection in Algorithm 1 has rank greater than $k$, for different values of $k$ and with block size $L = 20$.

<table>
<thead>
<tr>
<th>MNIST Dataset</th>
<th>$k = 1$</th>
<th>$k = 3$</th>
<th>$k = 7$</th>
<th>$k = 15$</th>
</tr>
</thead>
<tbody>
<tr>
<td>BAD PROJ[%]</td>
<td>0</td>
<td>0.23</td>
<td>0.21</td>
<td>0.14</td>
</tr>
</tbody>
</table>
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A. Analysis

A.1. Cumulative Strongly Convex Sequences

In this section, we present the main components for the proof of Theorem 3.6. In the proof, we partition the (randomly permuted) loss functions into consecutive blocks of suitable (large enough) length \( L \), and show that with high probability all of these blocks are strongly convex. Then, we apply appropriate regret analysis to each of the blocks, which crucially relies on the cumulative strong convexity property of all blocks, and get polylogarithmic regret in \( T \).

The next three theorems bound the block size required for the cumulative strong convexity of the whole sequence to propagate to all blocks. Theorem A.1 considers the case of quadratic loss functions (see Definition 3.3), Theorem A.2 concerns the case of strongly convex functions of linear transformation (see Definition 3.4), while Theorem A.3 refers to the most general case (see Definition 3.5).

**Theorem A.1.** Let \( \{ f_t \} \in [T] \) be a sequence of quadratic functions (see Definition 3.3) that satisfies the random order and the cumulative \( \alpha \)-strong convexity assumptions (Assumptions 3.1 and 3.2 accordingly). Then, for every \( \delta \in (0, 1) \) and \( \varepsilon \in (0, \alpha/2) \), with probability at least \( 1 - \delta \) (over the random order of \( f_1, \ldots, f_T \)), for all \( T \), it holds that

\[
\nabla^2 F_T(w) := \frac{1}{L} \sum_{t=\tau L+1}^{(\tau+1)L} \nabla^2 f_t \succeq (\alpha - \varepsilon) I,
\]

for any \( L \geq L_0 \), where \( L_0 = O \left( \frac{\delta^2}{\varepsilon^2} \log \left( \frac{4T}{\delta} \right) \right) \).

**Theorem A.2.** Let \( \{ f_t \} \in [T] \) be a sequence of strongly convex functions of linear transformation (see Definition 3.4) that satisfies the random order and the cumulative \( \alpha \)-strong convexity assumptions (Assumptions 3.1 and 3.2 accordingly). Then, for every \( \delta \in (0, 1) \), with probability at least \( 1 - \delta \) (over the random order of \( f_1, \ldots, f_T \)), for all \( \forall T \), it holds that

\[
\nabla^2 F_T := \frac{1}{L} \sum_{t=\tau L+1}^{(\tau+1)L} \nabla^2 f_t \succeq \frac{\alpha}{2} I
\]

for any \( L \geq L_0 \), where \( L_0 = O \left( \frac{\delta}{\alpha} \log \left( \frac{4T}{\delta} \right) \right) \).

Note that for the case of quadratic functions or strongly convex functions of linear transformations, the Hessian can be treated as if it was constant over the domain \( \mathcal{K} \). In order to handle the more general case where the Hessian is not necessarily fixed, we must use additional geometric tools to prove the following result.

**Theorem A.3.** Let \( \{ f_t \} \in [T] : \mathcal{K} \to \mathbb{R} \) be a sequence of loss functions which satisfies the random order and \( \alpha \)-strong convexity assumptions (Assumptions 3.1 and 3.2 accordingly). Assume that for every \( T \) and \( w \in \mathcal{K} \), the Hessian of \( F_T(w) \) is \( C_1 \)-Lipschitz over \( \mathcal{K} \). Then, for any \( \delta > 0 \) and \( \varepsilon \in (0, \alpha/2) \), with probability at least \( 1 - \delta \) (over the random order of \( f_1, \ldots, f_T \)), for all \( \forall T \), and \( w \in \mathcal{K} \) it holds that

\[
\nabla^2 F_T(w) := \frac{1}{L} \sum_{t=\tau L+1}^{(\tau+1)L} \nabla^2 f_t \succeq \left( \alpha - \frac{3}{2} \varepsilon \right) I.
\]

for any \( L \geq L_0 \), where

\[
L_0 = O \left( \frac{6b^2}{\varepsilon^2} \log \left( \frac{dT}{\delta} \right) + d \log \left( C_1 D \sqrt{d}/\varepsilon \right) \right).
\]

The proof of Theorem 3.6 applies Theorems A.1, A.2 and A.3, taking \( \varepsilon = \Theta(\alpha) \).

A.2. Proof of Theorem 3.6

The proof of Theorem 3.6 is based on a standard regret analysis of OGD, which is combined with the cumulative strong convexity property. We first begin with Theorem A.4 and Lemma A.5 which bound the distance between two consecutive OGD steps. Next, Lemma A.6 and Lemma A.7 bound the regret terms and complete the proof. We start by recalling the Hilbert Projection Theorem.

**Theorem A.4 (Hilbert Projection Theorem).** Let \( \mathcal{K} \subseteq \mathbb{R}^d \) be closed and convex and fix \( x \in \mathbb{R}^d \). It holds that

\[
\forall y \in \mathcal{K} : \quad \| y - \Pi_{\mathcal{K}}(x) \|^2 \leq \| y - x \|^2.
\]

As indicated in the statement of Theorem 3.6, we assume that \( \{ f_t \} \in [T] \) is a sequence of \( b \)-smooth and \( C \)-Lipschitz loss functions over the set \( \mathcal{K} \), given in random order (Assumption 3.1). Observe the following simple fact.

**Lemma A.5.** For each \( t \in [T] \), it holds that

\[
\| w_{t+1} - w_t \| \leq \eta T.
\]

**Proof.** Since \( w_{t+1} := \Pi_{\mathcal{K}}(w_t - \eta \nabla f_t(w_t)) \), and using Theorem A.4, we have that \( \| w_{t+1} - w_t \| \leq \| (w_t - \eta \nabla f_t(w_t)) - w_t \| \leq \eta T. \)

Recall the definition of \( F_T(\cdot) := \frac{1}{T} \sum_{t=\tau L+1}^{(\tau+1)L} f_t(\cdot) \). Then, we can reformulate the regret in the following way

\[
\text{regret}_T = T \sum_{t=1}^{T} f_t(w_t) - T \sum_{t=1}^{T} f_t(w^*)
\]

\[
= T \sum_{t=1}^{T} f_t(w_t) - L \sum_{\tau=0}^{T/L-1} F_T(w^*)
\]

For any \( \tau \in [T/L - 1] \) we let \( \bar{w}_\tau \) denote the value of \( w_t \) at the beginning of each block \( \tau \) of size \( L \). Next, we obtain the following bound.
Lemma A.6. Under the assumptions of Theorem 3.6, it holds that
\[
T \sum_{t=1}^{T} f_t(w_t) \leq L \sum_{\tau=0}^{[\tau/L]} F_\tau(\bar{w}_\tau) + \frac{G^2L}{\alpha} (1 + \log T).
\]

Proof. In order to understand the regret analysis of all \( T \) samples, we begin by reviewing the regret analysis of a length-\( L \) block \( \tau \).
\[
(\tau+1)L \sum_{t=1+\tau L}^{(\tau+1)L} f_t(w_t) = \sum_{t=1+\tau L}^{(\tau+1)L} [f_t(\bar{w}_\tau) + f_t(w_t) - f_t(\bar{w}_\tau)] \leq \sum_{t=1+\tau L}^{(\tau+1)L} f_t(\bar{w}_\tau) + G \sum_{t=1+\tau L}^{(1+\tau)L} \|w_t - \bar{w}_\tau\| \leq LF_\tau(\bar{w}_\tau) + G^2 \sum_{t=1+\tau L}^{(1+\tau)L} \sum_{j=1+\tau L}^{t-1} \eta_j,
\]
where (a) follows since \( F_\tau(\cdot) \) is convex and \( G \)-Lipschitz, and (b) follows from Lemma A.5. Generalizing the aforementioned analysis to all \( T \) functions, we have
\[
T \sum_{t=1}^{T} f_t(w_t) \leq L \sum_{\tau=0}^{[\tau/L]-1} F_\tau(\bar{w}_\tau) + (T - \tau/L) \sum_{t=1}^{\tau/L} \eta_t \leq L \sum_{\tau=0}^{[\tau/L]-1} F_\tau(\bar{w}_\tau) + \frac{G^2L}{\alpha} (1 + \log T),
\]
where the last step holds from plugging-in our choice of step-sizes and since \( \sum_{t=1}^{\tau/L} \eta_t \leq 1 + \log T \).

Plugging the result of Lemma A.6 into Equation (7), we have that
\[
\text{regret}_T = \sum_{t=1}^{T} f_t(w_t) - \sum_{t=1}^{T} f_t(w^*) \leq L \sum_{\tau=0}^{[\tau/L]-1} [F_\tau(\bar{w}_\tau) - F_\tau(w^*)] + \frac{G^2L}{\alpha} (1 + \log T) \leq L \sum_{\tau=0}^{[\tau/L]-1} [F_\tau(\bar{w}_\tau) - F_\tau(w^*)] + \frac{G^2L}{\alpha} (1 + \log T) \quad (8)
\]
Next, we bound the first term in the RHS (8).

Lemma A.7. Denote the best fixed prediction in hindsight by \( w^* \in \arg\min_{w \in \mathcal{F}} \sum_{t=1}^{T} f_t(w) \), and suppose that for all blocks \( \tau \), the function \( F_\tau(\cdot) \) is \( \alpha \)-strongly convex, for some \( \alpha > 0 \). Then, under the assumptions of Theorem 3.6, it holds that
\[
L \sum_{\tau=0}^{[\tau/L]-1} [F_\tau(\bar{w}_\tau) - F_\tau(w^*)] \leq \frac{1}{\alpha} \left[ G^2 / 2 + (2G + 2Db + 3D\alpha) LG \right] (1 + \log T).
\]

Proof. By Theorem A.4, for every \( t \in [T] \) it holds that
\[
\|w_{t+1} - w^*\|^2 \leq \|w_t - \eta_t \nabla f_t(w_t) - w^*\|^2 \leq \|w_t - w^*\|^2 + \eta_t^2 \|
abla f_t(w_t)\|^2 - 2\eta_t \langle w_t - w^*, \nabla f_t(w_t) \rangle.
\]
Rearranging,
\[
(w_t - w^*)^T \nabla f_t(w_t) \leq \frac{1}{2\eta_t} \|w_t - w^*\|^2 + \frac{\eta_t}{2} \|
abla f_t(w_t)\|^2 - \frac{1}{2\eta_t} \|w_{t+1} - w^*\|^2.
\]
In addition, for every \( \tau \in [[T/L] - 1] \) we have that
\[
(w_t - w^*)^T \nabla f_t(w_t) = (\bar{w}_\tau - w^*)^T \nabla f_t(\bar{w}_\tau) + (w_t - \bar{w}_\tau)^T \nabla f_t(\bar{w}_\tau) + (w_t - w^*)^T (\nabla f_t(\bar{w}_\tau) - \nabla f_t(w_t)).
\]
Combining both equations and using the Cauchy-Schwarz inequality we get
\[
(w_t - w^*)^T \nabla f_t(w_t) \leq \frac{1}{2\eta_t} \|w_t - w^*\|^2 - \frac{1}{2\eta_t} \|w_{t+1} - w^*\|^2 + \frac{\eta_t}{2} \|\nabla f_t(w_t)\|^2 + \|w_t - w^*\| \|
abla f_t(w_t) - \nabla f_t(\bar{w}_\tau)\| + \|w_t - w^*\| \|
abla f_t(\bar{w}_\tau) - \nabla f_t(w_t)\| \\
\leq \frac{1}{2\eta_t} \|w_t - w^*\|^2 - \frac{1}{2\eta_t} \|w_{t+1} - w^*\|^2 + \frac{\eta_t}{2} \|\nabla f_t(w_t)\|^2 + (G + bD) \|w_t - \bar{w}_\tau\|.
\]
Summing over \( L \) iterations \((\tau+1)L, \ldots, (\tau+L)\) we get
\[
L(\bar{w}_\tau - w^*)^T \nabla F_\tau(\bar{w}_\tau) \leq \sum_{\tau=\tau L+1}^{(\tau+1)L} \left[ \frac{1}{2\eta_t} \|w_t - w^*\|^2 - \frac{1}{2\eta_t} \|w_{t+1} - w^*\|^2 + \frac{G^2}{2} \eta_t + (G + Db) \|w_t - \bar{w}_\tau\| + \frac{G^2}{2} \eta_t + (G + Db) \|w_t - \bar{w}_\tau\|\right].
\]
Since all blocks are \( \alpha \)-strongly convex,
\[
L(F_\tau(\bar{w}_\tau) - F_\tau(w^*)) \leq \sum_{\tau=\tau L+1}^{(\tau+1)L} \left[ \frac{1}{\eta_t} \|w_t - w^*\|^2 - \frac{1}{\eta_t} \|w_{t+1} - w^*\|^2 \right] + \frac{G^2}{2} \eta_t + (G + Db) \|w_t - \bar{w}_\tau\| - \frac{\alpha L}{2} \|\bar{w}_\tau - w^*\|^2.
\]
Summing over all blocks gives

\[ L \sum_{\tau=0}^{\tau/L-1} [F_t(\tilde{w}_\tau) - F_t(w^*)] \]

\[ \leq \frac{1}{2\eta_t} \|w_t - w^*\|^2 - \frac{1}{2\eta_t} \|w_{t+1} - w^*\|^2 \]

\[ \leq \frac{1}{2\eta_t} \|w_t - w^*\|^2 - \frac{\alpha L}{2} \|\tilde{w}_\tau - w^*\|^2 \]

\[ + \sum_{\tau=0}^{\tau/L-1} \sum_{t=\tau+1}^{\tau/L} \left[ \frac{G^2}{2} \eta_t + (G + Db) \|w_t - \tilde{w}_\tau\| \right] \]

Using properties of the norm, we get that

\[ \|w_t - w^*\|^2 \leq \|\tilde{w}_\tau - w^*\|^2 + \|w_t - \tilde{w}_\tau\|^2 \]

\[ + 2\|\tilde{w}_\tau - w^*\| \|w_t - \tilde{w}_\tau\| \]

\[ \leq \|\tilde{w}_\tau - w^*\|^2 + 3D\|\tilde{w}_\tau - w_t\|. \]

Rearranging and plugging this into (I) we get

\[ \frac{G^2}{2} \eta_t + (G + Db) \|w_t - \tilde{w}_\tau\| \]

\[ \leq \frac{1}{2\eta_t} \|w_t - w^*\|^2 - \frac{\alpha L}{2} \|\tilde{w}_\tau - w^*\|^2 \]

\[ + 3D\alpha \|w_t - \tilde{w}_\tau\| \]

\[ \leq \frac{1}{2} \sum_{t=0}^{\tau/L} \|w_t - w^*\|^2 \left( \frac{1}{\eta_t} - \frac{1}{\eta_t - \alpha} \right) \]

\[ + 3D\alpha \sum_{\tau=0}^{\tau/L-1} \sum_{t=\tau+1}^{\tau/L} \|w_t - \tilde{w}_\tau\| \]

\[ \leq \frac{3D\alpha}{2} \sum_{\tau=0}^{\tau/L-1} \sum_{t=\tau+1}^{\tau/L} \|w_t - \tilde{w}_\tau\|, \]

where the last step follows from plugging-in our choice of step-sizes and from defining \( \frac{1}{\eta_t} := 0 \). Plugging (I) – (II) back to Equation (9), we have

\[ \frac{\tau}{L} \sum_{\tau=0}^{\tau/L-1} \left[ F_t(\tilde{w}_\tau) - F_t(w^*) \right] \]

\[ \leq \frac{\tau}{L} \sum_{\tau=0}^{\tau/L-1} \sum_{t=\tau+1}^{\tau/L} \left[ \frac{G^2}{2} \eta_t + (G + Db + \frac{3D\alpha}{2}) \|w_t - \tilde{w}_\tau\| \right] \]

\[ \leq \frac{1}{2\alpha} \left[ G^2 + 2(2G + 2Db + 3D\alpha)LG \right] (1 + \log T). \]

Back to the regret analysis, combining Lemma A.7 and Equation (8) we get that

\[ \text{regret} \leq \frac{G^2 L}{\alpha} (1 + \log T) + L \sum_{\tau=0}^{\tau/L-1} F_t(\tilde{w}_\tau) \]

\[ - L \sum_{\tau=0}^{\tau/L-1} F_t(w^*) = O \left( \frac{(G + Db)GL}{\alpha} \log T \right), \]

where for the last step, note that \( \alpha \leq b \) holds by definition. In order for the conditions of Lemma A.7 to hold, we must have that all blocks satisfy the strong convexity assumption (Assumption 3.2) with high probability. We guarantee this using the smallest possible \( L = O \left( \frac{b^2}{\eta_t} \log \frac{dL}{\eta_t} \right) \) for the case of quadratic functions (Theorem A.1), and \( L = O \left( \frac{b^2}{\eta_t} \log \frac{dL}{\eta_t} \right) \) for the case of strongly convex functions of linear transformations (Theorem A.2). Finally, for general loss functions, we take \( L = O \left( \frac{b^2}{\alpha} \left[ \log \left( \frac{dL}{\eta_t} \right) + d \log \left( C_1 D \sqrt{d}/c \right) \right] \right) \) (Theorem A.3).

A.3. Proof of Theorem A.1

In the proof, we make use of the following classical matrix concentration inequality from (Mackey et al., 2014a).

**Theorem A.8** (Bernstein’s inequality for a combinatorial matrix sum (Mackey et al., 2014a)). Consider an array \( (A_{jk})_{j,k=1}^n \) of matrices in \( \mathbb{R}^{d \times d} \) that satisfy

\[ \sum_{j,k=1}^n A_{jk} = 0 \quad \text{and} \quad \|A_{jk}\| \leq R \quad \forall \text{pair } (j,k) \text{ of indices}. \]

Define the random matrix \( X := \sum_{i=1}^n A_{ji\pi(i)} \), where \( \pi \) is a uniformly random permutation on \( \{1, \ldots, n\} \). Then, for all \( t \geq 0 \)

\[ \Pr \{ \lambda_{\max}(X) \geq t \} \leq d \cdot \exp \left\{ \frac{-t^2}{12\sigma^2 + 4\sqrt{2}Rt} \right\} \]

for

\[ \sigma^2 := \frac{1}{n} \left\| \sum_{j,k=1}^n A_{jk} \right\|. \]

The following lemma applies Theorem A.8 and gives a tail bound for a certain matrix \( X \) of interest.

**Lemma A.9.** Let \( M_1, \ldots , M_T \) be symmetric matrices in \( \mathbb{R}^{d \times d} \) that satisfy \( \|M_t\| \leq b \) for every \( t \in [T] \). Define the random matrix

\[ X := \sum_{i=1}^L M_{\pi(i)} - \frac{L}{T} \sum_{i=1}^T M_i, \]

\[ \square \]
where $1 \leq L \leq T$ and $\pi$ is a uniformly random permutation on \{1, \ldots, T\}. Then, for all $t \geq 0$

$$\Pr\{\lambda_{\text{max}}(X) \geq t \text{ or } \lambda_{\text{min}}(X) \leq -t\} = O\left(d \cdot \exp\left(-\frac{-t^2}{12Lb^2 + 8\sqrt{2}bt}\right)\right).$$

**Proof.** Consider an array $(A_{jk})_{j,k=1}^{T}$ of symmetric matrices in $\mathbb{R}^{d \times d}$ that satisfy

$$A_{jk} = \begin{cases} M_k - \frac{1}{T} \sum_{t=1}^{T} M_t, & \forall k \in [T], 1 \leq j \leq L \\ 0, & \text{otherwise} \end{cases}.$$  

Therefore, we obtain

$$\sum_{j,k=1}^{T} A_{jk} = \sum_{j=1}^{L} \sum_{k=1}^{T} M_k - \frac{1}{T} \sum_{t=1}^{T} M_t = 0.$$  

Since $\|M_k\| \leq b$ and $M_t$ is positive semidefinite, the maximum singular value of $A_{jk}$ is also bounded by $\|A_{jk}\| \leq b$, where $(j, k)$ are any pair of indices. Define the following matrix

$$X := \sum_{j=1}^{T} A_{j\pi(j)} = \sum_{j=1}^{L} M_{\pi(j)} - \frac{L}{T} \sum_{t=1}^{T} M_t.$$  

Finally, we apply Theorem A.8 from (Mackey et al., 2014a) twice: once for $X$ itself, which gives an upper bound on the probability that $\lambda_{\text{max}}(X) \geq t$, and once for $-X$, which combined with the fact that $\lambda_{\text{min}}(X) = -\lambda_{\text{max}}(-X)$ gives

$$\Pr\{\lambda_{\text{max}}(X) \geq t \text{ or } \lambda_{\text{min}}(X) \leq -t\} \leq 2d \cdot \exp\left\{-\frac{-t^2}{12\sigma^2 + 8\sqrt{2}bt}\right\}$$  

for

$$\sigma^2 := \frac{L}{T} \left\|\sum_{k=1}^{T} \left(M_k - \frac{1}{T} \sum_{t=1}^{T} M_t\right)\right\|^2 = \frac{L}{T} \left\|\sum_{k=1}^{T} M_k - \frac{2}{T} \sum_{k=1}^{T} M_k + \frac{1}{T^2} \left(\sum_{t=1}^{T} M_t\right)^2\right\|^2.$$  

Using the fact that $\|M_t\| \leq b$ gives the desire result. \hfill $\square$

**Lemma A.10.** Let $M_1, \ldots, M_T$ be symmetric matrices in $\mathbb{R}^{d \times d}$ that satisfy $\|M_t\| \leq b$ for every $t \in [T]$ and also $\frac{1}{T} \sum_{t=1}^{T} M_t \succeq cI$ for some positive constants $c$ and $b$ and let $\pi$ be a uniformly-chosen random permutation over \{1, \ldots, T\}. Then, for every $\delta \in (0, 1)$ and $\varepsilon \in (0, \alpha/2]$, with probability at least $1 - \delta$ (over the choice of $\pi$), it holds that

$$\frac{1}{L} \sum_{i=1}^{L} M_{\pi(i)} \succeq (\alpha - \varepsilon)I,$$

for any $L \geq L_0$, where $L_0 = O\left(\frac{b^2}{\varepsilon^2} \log \left(\frac{dT}{\delta}\right)\right)$.

**Proof.** Recall the definition of the random matrix $X := \sum_{i=1}^{L} M_{\pi(i)} - \frac{L}{T} \sum_{i=1}^{T} M_i$. Using Lemma A.9, we get that

$$\Pr\{\lambda_{\text{min}}(X) \geq -\varepsilon L\} \geq 1 - d \cdot \exp\left\{-\frac{-\varepsilon^2 L^2}{12Lb^2 + 8\sqrt{2}bt}\right\}$$  

$$\geq 1 - \left\{d \cdot \exp\left\{-\frac{-\varepsilon L}{16\sqrt{2}b}\right\} \text{ for } \varepsilon > \frac{3b}{2\sqrt{2}}\right\}.$$  

Using Weyl’s inequality for the eigenvalues, we get

$$\lambda_{\text{min}}\left(\sum_{i=1}^{L} M_{\pi(i)}\right) \geq \lambda_{\text{min}}(X) + \lambda_{\text{min}}\left(\frac{L}{T} \sum_{i=1}^{T} M_i\right) \geq \lambda_{\text{min}}(X) + \frac{L}{T} \alpha T,$$

where $(\alpha)$ follows from the first assumption of Theorem A.1. Since $\varepsilon \in (0, \alpha/2]$, the relevant regime in Equation (10) is the second one. Thus, combining Equations (10) and (11) gives

$$\Pr\{\lambda_{\text{min}}\left(\sum_{i=1}^{L} M_{\pi(i)}\right) \geq (\alpha - \varepsilon) L\} \geq 1 - d \cdot \exp\left\{-\frac{-\varepsilon L}{24b^2}\right\}.$$  

Hence, we get that Equation (12) holds with probability $1 - \delta$, if $L$ satisfies

$$L \geq \frac{24b^2}{\varepsilon^2} \log \frac{d}{\delta}.$$  

Since the Hessian $\nabla^2 F_\tau$ of each of the blocks $\tau \in [[\lceil T/L \rceil - 1]]$ is fixed, we can apply Lemma A.10 to all blocks simultaneously. To get that all length-$L$ blocks satisfy the desired property simultaneously with probability $1 - \delta$, we apply the lemma with $\delta' = \delta/\lceil T/L \rceil$ and take a union bound over all $\lceil T/L \rceil$ blocks. Thus, taking

$$L_0 = O\left(\frac{b^2}{\varepsilon^2} \log \left(\frac{dT}{\delta}\right)\right) = O\left(\frac{b^2}{\varepsilon^2} \log \left(\frac{dT}{\delta}\right)\right)$$  

completes the proof.

**A.4. Proof of Theorem A.2**

The proof is simpler than that of Theorem A.1 since here We use the Matrix Chernoff tail bound from (Tropp, 2011)
(see Theorem 2.2 there) that considers positive semi-definite matrices sampled without replacement, and get

\[
\Pr \left( \lambda_{\min} \left( \sum_{j=1}^{L} M_{x(j)} \right) \leq t \cdot L \cdot \lambda_{\min} \left( \sum_{i=1}^{T} M_{i} \right) \right) \leq d \cdot \exp \left\{ - (1-t^2) \cdot \frac{L \cdot \lambda_{\min} \left( \sum_{i=1}^{T} M_{i} \right)}{2b} \right\}.
\]

Taking \( t = 1/2 \), and using the fact that \( \lambda_{\min} \left( \sum_{i=1}^{T} M_{i} \right) \geq \alpha \), to get that all length-\( L \) blocks satisfy this property simultaneously with probability at least \( 1 - \delta \), we apply this Matrix Chernoff with \( \delta' = \delta / T / L \) and take a union bound over all \( T / L \) blocks. Thus, taking

\[
L_0 = O \left( \frac{b \log d}{\delta^2} \right) = O \left( \frac{b \log d T}{\delta} \right)
\]

completes the proof.

A.5. Proof of Theorem A.3

The proof applies a standard discretization trick. Since the Euclidean diameter of the feasible set \( \mathcal{K} \) is \( D \), it is enclosed within a hypercube in \( \mathbb{R}^d \) of side length \( 2D \), which we denote by \( \mathcal{K}_c \). We now apply discretization to the hypercube \( \mathcal{K}_c \) by defining the discrete set \( \mathcal{N} := \mathcal{K}_c \cap \frac{\mathbb{Z}}{\mathbb{Z}} [0,2D]^{d} \), for some \( \epsilon_0 > 0 \) to be determined later. Clearly, \( |\mathcal{N}| \leq (2D \sqrt{d}/\epsilon_0 + 1)^d \).

Since \( \mathcal{N} \subseteq \mathcal{K} \), we can apply the same argument used in Theorem A.1 for each of the points in \( \mathcal{N} \), and take a union bound. Note that for each \( w \in \mathcal{K} \), there exists a point \( x \in \mathcal{N} \) such that \( \| w - x \|_\infty \leq \epsilon_0 \sqrt{d} \), which implies in particular that \( \| w - x \| \leq \epsilon_0 \). Moreover, each of the Hessians of \( F_R(\cdot) \) is \( C_1 \)-Lipschitz continuous over \( \mathbb{R}^d \) and since \( F_R(\cdot) \) is convex, we get \( \forall \tau \in ([T/L - 1]) \)

\[
\| \nabla^2 F_R(w) - \nabla^2 F_R(x) \| \leq C_1 \| w - x \| \leq C_1 \epsilon_0.
\]

Thus, we can use the same argument of Theorem A.1 to conclude that for any

\[
L \geq \frac{6b^2}{\epsilon^2} \left[ \log \left( \frac{dT}{\delta} \right) + d \log \left( 2D \sqrt{d}/\epsilon_0 + 1 \right) \right]
\]

the following holds with probability at least \( 1 - \delta \) for all points \( x \in \mathcal{N} \) and for all \( \tau \) simultaneously:

\[
\frac{1}{L} \sum_{t=\tau L+1}^{(\tau+1)L} \nabla^2 f_t(x) \succeq \left( \alpha - \epsilon \right) I.
\]

Combining all of the above, we get that for all \( w \in \mathcal{K} \) and \( \tau \in [T/L - 1] \), with probability at least \( 1 - \delta \), it holds that

\[
\frac{1}{L} \sum_{t=\tau L+1}^{(\tau+1)L} \nabla^2 f_t(w) \succeq \left( \alpha - C_1 \epsilon_0 - \epsilon \right) I \succeq \left( \alpha - \frac{3}{2} \epsilon \right) I.
\]

In the last step, we choose \( \epsilon_0 \leq \frac{\epsilon}{\sqrt{C_1}} \) so that \( C_1 \epsilon_0 + \epsilon \leq \frac{\epsilon}{2} \).

Using union bound analysis over the size \( |\mathcal{N}| \), we get that the size of block, \( L \), must satisfy

\[
L \geq \frac{6b^2}{\epsilon^2} \left[ \log \left( \frac{dT}{\delta} \right) + d \log \left( 4C_1 D \sqrt{d}/\epsilon + 1 \right) \right].
\]

A.6. Proof of Theorem 3.7

We consider two loss functions \( h_1(w) = -5w^2 + 6w - 1 \) and \( h_2(w) = 5w^2 - 1 \), where the global minimum over \( \mathcal{K} = [0,1] \) of both functions is attained at \( w^* = 0 \). Consider now running OGD for \( T \) iterations with arbitrary step sizes \( \{ \eta_t \}_{t \in [T]} \), where for iterations \( t = 1, \ldots, T/4 \) we set \( f_t(w_t) = h_1(w_t) \), and for \( t = T/4 + 1, \ldots, T \) we set \( f_t(w_t) = h_2(w_t) \) (w.l.o.g. assume \( T/4 \) is an integer). It is immediate to validate that the cumulative loss in this case is 5-strongly-convex.

Now, suppose OGD in initialized with a point in the interval \([0.6, 1] \subseteq \mathcal{K} \), which holds with probability 0.4 under our random initialization assumption. Then, the attained regret is

\[
\text{regret}_T = \sum_{t=1}^{T} f_t(w_t) - \sum_{t=1}^{T} f_t(w^*)
\]

\[
= \sum_{t=1}^{T/4} h_1(w_t) - \sum_{t=1}^{T/4} h_1(w^*)
\]

\[
+ \sum_{t=T/4+1}^{T} h_2(w_t) - \sum_{t=T/4+1}^{T} h_2(w^*)
\]

Note that (II) is non-negative, since \( h_2(w_t) \geq h_2(w^*) \) over the interval \([0,1]\). Importantly, conditioning over the random event that the initialization point is in the interval \([0.6, 1]\), we have that for all \( t \leq T/4 + 1, w_t \in [0.6, 1] \). This holds by straightforward induction: on each such iteration \( t \) for which \( w_t \in [0.6, 1] \) (which holds for the initialization) we have that \( h_1'(w_t) \leq 0 \), and thus \( w_{t+1} \) is also in \([0.6, 1]\). Hence, \( h_1(w_t) \geq h_1(1) \) for all \( t \leq T/4 + 1 \). Therefore,

\[
\text{regret}_T \geq \sum_{t=1}^{T/4} h_1(w_t) - \sum_{t=1}^{T/4} h_1(w^*)
\]

\[
\geq \sum_{t=1}^{T/4} h_1(1) - \sum_{t=1}^{T/4} h_1(0) = \frac{T}{4} \cdot 0 - \frac{T}{4} \cdot (-1) = \frac{T}{4}.
\]
A.7. Proof of Theorem 3.8

The proof follows in an almost straightforward manner from the standard $\Omega(\sqrt{T})$ lower-bound for OCO with convex and Lipschitz losses (e.g., Theorem 3.2 in (Hazan, 2016)).

Given some algorithm for OCO $A$, let $K$ be a convex and compact set and $f_1, \ldots, f_{T/2}$ be loss functions (assume w.l.o.g. that $T$ is even) such that the regret of $A$ on the sequence $f_1, \ldots, f_{T/2}$ w.r.t. the set $K$ is $\Omega(\sqrt{T})$. Note that according to the lower bound in e.g., (Hazan, 2016) (Theorem 3.2), such a construction is always possible. Let $w^*$ be the optimal solution in hindsight w.r.t. to the sequence $f_1, \ldots, f_{T/2}$. Now, extend this sequence of functions by adding the functions $f_t(w) := \|w - w^*\|^2$ for all $T/2 < t \leq T$. Clearly, $w^*$ is also optimal w.r.t. the entire new sequence and in particular incurs zero loss over $f_{T/2+1}, \ldots, f_T$. On the other-hand, the algorithm $A$ incurs non-negative loss on $f_{T/2+1}, \ldots, f_T$. Thus, the regret of $A$ w.r.t. the entire sequence $f_1, \ldots, f_T$ is $\Omega(\sqrt{T})$. The proof is completed by noticing that the entire sequence $f_1, \ldots, f_T$ is at least 1-cumulative strongly convex.

A.8. Proof of Theorem 3.11

At a high-level, the proof of Theorem 3.11 consists of the following steps.

Our algorithm runs by taking an OGA step and projecting it onto $S_{d,k}$. The rest of the proof is dedicated to showing that after an OGA step, the eigengap assumption holds as required. The main lemma which shows that the predictions remain low-rank is Lemma A.13. It relies on two technical tools, Lemma A.11 and A.12, which show that certain relevant expression are kept well-behaved along the algorithm.

The next lemma bounds the spectral distance between the whole sequence of $T$ symmetric positive semi-definite matrices, and a block of $L$ such matrices.

Lemma A.11. Let $0 < \zeta \leq b$ and let $\{M_t\}_{t \in [T]}$ be a sequence of $T$ symmetric positive semi-definite matrices in $\mathbb{R}^{d \times d}$, that satisfies the random order assumption (Assumption 3.1) and $\|M_t\|_2 \leq b$ for any $t \in T$. Also let $L \geq L_0$ for a suitable $L_0 = O\left(\frac{\log \log T}{\log T}\right)$. Fix $\tau \in \llbracket[T/L] - 1\rrbracket$. Then with probability at least $1 - \delta$ it holds that

$$
\left\|\sum_{t=1}^{T} M_t - \sum_{t=\tau L + 1}^{(\tau+1) L} M_t \right\| = \|M - M_\tau\|_2 \leq \zeta.
$$

Proof. The left equality holds by definition. By the definition of the spectral norm for matrices, we have

$$
\|M - M_\tau\|_2 = \frac{1}{L} \|LM - LM_\tau\|_2 = \frac{1}{L} \sigma_{\max}(LM - LM_\tau)
$$

$(\text{a})\frac{1}{L} \max\{\lambda_{\max}(LM - LM_\tau), |\lambda_{\min}(LM - LM_\tau)|\},$

where $(\text{a})$ holds as $LM - LM_\tau$ is a symmetric matrix. Applying Lemma A.9 with $t = \zeta L$, we thus get

$$
\Pr(\sigma_{\max}(LM - LM_\tau) \leq \zeta L) \geq 1 - O(d) \cdot \exp\left\{\frac{-\zeta^2 L^2}{12 L b^2 + 8 \sqrt{2} b L}\right\} \geq 1 - O(d) \cdot \exp\left\{\frac{-\zeta^2 L}{24 b^2}\right\},
$$

where $(\text{a})$ follows since $\zeta \leq b$. Plugging in the value of $L \geq L_0$ finishes the proof.

At this point, we set $\zeta = \frac{\log \log T}{\log T}$, for $\gamma = \Theta(\sqrt{\frac{L}{\log T}})$. We would like to have that for all blocks of length $L$ in our permuted sequence, the bound of Lemma A.11 holds simultaneously. Taking a union bound, we observe that picking block size $L \geq L_0$ for suitable $L_0 = O\left(\frac{\log \log T}{\log T}\right)$ suffices for this to hold with probability at least $1 - \delta$. From here on, we condition on this event, which is henceforth denoted $E$.

Lemma A.12. Suppose that the assumptions of Theorem 3.11 hold, and that the event $E$ holds as well. Fix $1 \leq \tau \leq \lceil T/L - 1 \rceil$ and assume that $\text{rank}(W_{\tau-1}) \leq k$. Assume also that $\|W_{\tau-1} - W^*\|_F \leq \gamma \zeta$, for $\gamma = \Theta(\sqrt{\frac{L}{\log T}})$. Then

$$
\|W_{\tau} - W^*\|_F \leq \gamma \zeta \quad \text{and} \quad \|W^* MW - W_{\tau} M W_{\tau}\| \leq 2b \gamma \zeta.
$$
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Proof. We have

\[ ||W^*MW^* - W_rMW_r|| \]
\[ = ||W^*MW^* - W^*MW_r + W^*MW_r - W_rMW_r|| \]
\[ \leq ||W^*M(W^* - W_r)|| + ||(W^* - W_r)MW_r|| \]
\[ \leq ||M|| ||W^*|| ||W^* - W_r|| + ||M|| ||W_r|| ||W^* - W_r|| \]
\[ \leq 2||M|| ||W^* - W_r|| F \leq 2b||W^* - W_r|| F, \]
\[ (a)(b)(c)(d) \]
\[ (14) \]

where (a) follows from the triangle inequality, (b) holds by the fact that \( ||AB|| \leq ||A|| ||B|| \) for all matrices \( A \) and \( B \) in \( \mathbb{R}^{d \times d} \), (c) holds since \( ||W_r||, ||W^*|| \leq 1 \) and also
\( \leq ||A|| \leq ||A||_F \) for any matrix \( A \in \mathbb{R}^{d \times d} \), and (d) holds by the fact that \( ||M_1|| \leq b \) and thus \( ||M|| \leq b \). The rest of the proof is dedicated to getting an upper bound for the term \( ||W^* - W_r|| F \).

\[ ||W_r - W^*||^2 F \leq ||W_{r-1} + \eta_{r-1}M_{r-1} - W^*||^2 F \]
\[ = ||W_{r-1} - W^*||^2 F + 2\eta_{r-1} (W_{r-1} - W^* , M_{r-1}) \]
\[ + \eta_{r-1}^2 ||M_{r-1}||^2 F \]
\[ \leq (b) \]
\[ \leq ||W_{r-1} - W^*||^2 F + 2\eta_{r-1} (W_{r-1} - W^* , M) \]
\[ + 2\eta_{r-1} \sqrt{2k} ||W_{r-1} - W^*|| F ||M - M_{r-1}|| \]
\[ + \eta_{r-1}^2 ||M_{r-1}||^2 F \]
\[ \leq (c) \]
\[ \leq ||W_{r-1} - W^*||^2 F + 2\eta_{r-1} (W_{r-1} - W^* , M) \]
\[ + 2\zeta\eta_{r-1} \sqrt{2k} ||W_{r-1} - W^*|| F + \eta_{r-1}^2 ||M_{r-1}||^2 F \]
\[ (15) \]

where (a) follows from Theorem A.4, (b) follows from Hölder’s inequality and from the fact that the rank of both \( W^* \) and \( W_{r-1} \) is at most \( k \) and (c) follows from the event \( E \) described earlier. Next we aim to bound the term \( \langle W_{r-1} - W^* , M \rangle \). In order to do so, we introduce the following construction. Let \( W_\perp^* \) be the matrix in \( \{ W \in \mathbb{R}^{d \times d} : \text{Tr}(W) = d - k , 0 \leq W \leq I \} \) that satisfies \( W_\perp^* + W^* = I_d \) and note that \( W_\perp^* W^* = W^* W_\perp^* = 0 \),

Thus, we have that

\[ (W_{r-1} - W^*, M) = (W_{r-1} I_d - W^*, I_d M) \]
\[ = (W_{r-1} W^* + W_{r-1} W_\perp^* - W^*, W^* M + W_\perp^* M) \]
\[ = (W_{r-1} W_\perp^*, W^* M + W_\perp^* M) \]
\[ + \langle (W_{r-1} - I_d) W^*, W^* M + W_\perp^* M \rangle \]
\[ = (W_{r-1} W_\perp^*, W^* M + W_\perp^* M) \]
\[ + \text{Tr}(W_{r-1} W_\perp^* (W_\perp^* M)^T) \]
\[ + \text{Tr}((W_{r-1} - I_d) W^* (W^* M)^T) \]
\[ = \text{Tr}(W_{r-1} W_\perp^* M + \text{Tr}((W_{r-1} - I_d) W^* W^* M) \]
\[ = \text{Tr}(W_\perp^* M W_{r-1}) - \text{Tr}(M(W^* - W^* W_{r-1} W^*)) \]
\[ (I) \]
\[ (II) \]
\[ (16) \]

where (a) holds since \( W^* M \) corresponds to the top \( k \) eigenvectors of \( M \), and also since \( W_\perp^* M \) corresponds to the low \( n - k \) eigenvectors of \( M \), and therefore both terms are symmetric.

By the fact that \( W_\perp^* M \) corresponds to the lower \( n - k \) eigenvectors of \( M \) and \( W_\perp^* \), it follows that \( W_\perp^* M \) is positive semidefinite, and since \( W_\perp^* W_{r-1} W_\perp^* \) is also PSD, the term (I) in the RHS of (16) gives

\[ (I) = \text{Tr}(W_\perp^* M W_{r-1} W_\perp^* W_\perp^* ) \]
\[ \leq \lambda_{\max}(W_\perp^* M) \text{Tr}(W_\perp^* W_{r-1} W_\perp^*) \]
\[ \leq (a) \lambda_{k+1}(M) \text{Tr}(W_\perp^* W_{r-1}) \]
\[ \leq (b) (\lambda_k(M) - s(M)) \text{Tr}(W_\perp^* W_{r-1}), \]

where (a) holds as the non-zero eigenvalues of \( W_\perp^* M \) are the \( n - k \) lower eigenvalues of \( M \), and (b) follows since \( M \) admits an eigengap \( s(M) \).

Similarly, since the matrix \( W^* - W^* W_{r-1} W^* \) is positive semidefinite, and since the eigenvectors of \( W^* \) (with nonzero eigenvalue) correspond to the top \( k \) eigenvectors of \( M \), the term (II) in the RHS of (16) gives

\[ (II) = \text{Tr}(M(W^* - W^* W_{r-1} W^*)) \]
\[ \geq \lambda_k(M) \cdot \text{Tr}(W^* - W^* W_{r-1} W^*) \]
\[ = \lambda_k(M) \cdot (k - \text{Tr}(W^* W_{r-1})). \]
We consider two cases. If $\gamma \leq \tau - s(M) \cdot \|W_{\tau-1} - W^*\|_F$ and $\|W_{\tau-1} - W^*\|_F \leq \gamma \zeta$, then by (a) and (b), we have

$$
\|W_{\tau-1} - W^*\|_F \leq \gamma \zeta / 2 \quad \Rightarrow \quad \|W_{\tau-1} - W^*\|_F \leq \gamma \zeta.
$$

From Eq. (18) we have that

$$
\|W_{\tau-1} - W^*\|_F \leq \gamma \zeta / 2 \quad \Rightarrow \quad \|W_{\tau-1} - W^*\|_F \leq \gamma \zeta.
$$

On the other hand, if $\gamma \zeta \geq \|W^* - W_{\tau-1}\|_F \geq \gamma \zeta / 2$, using Eq. (18) again we have that

$$
\|W_{\tau-1} - W^*\|_F \leq \gamma \zeta / 2 \quad \Rightarrow \quad \|W_{\tau-1} - W^*\|_F \leq \gamma \zeta.
$$

Lemma A.13. Under the assumptions of Theorem 3.11 and assuming the event $E$ occurs, the following holds for all $\tau \in [[T/L - 1]]$ simultaneously:

$$
\text{rank}(W_{\tau+1}) = k.
$$

Proof. The proof is by a simple induction over $\tau$. For the base case, clearly when initializing $W_0$ with a projection matrix in $S_{d,k}$ this holds. Fix now some $\tau$. Recall that $W_{\tau+1} = \Pi_{S_{d,k}}(W_\tau + \eta_\tau M_\tau)$ and let $Y_\tau$ denote $W_\tau + \eta_\tau M_\tau$. Using Lemma 3.9, it follows that a sufficient condition for having $\text{rank}(W_{\tau+1}) = k$ is

$$
\lambda_k(Y_\tau) \geq 1 + \lambda_{k+1}(Y_\tau).
$$

Recall that $M$ denotes the whole data set, i.e. $M = \frac{1}{T} \sum_{i=1}^T M_i$. On the one hand,

$$
\lambda_k(Y_\tau) = \lambda_k(W_\tau + \eta_\tau M_\tau)
$$

holds since $W_\tau + \eta_\tau M_\tau$ are rank-$k$ and thus $|W_{\tau-1} - W^*|_F = \|W_{\tau-1}\|_F^2 - 2 \langle W_{\tau-1}, W^* \rangle + \|W^*\|_F^2 = 2k - 2 \langle W_{\tau-1}, W^* \rangle$, and (d) follows since $s(M) \geq \rho$. Plugging Equation (17) back to Equation (15), we have that

$$
\|W_{\tau-1} - W^*\|_F \leq \sqrt{2k} \zeta + \eta_\tau\|W_{\tau-1} - W^*\|_F + \eta_\tau^2\|M_{\tau-1}\|_F^2.
$$

We now recall that in order to prove the lemma, using Eq. (14), it only remains to upper bound the term $\|W^* - W_{\tau}\|_F$.

We consider two cases. If $\|W^* - W_{\tau-1}\|_F \leq \gamma \zeta / 2$ then from Eq. (18) we have that

$$
\|W_{\tau-1} - W^*\|_F \leq \sqrt{2k} \gamma \zeta / 2 + \eta_\tau^2 \|M_{\tau-1}\|_F^2\|W^* - W_{\tau-1}\|_F^2.
$$

where $C$ is an upper-bound on the Frobenius norm of any of the matrices $M_i$, and so, since $M_{\tau-1}$ is the average of $L$ such matrices, we have $\|M_{\tau-1}\|_F^2 \leq C^2$. Since $\zeta, \gamma$ are positive constants independent of the sequence length $T$, due to our choice of step-size $\eta_\tau$, for any $T$ sufficiently large, we have that

$$
\|W^* - W_{\tau-1}\|_F \leq \gamma \zeta / 2 \quad \Rightarrow \quad \|W_{\tau-1} - W^*\|_F \leq \gamma \zeta.
$$

On the other hand, if $\gamma \zeta \geq \|W^* - W_{\tau-1}\|_F \geq \gamma \zeta / 2$, using Eq. (18) again we have that

$$
\|W_{\tau-1} - W^*\|_F \leq \gamma \zeta / 2 \quad \Rightarrow \quad \|W_{\tau-1} - W^*\|_F \leq \gamma \zeta.
$$

where (a) follows from Weyl’s inequality for the eigenvalues, (b) holds under the assumption that the event $E$ occurs and since $W^* + W_{\tau-1}^\perp = I$, (c) holds since $W^*W_{\tau-1}^\perp = 0$ and since $W_{\tau-1}^\perp W_{\tau-1}^\perp$ is positive semidefinite, (d) follows from Weyl’s inequality, (e) and (f) hold since $W_{\tau}$ and $W_{\tau}^\perp W_{\tau}^\perp$ share the same eigenspace and since under the induction hypothesis $\lambda_1(W_\tau) = \ldots = \lambda_k(W_\tau) = 1$, (g) follows from Weyl’s inequality, and (h) follows Lemma A.12 and since $W^*$ corresponds to the top $k$ eigenvectors.
of $M$. On the other hand,

$$\lambda_{k+1}(Y_r) = \lambda_{k+1}(W_r + \eta_r M_r)$$

$$\leq \lambda_{k+1}(W_r + \eta_r M) + \eta_r \lambda_1(M_r - M)$$

$$\leq \lambda_{k+1}(W_r + \eta_r M) + \eta_r \|M - M_r\|$$

$$\leq \lambda_{k+1}(W_r + \eta_r \mathbf{W}^*\mathbf{MW}^*) + \eta_r \|\mathbf{W}^*\mathbf{M}\| + \eta_r \zeta$$

$$= \lambda_{k+1}(W_r + \eta_r \mathbf{W}^*\mathbf{MW}^*) + \eta_r \lambda_1(\mathbf{MW}^* + \mathbf{M}) + \eta_r \zeta$$

$$\geq \lambda_{k+1}(W_r + \eta_r \mathbf{W}^*\mathbf{MW}^*) + \eta_r \lambda_{k+1}(M) + \eta_r \zeta$$

$$\leq \lambda_{k+1}(W_r + \eta_r \mathbf{W}^*\mathbf{MW}^*) + \eta_r \lambda_{k+1}(M) + \eta_r \zeta$$

$$\leq \eta_r \lambda_{k+1}(M) + \eta_r (\zeta + 2b\gamma)$$

where $(a)$ follows from Weyl’s inequality for the eigenvalues, $(b)$ holds under the assumption that the event $E$ occurs and since $\mathbf{W}^* + \mathbf{W}^*_\perp = \mathbf{I}$, $(c)$ follows from the fact that $\mathbf{W}^*\mathbf{MW}^*_\perp = \mathbf{0}$ and using Weyl’s inequality, $(d)$ follows since $\mathbf{W}^*_\perp$ corresponds to the $n-k$ lower eigenvectors of $M$, $(e)$ follows from Weyl’s inequality, $(f)$ follows since under the induction hypothesis, the matrix $\mathbf{W}_r + \eta_r \mathbf{W}_r \mathbf{MW}_r$ is rank-$k$ and so its largest $k + 1$ eigenvalue is zero, and $(h)$ follows Lemma A.12. Thus, combining both of the above bounds, we get

$$\lambda_k(Y_r) - \lambda_{k+1}(Y_r)$$

$$\geq 1 + \eta_r \lambda_1(M) - \eta_r \lambda_{k+1}(M)$$

$$\geq 1 + \eta_r (\zeta + 2b\gamma)$$

Thus, for $\zeta \leq \frac{\rho}{2b\gamma}$ we have that $\lambda_k(Y_r) - \lambda_{k+1}(Y_r) \geq 1$ as required, thus rank($\mathbf{W}_r + 1$) = $k$, and the induction holds.

The rest of the proof of Theorem 3.11 follows by a standard regret analysis for Online Gradient Ascent, see e.g. (Hazan, 2016; Zinkevich, 2003b), which by plugging-in our standard step-size choice and length of the blocks $L$, directly gives the $O(\sqrt{T})$ regret bound listed in the theorem.

A.9. Proof of Lemma 3.9

The projection of $\mathbf{Y}$ onto $S_{d,k}$ is defined as the point in $S_{d,k}$ at minimal distance from $\mathbf{Y}$, and is thus the solution of the following minimization problem.

$$\min_{\mathbf{w} \in S_{d,k}} \frac{1}{2}\|\mathbf{W} - \mathbf{Y}\|^2_F.$$

Arora et al. show in (Arora et al., 2013) (see Lemma 3.2) that the optimal $\mathbf{W}$, denoted by $\mathbf{W}^*$, differs from $\mathbf{Y}$ only by its eigenvalues, meaning that the projection operates only on the eigenvalues. Let $\mathbf{w}, \mathbf{y} \in \mathbb{R}^n$ denote the eigenvalue vectors of $\mathbf{W}$ and $\mathbf{Y}$ (in non-increasing order), respectively. Thus, the aforementioned minimization problem can be reformulated as follows (Wang & Lu, 2015), where $\mathbf{w}$ belongs to the capped simplex set denoted by $S_c = \{\mathbf{y} : 0 \leq \mathbf{y} \leq 1, \mathbf{y}^\top \mathbf{1} = k\}$.\n
$$\min_{\mathbf{w} \in S_c} g(\mathbf{w}) := \frac{1}{2}\|\mathbf{w} - \mathbf{y}\|^2_2.$$

By the definition of a projection and using first-order optimality conditions, $\mathbf{w}^* = [1 \ldots 0 \ldots 0]^\top$ is the projection of $\mathbf{y}$ onto $S_c$ if and only if for all $\mathbf{w} \in S_c$ it holds that

$$g(\mathbf{w}) \geq g(\mathbf{w}^*) + \nabla g(\mathbf{w}^\top)(\mathbf{w} - \mathbf{w}^*) \geq g(\mathbf{w}^*),$$

which holds if and only if

$$(\mathbf{w}^* - \mathbf{y})^\top(\mathbf{w} - \mathbf{w}^*) \geq 0. \quad (19)$$

Writing the left hand side of Equation (19) explicitly, we indeed have that

LHS of (19) \(= \sum_{i=1}^k \mathbf{w}_i - \mathbf{w}_i^\top \mathbf{y} + \sum_{i=1}^k \mathbf{y}_i - k\)

\(= \sum_{i=1}^k \mathbf{w}_i(1 - \mathbf{y}_i) + \sum_{i=1}^k (\mathbf{y}_i - 1) - \sum_{j=k+1}^n \mathbf{w}_j \mathbf{y}_j\)

\(= \sum_{i=1}^k (\mathbf{y}_i - 1) - \sum_{j=k+1}^n \mathbf{w}_j \mathbf{y}_j\)

\(\geq \sum_{i=1}^k (\mathbf{y}_i - 1) + 1 - \mathbf{w}_i - \sum_{j=k+1}^n \mathbf{w}_j\)

\(= \mathbf{y}_i^\top (k - \sum_{i=1}^k \mathbf{w}_i) = 0,\)

where in $(a)$ we use the fact that $\|\mathbf{w}^*\|^2_2 = k$, and where $(b)$ follows since $\mathbf{y}$ admits a gap $\mathbf{y}_k - \mathbf{y}_{k+1} = \lambda_k(\mathbf{Y}) - \lambda_{k+1}(\mathbf{Y}) \geq 1$. Thus, we can conclude that the projection $\mathbf{W}^*$ has at most $k$ non-zero eigenvalues, and hence has rank at most $k$.

B. Additional Experiments

Here we present additional results for the online PCA experiment of Section 5.1 for the case $k = 2$ with the synthetic dataset.
Figure 5. Average regret of full-SVD and $k$-SVD on synthetic data for $k = 2$. 