Abstract
Learning a good representation is an essential component for deep reinforcement learning (RL). Representation learning is especially important in multitask and partially observable settings where building a representation of the unknown environment is crucial to solve the tasks. Here we introduce Predictions of Bootstrapped Latents (PBL), a simple and flexible self-supervised representation learning algorithm for multitask deep RL. PBL builds on multistep predictive representations of future observations, and focuses on capturing structured information about environment dynamics. Specifically, PBL trains its representation by predicting latent embeddings of future observations. These latent embeddings are themselves trained to be predictive of the aforementioned representations. These predictions form a bootstrapping effect, allowing the agent to learn more about the key aspects of the environment dynamics. In addition, by defining prediction tasks completely in latent space, PBL provides the flexibility of using multimodal observations involving pixel images, language instructions, rewards and more. We show in our experiments that PBL delivers across-the-board improved performance over state of the art deep RL agents in the DMLab-30 and Atari-57 multitask suites.

1. Introduction
Deep reinforcement learning (RL) has seen many successes in the recent years (Mnih et al., 2015; Levine et al., 2016; Silver et al., 2017; Vinyals et al., 2019). However, there are still many improvements to be made in complex, multitask and partially observable environments. Previous work (Mirowski et al., 2017; Jaderberg et al., 2017; Hessel et al., 2019; Gregor et al., 2019) has demonstrated that augmenting deep RL agents with auxiliary tasks for representation learning helps improve RL task performance. Representation learning has also had broader impact in deep RL, as representations have been used to generate intrinsic motivation signal for exploration (Houthooft et al., 2016; Pathak et al., 2017; Burda et al., 2019; Azar et al., 2019; Puigdomènech Badia et al., 2020) and as the basis for search models in planning agents (Oh et al., 2017; Amos et al., 2018; Hafner et al., 2019; Schrittwieser et al., 2019).

A common approach for representation learning is through training a (recurrent) neural network (RNN) to make predictions on future observations in a self-supervised fashion (Oh et al., 2017; Amos et al., 2018; Moreno et al., 2018; Guo et al., 2018; Hafner et al., 2019; Schrittwieser et al., 2019; Gregor et al., 2019). Predictive models for representation learning have been widely used as auxiliary tasks for deep RL (Jaderberg et al., 2017; Oord et al., 2018; Zhang et al., 2019; Aytar et al., 2018; Gregor et al., 2019; Song et al., 2020). However, to learn a rich and useful representation, these methods may demand a high-degree of accuracy in multistep prediction of future observations (Gregor et al., 2015; 2019). This degree of accuracy can be difficult to achieve in many problems, especially in partially observable and multitask settings, where uncertainty in the agent state and complex, diverse observations make prediction more challenging. In these settings, instead of trying to predict everything accurately, we would ideally want to predict a latent embedding of future observations that focuses on the key, structural information of the tasks.

In this paper, we introduce Predictions of Bootstrapped Latents (PBL, “pebble”), a new representation learning technique for deep RL agents. PBL learns a representation of the history (agent state, Sutton & Barto, 2018) by predicting the future latent embeddings of observations. The novel contribution is in how we train these latent embeddings, which we do by having the latent observation embedding at each timestep be predictive of the agent state at the same timestep. This leads to a bootstrapping effect, where the
agent states learn to predict future latent observations, and future latent observations learn to predict the corresponding future agent states. As an example, consider a task where an agent must find a key and use it to unlock a door. All histories that lead to an unlocked door must also contain the observation of finding the key. PBL trains the latent embedding of observations of the unlocked door to predict the agent states that capture these histories, which means the latent embedding is encouraged to encode information pertaining to the key. This example illustrates how representations trained with PBL may capture contextual, structured information about the dynamics of the environment. This is especially beneficial in settings with diverse and complex observations. Furthermore, PBL allows for bootstrapping information from the future, since the predicted agent state is also predictive of future. Finally, by making predictions solely in latent space, PBL makes it easier to incorporate observations with multiple modalities such as images, voice and language instruction.

We evaluate PBL in the challenging partially observable, multitask setting, where the task indices are kept hidden from the agent (Brunskill & Li, 2013). The multitask setting is the standard setting to evaluate deep RL agents as it is important for an AI agent to perform well, across the board, on a variety of tasks (Finn et al., 2017; Rothfuss et al., 2018; Espeholt et al., 2018; Hessel et al., 2019; Song et al., 2020). As the benchmark, we use DMLab-30 (Beattie et al., 2016) task suite as a standard partially observable and multitask RL domain, and compare the performance of various representation learning techniques when they are used as auxiliary representation learning tasks for the PopArt-IMPALA agent (Hessel et al., 2019), i.e., both RL and representation learning techniques train the same RNN. In particular we report the performance of PBL, pixel control (state-of-the-art), DRAW (Gregor et al., 2019) and contrastive predictive coding (CPC) (Oord et al., 2018) in this setting. We also evaluate our approach on multi-task Atari-57 suite (Bellemare et al., 2013), comparing its performance with the RL baseline (PopArt-IMPALA) with various auxiliary representation learning task. We show, in section 4, that PBL, is able to outperform all these methods both in terms of final performance and sample efficiency in DMLab-30 suite. PBL also slightly improves the performance in comparison with the other methods in Atari-57 suite. This result suggests that PBL can be used as an alternative for the existing representation learning methods in the context of multitask deep RL.

2. Background

Partially Observable Environments. We model environments as partially observable Markov decision processes (POMDP, Cassandra et al., 1994) where an agent does not directly perceive the underlying states but only a partial view of the underlying states. More formally, a POMDP is a tuple \((\mathcal{S}, \mathcal{A}, \mathcal{O}, p_0, p_a, r, \gamma)\), where \(\mathcal{S}\) is the state space, \(\mathcal{A}\) the action space and \(\mathcal{O}\) the observation space. The transition probability kernel \(p_0\) determines the probability of the next state \(S_{t+1}\) given the current state and action \((S_t, A_t)\): \(p_0(S_{t+1} = s'|S_t = s, A_t = a)\). The observation kernel \(p_0\) dictates the observation process: \(p_0(O_t = o|S_t = s)\), \(r \in \mathbb{R}^{2 \times 4}\) represents the reward function and \(\gamma\) is the discount factor.\(^1\)

Policies dictate the action process: A policy is a mapping from sequences of observations and actions to a distribution over actions, that is, \(\pi: \{\mathcal{O} \times (\mathcal{A} \times \mathcal{O})^n : n \in \mathbb{N}\} \rightarrow \Delta(\mathcal{A})\), where \(\Delta(\mathcal{A})\) denotes the space of action distributions. For a fixed policy \(\pi\) and for all \(t \geq 0\), we define recursively, the states \(S^\pi_t\), the observations \(O^\pi_t\), the histories \(H^\pi_t\) and actions \(A^\pi_t\) starting form some initial distribution \(\rho\) and following \(\pi\):

\[
\begin{align*}
\text{Initialization:} & \quad S_0^\pi \sim \rho, \quad O_0^\pi \sim p_0(S_0^\pi), \quad H_0^\pi = O_0^\pi, \quad A_0^\pi \sim \pi(H_0^\pi) \\
\text{Recurrence:} & \quad S_{t+1}^\pi \sim p_0(S_t^\pi, A_t^\pi), \quad O_{t+1}^\pi \sim p_0(S_{t+1}^\pi), \\
& \quad H_{t+1}^\pi = (H_t^\pi, A_t^\pi, O_{t+1}^\pi), \\
& \quad A_{t+1}^\pi \sim \pi(H_{t+1}^\pi).
\end{align*}
\]

The partial history \(H^\pi_{t,k} = (H^\pi_t, A^\pi_{t+1}, \ldots, A^\pi_{t+k-1})\) is formed by the history \(H^\pi_t\) and the \(k\) subsequent actions \(A^\pi_{t+1}, \ldots, A^\pi_{t+k-1}\).

The RL (Sutton & Barto, 2018; Szepesvári, 2010) problem in the POMDP setting is finding the policy that maximizes the expected and discounted sum of rewards:

\[
\max_{\pi} E \left( \sum_{t=0}^{\infty} \gamma^t r(S^\pi_t, A^\pi_t) \right).
\]

A common strategy for RL in partially observable domains is to compress the full history \(H^\pi_t\) as the agent state \(B^\pi_t\) (Sutton & Barto, 2018) using a neural network and solve

\[
\max_{\pi} E \left( \sum_{t=0}^{\infty} \gamma^t r(B^\pi_t) \right),
\]

where \(r(B^\pi_t) = E(r(S^\pi_t, A^\pi_t)|B^\pi_t)\). Accordingly we consider the policy \(\pi\) as a mapping from the agent state \(B^\pi_t\) to distributions over actions as well. To avoid clutter, we will drop the \(\pi\) superscript from the POMDP variables.

Predictive Representations. Deep RL methods use neural networks to produce the agent state, and learn it from

\(^1\)We note that the multitask learning setting (Brunskill & Li, 2013), where the identity of task is kept hidden from the agent, is absorbed into the POMDP formulation, since the unobserved state can also index different per-task dynamics and reward functions.
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3. Predictions of Bootstrapped Latents (PBL)

Our method, Predictions of Bootstrapped Latents (PBL, “pebble”), consists of two auxiliary prediction tasks: 1) a forward, action-conditional prediction from compressed partial histories to future latent observations; and 2) a reverse prediction from latent observations to agent states.

The forward, action-conditional prediction task of PBL consists of predicting latent embeddings, \( Z_{t+k} = f(O_{t+k}) \), of future observations, from a compressed partial history \( B_{t,k} \):

\[
E(Z_{t+k}|B_{t,k}) \approx E(Z_{t+k}|H_{t,k}) = E(Z_{t+k}|H_t, A_t, \ldots, A_{t+k-1}).
\]

To learn rich representations we make many predictions into the future—we take \( k \) to range from one to a maximum index in the future, which we call the horizon. To predict \( Z_{t+k} \), we solve:

\[
\min_{h \in \mathcal{H}, g \in \mathcal{G}} \sum_{t,k} \|g(B_{t,k}) - Z_{t+k}\|^2_2,
\]

where \( \mathcal{H} \) and \( \mathcal{G} \) are hypothesis spaces induced by neural networks, \( g \) is a feed-forward neural network, and \( h = (h_t, h_p) \) are the RNN networks that compute \( B_t \) and \( B_{t,k} \).

We call this problem a forward prediction (from compressed partial histories to latents), and its schematic is given in fig. 2.

One can use the agent state \( B_t \) as the basis (input) for the decision making of the RL algorithm (Jaderberg et al., 2017; Espeholt et al., 2018; Hessel et al., 2019). The partial history RNN \( h_p \) is only used for predictions about the future.

Figure 1. Architecture diagram for PBL, forward prediction (left) and reverse prediction (right). Crossed arrows block gradients and \( \ell(x, y) = \|x - y\|^2_2 \).

The choice of \( Z_t \) is an essential part of our representation.
learning. By picking \(Z_t\) to be a latent embedding of observations, we are able to learn meaningful observation features, as well as combine multiple modalities of observations (images and natural language sentences, for example) into a single representation. Specifically, PBL trains the latent embedding neural network \(f\) by predicting the learned \(B_t\) from \(Z_t\). Concretely, we solve

\[
\min_{f \in \mathcal{F}, g' \in \mathcal{G}'} \sum_t \|g'(\hat{f(O_t)}) - B_t\|_2^2,
\]

where \(\mathcal{F}\) and \(\mathcal{G}'\) are hypothesis spaces induced by neural networks, and \(g'\) is another feed-forward neural network. We call this problem reverse prediction, from latents to compressed histories, and its schematic is also given in fig. 2. See algorithm 1 for a high-level overview of the algorithm.

Forward prediction trains agent states to predict future latent observations. Reverse prediction trains latent observations to predict immediate agent states. Together, they can form a cycle, bootstrapping useful information between compressed histories and latent observations.

Because of the bootstrapping effect, the reverse prediction has the potential to train meaningful latent embeddings of observations that encode structural information about the paths that the agent takes to reach these observations. Furthermore, since we are training agent states to be predictive, this bootstrapping effect may also bootstrap useful information from far into the future.

Note that both forward and reverse predictions are one-way, i.e., we do not pass gradients into the targets of the predictions. In practice, we optimize both objectives together, as they optimize disjoint sets of parameters. A natural question that arises is what makes the bootstrapped predictions work, as it seems like there is the possibility that the prediction tasks collapse into trivial solutions. We hypothesize that due to forward and reverse predictions being one-way, the training dynamics actively move away from the trivial solution. Initially, the latent embedding of observations and agent states are the output of randomly initialized neural networks, which can be considered as random, non-linear projections. The forward prediction encourages the agent state to move away from collapsing in order to accurately predict future random projections of observations. Similarly, the reverse prediction encourages the latent observation away from collapsing in order to accurately predict the random projection of a full history. As we continue to train forward and reverse predictions, this seems to result in a virtuous cycle that continuously enriches both representations. In section 4.3, we empirically analyze this issue.

4. Experiments

In this section, we present our main experimental results (section 4.1) where we show that PBL, when used as the auxiliary task to shape the representation, outperforms other representation learning auxiliary tasks in DMLab 30 benchmark. Then we empirically investigate the scalability of PBL with the horizon of prediction and the effect of the reverse prediction in section 4.2, the stability of PBL in section 4.3, the neural network architecture choice in section 4.4, and what is captured by the learned representation in section 4.6. We discuss implementation details in section 4.7. Additionally, we performed experiments in the standard Atari-57 domain (Bellemare et al., 2013), which we report in section 4.5.

4.1. DMLab 30

We evaluated PBL in the DMLab 30 task set (Beattie et al., 2016). In this benchmark the agent must perform navigation and puzzle-solving tasks in 3D environments. There are a total of 30 tasks, each with a number of procedural variations over episodes. In the multitask setup of DMLab 30 each episode may come from a different task, and the agent does not receive the task identifier as an input. The only input the agent receives is an image of the first-person view of the environment, a natural language instruction (in some tasks), and the reward.

We compared PBL with different representation learning techniques, when they are used as auxiliary tasks for the deep RL agent. Pixel control (Jaderberg et al., 2017) is the current state-of-the-art self-supervised representation learning technique used in DMLab 30, having been applied to PopArt-IMPALA (Hessel et al., 2019) and, more recently, V-MPO (Song et al., 2020). CPC has been successful for representation learning in different settings (Oord et al., 2018). One advantage of CPC is its simplicity; it is lightweight and easy to incorporate in different applications. Simcore DRAW (Gregor et al., 2019) has achieved strong performance in some of the DMLab 30 tasks in the single-task regime. It is also a good method to compare with PBL, since it learns the representation with multistep predictions of the future. In contrast to CPC (which uses a contrastive approach for representation learning), Simcore DRAW uses a strong generative model of frames (Gregor et al., 2015).

All the representation learning techniques have been combined with PopArt-IMPALA (Hessel et al., 2019) as the base RL algorithm. PopArt-IMPALA has been shown to perform well in DMLab 30, where the use of PopArt makes the agent suitable for handling different reward scales across tasks. For PBL, Simcore DRAW, and CPC, we predict up to 20 steps into the future.

The most common performance measure for DMLab 30
Figure 3. Mean capped human normalized score for compared methods.

Figure 3 shows the mean capped human normalized score for PBL and our baselines, averaged across 16 independent runs, and with 95% confidence intervals. Appendix A.10 gives additional details on the plotting protocol for our experiments. We see that PBL outperforms all other methods.

is the mean over tasks of the capped human normalized score. The human normalized score of an agent on a task $i$ is calculated as $100 \cdot (a_i - u_i)/(h_i - u_i)$, where $a_i$ is the agent’s expected return on that task, $u_i$ is the expected return of an agent that selects actions uniformly at random, and $h_i$ is the expected return of a human performing the task. Reference values for the random and human scores can be found in the work of Espeholt et al. (2018). The capped human normalized score of an agent on a task is the human normalized score capped at 100. Therefore, the mean capped human normalized emphasizes performance gains toward attaining human performance across tasks and disregards improvements that are superhuman. In this work, we primarily report this score when aggregating results across tasks, but the mean human normalized score can be found in appendix B.

Figure 3 shows the mean capped human normalized score for PBL and our baselines, averaged across 16 independent runs, and with 95% confidence intervals. Appendix A.10 gives additional details on the plotting protocol for our experiments. We see that PBL outperforms all other methods.
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Algorithm 1 Training Step Pseudocode for PBL

Require: Minibatch of trajectories $B = \{O^{(i)}, A^{(i)}, R^{(i)}\}$, RNN $h_p$, RNN $h_t$, MLPs $g$, $g'$, $f$, future prediction horizon $k$, RL Loss (reinforcement learning loss)

Encode observation $Z^{(i)}_t = f(O^{(i)}_t)$

Let $B_0^{(i)} = 0$ and $B_t^{(i)} = h_t(B_{t-1}^{(i)}, O^{(i)}_t, A^{(i)}_{t-1}) = B_{t,0}^{(i)}$ and $B_{t,k}^{(i)} = h_p(B_{t,k-1}^{(i)}, A^{(i)}_{t+k-1})$

Forward($B_t^{(i)}$) = $\frac{1}{2} \sum_{i=1}^{k} \| g(B_{t,i}^{(i)}) - \text{StopGradient}(Z_{t+i}^{(i)}) \|^2$

Reverse($Z_t^{(i)}$) = $\| g'(Z_t^{(i)}) - \text{StopGradient}(B_t^{(i)}) \|^2$

Take gradient step of $\min_{B_t^{(i)}} \sum_{t,i} \left( \text{Forward}(B_t^{(i)}) + \text{Reverse}(Z_t^{(i)}) + \text{RLLoss}(B_t^{(i)}, R_t^{(i)}) \right)$

techniques lead to performance improvement, it is worth comparing how each method improves over the RL only baseline. The mean capped human normalized score of this baseline, over the last 5% (5 · 10^8 frames) of training, is 76.70. Pixel control, the previous published state of the art in DMLab 30, improves final performance from to 77.59. PBL achieves 81.80, which is 5.31 times the gain with pixel control. By comparison, Simcore DRAW, the second best in fig. 3, attains 78.62—2.16 times the gain with pixel control, and thus only half of the gains obtained by using PBL.

While Simcore DRAW has been show to deliver strong improvements when training in single tasks, we believe that it may struggle with the large variety of tasks. The large diversity of images in multitask environments greatly increases the challenge of pixel prediction. Also, losses in pixel space can overlook details that are small but important for solving the tasks. Similarly, diverse images produced by different tasks are easy to distinguish from each other, meaning that CPC may not require a rich and informative representation to distinguish between the positive and negative examples, resulting in worse overall performance.

We show a per-task breakdown of PBL final performance relative to pixel control in fig. 4. We see that PBL is able to boost performance across the majority of the tasks, while achieving parity with pixel control on the rest of the tasks. This result shows that the representation learned by PBL encodes meaningful information which is useful to improve the performance of the agent across the board.

4.2. Scalability with the Horizon of Prediction

To have a better understanding of the effect of horizon on the performance of PBL we tried different horizon lengths for forward prediction in DMLab-30. Figure 5 shows that indeed, the performance improves monotonically as we predict farther into the future. However, as we increase the horizon, we get diminishing performance gains. Interestingly, predicting only one step into the future matches the performance of pixel control. This shows that multistep prediction enables PBL to encode crucial information for solving the tasks in its representation.

Throughout the whole training process by a significant margin. Since we are comparing how representation learning
understanding on the effect of the prediction horizon, we investigate the case where we disable reverse prediction (see fig. 2), which means the latents are mere random projections of the observations. Interestingly, we found that increasing the horizon makes no difference to performance, so we only report the performance for horizon 20 in fig. 5. Overall, it is slightly worse than pixel control during training, but achieves the same final performance. These results emphasize that it is not enough to only try to predict farther into the future, but that it is crucial to predict meaningful latents about the future. This suggests that reverse prediction in PBL is able to learn a meaningful representation of future observations that does extends far into the future.

4.3. Stability of PBL

From our experimental results, PBL is perfectly stable, and indeed does not collapse into a trivial solution. To further investigate this issue, we have tested a variant of PBL combined with random projection—we predict two separate latent observation embeddings where one is learned as usual and the other is a random projection. This variant grounds the forward prediction, which explicitly prevents collapsing. Interestingly, this variant achieves identical performance to PBL. This suggests that the training dynamics coupled with randomly initialized neural networks provide enough signal at the beginning to move away from collapse. As mentioned in section 3, we suspect that the forward and reverse predictions seem to form a virtuous cycle that continuously enriches both the compressed full history and the latent observations, instead of driving them to a trivial solution.

One subtle note is that for these experiments in DMLab-30, the agent state \( B_t \) is simultaneously trained with the RL loss as well as with PBL. However we have performed alternative experiments that also do not collapse where we have tried training two separate agent states where one is trained solely through PBL, and another is trained solely through RL but with the PBL agent state inputted as an extra observation (without passing gradients back). Also, in the upcoming section 4.6, the experiments have no RL at all, and the representations are purely trained using PBL.

While it might seem from these experiments that it is easy to avoid collapse, we have also tried to see what happens if instead of predicting future latent observations, we directly try predict future agent states using the forward prediction, i.e. predict \( B_{t+k} \) from \( B_t \) (without passing gradients through to the target). Unfortunately, even with the the additional signal from the RL loss, the representation collapses and the agent performance is completely flat.

4.4. Architecture Choice

In our experiments, we used a variant of the architecture used by Gregor et al. (2019); Song et al. (2020) (see table 1 in appendix A for full details). We compared the base RL method (PopArt-IMPALA with no auxiliary tasks) with this larger architecture, against the same method with the architecture used by Hessel et al. (2019).

Figure 6 shows the mean capped human normalized score of the base RL method with the two architectures, across four different independent runs. We chose to adopt the larger architecture because it gives a significant boost in overall performance.
Bootstrap Latent-Predictive Representations

4.5. Atari-57

We also ran PBL along with pixel control, CPC and RL-only on the Atari-57 (Bellemare et al., 2013) in a multitask setup (Espeholt et al., 2018; Hessel et al., 2019). The main goal of this experiment is to show that PBL is a general representation approach that can be useful in benchmarks other than DMLab 30. We choose Atari-57 since it is a standard benchmark in deep RL.

The result from Simcore DRAW is omitted as it is designed to output RGB images in the DMLab 30 format, and is incompatible with standard stacked, greyscale Atari frames format. We only changed two hyperparameters from DMLab 30: one is the entropy cost, which is now set to 0.01; the second is the unroll length, which is set to 30. In Espeholt et al. (2018), the unroll length was set to 20, but we increased it to 30 which facilitates multistep prediction in the case of PBL and CPC. We also clip the rewards to be between −1 and 1 which is standard for Atari-57 benchmark Espeholt et al. (2018).

Figure 7 shows the human normalized score (median across all 57 levels) for the compared approaches. We see that PBL is able to improve the overall performance in this benchmark. Interestingly, it seems that adding auxiliary tasks for representation learning only offers at most minimal improvements in performance. This may be due to Atari being essentially a fully observable domain as opposed to the partially observable nature of DMLab.

Table 10 shows the performance of different methods across the 57 Atari tasks with 95% confidence intervals. PBL outperforms the other methods, including pixel control, for seven tasks. In the other tasks, no method statistically outperforms PBL.

4.6. Decoding the PBL Representation

In this section, we try to shed some light on what information is being learned by the representation trained with PBL. We designed a simple DMLab-like 3D environment in which the agent is in a small room. There is a single red cube that spawns in a random location in the room. We use a fixed, uniformly random policy and only train the representation without any reinforcement learning.

Our criteria for a good representation is one that is able to encode the position of the red cube once the agent has seen it. To measure this, we train (in tandem with the agent’s representation) a predictor from the agent’s representation to the indicator of the position of the object in a top-down view of the environment. This position predictor does not affect the agent’s representation (that is, no gradients pass from the predictor to the representation)—this type of predictor is known as a probe (Amos et al., 2018) or a glass-box evaluator (Guo et al., 2018). Figure 8 shows a first-person view of the room and a top-down grid-view of the environment indicating the ground-truth position of the object. We compared PBL against the random projection version where reverse prediction is disabled. Figure 9 shows the loss for the object position predictor between these two methods, and clearly indicates that PBL is learning a representation that is significantly better at encoding the position of the object.
individual episodes, we see that in videos of the glass-box evaluation, all methods are able to accurately localize the object right after the agent sees the object. However after the agent turns away, PBL’s representation is able to remember the position of the object, while RP’s representation quickly forgets. This shows an intimate connection between predicting the future and effectively compressing the past history—if the agent can predict that at some point far in the future, it will turn around and see the object again, then that means the representation has remembered the position of the object.

4.7. Implementation Overview

In this section, we give an overview of the most relevant implementation details. A full account of our method, with details on architecture choices and parameters, can be found in appendix A.

For the agent architecture (used in all methods), we use the same as Hessel et al. (2019) except for the following changes: 1) We increased the LSTM from one 256 unit hidden layer to two 512 unit hidden layers; 2) We changed the linear policy and value heads to have each an additional 512 unit hidden layer. This is in fact akin to Gregor et al. (2019) but with wider layers. We duplicate the LSTM architecture to use for the partial history unroll. Our larger architecture resulted in strictly better performance for all methods.

For PBL, we duplicate the agent’s observation-processing architecture to use for the latent embedding (f in fig. 2). For the forward and reverse prediction networks (g and g’ in fig. 2) we use MLPs with 2 hidden layers of 512 units each.

Most hyperparameters (e.g. PopArt hyperparameters) match the ones in Hessel et al. (2019). However, one significant difference is that we do not use population-based training (PBT). Instead, we picked the optimizer parameters and entropy penalty that worked best for the base RL agent (without any representation learning). For all representation learning methods, the only hyperparameter we tuned was the scale of the representation loss relative to the RL loss.

Computationally, predicting every future latent from one step ahead to the horizon from every timestep can be very expensive. We mitigate this issue by subsampling from which timesteps we do the forward prediction, and which future latents we predict (Gregor et al., 2019). This does not change the objective, and in practice can greatly speed up computation with minimal loss of performance.

5. Related Work

Littman et al. (2001); Singh et al. (2003) introduced predictive state representations (PSRs) and an algorithm for learning such representations. PSRs are akin to action-conditional predictions of the future where the prediction tasks are indicators of events on the finite observation space. The power of PSRs is the ability to act as a compact replacement for the state that can be constructed from observable quantities. That is, PSRs are compact sufficient statistics of the history. Inspired by this line of research, we focus on learning neural representations that are predictive of observations multiple timesteps into the future, conditioned on the agent’s actions.

A number of other works investigated learning predictive representations (with action-conditional predictions of the future) to improve RL performance. Oh et al. (2015) use generated observations in addition to the actions when compressing partial histories. Amos et al. (2018) learned representations by maximizing the likelihood of future proprioceptive observations using a PreCo model, which interleaves an action-dependent (predictor) RNN with an observation dependent (corrector) RNN for compressing full histories, and uses the predictor RNN for the action-only sequences in partial histories (cf. fig. 1, where one RNN is used for the full histories, and another for the partial histories). Oh et al. (2017); Schrittwieser et al. (2019) learn to predict the base elements needed for Monte Carlo tree search conditioned on actions (Schrittwieser et al., 2019) or options (Oh et al., 2015): Rewards, values, logits of the search prior policy (in the case of Schrittwieser et al., 2019), and termination/discount (in the case of Oh et al., 2017). Guo et al. (2018); Moreno et al. (2018); Gregor et al. (2019) used an architecture similar to fig. 1 with a particular focus on learning representations of belief state.

Ha & Schmidhuber (2018); Hafner et al. (2019) used variational autoencoders (VAEs, Kingma & Welling, 2014; Gregor et al., 2015) to shape the full history RNN representation, and trained latent models from the partial histories.
to maximize likelihood of the respective full histories. The Simcore DRAW technique (Gregor et al., 2019) is a demonstration strongly VAE-based representation learning technique for single task deep RL. DRAW trains the representation by trying to autoencode observations. In contrast PBL tries to learn meaningful features of observations related to important dynamics, rather than a generative model of pixel images.

Jaderberg et al. (2017) introduced pixel control as a representation learning task for reinforcement learning. This technique applies Q-learning for controlling the change in pixels, which can be considered as a technique for learning predictive representations based on future pixel changes.

(CPC Oord et al., 2018) is a powerful and lightweight alternative to generative models in representation learning. Similar to PBL, CPC operates in latent space. In contrast to our approach, which is based on predicting latent embeddings, CPC uses a contrastive approach to representation learning. (For an overview of CPC, see appendix A.5).

Other work that strives to learn a latent agent state representation include (DeepMDP Gelada et al., 2019) and (CRAR François-Lavet et al., 2019) that try to learn a transition model entirely in latent space. However DeepMDP relies on learning the reward function to ground its representation, making it very difficult to learn in sparse reward settings, and CRAR explicitly depends on a form of entropy maximisation to prevent collapse.

The idea of using bootstrapped latent embeddings to train the representations have been used recently in the context self-supervised learning of image representations (Grill et al., 2020). In this case Grill et al. (2020) show that one can improve the quality of the learned representation by using only one network for the latent embedding. The prediction task then consists of an online embedding network aiming at predicting the output of a target embedding network. The target network in this case is essentially a moving average of the previous copies of the online network. Thus Grill et al. (2020) remove the need to train separate embeddings of the observations.

6. Conclusion

We considered the problem of representation learning for deep RL agents in partially observable, multitask settings. We introduced Predictions of Bootstrapped Latents (PBL), a representation learning technique that provides a novel way of learning meaningful future latent observations through bootstrapped forward and reverse predictions. We demonstrated that PBL outperforms the state-of-the-art representation learning technique in DMLab-30.

Our results show that agents in multitask setting significantly benefit from learning to predict a meaningful representation of the future in response to its actions. This is highlighted in the fact that when we simply used random projections of future observations, there was no benefit in trying to predict farther into the future. On the other hand, by learning meaningful latent embeddings of observations, PBL continued to improve as we increased the horizon. Going forward, a promising direction would be to investigate ways to predict more relevant and diverse information, over long horizons.

Latent-space prediction is an easy way to combine multiple observation modalities. It would be worth seeing how far we can push the quality of learned representations by incorporating richer sources of observation. To name a few, proprioception in robotics and control tasks (Levine et al., 2016; Tassa et al., 2018), more sophisticated natural language, and even other sensory inputs like touch, smell, sound and temperature. In fact, the ability to learn representations from multimodal data makes PBL a good candidate for evaluation in other machine learning domains, beyond RL, such as the settings considered by Oord et al. (2018).

A promising extension to PBL may be to generalize the forward and reverse predictions from learning mean predictions (with squared loss) to learning generative models of latents. While this may not necessarily help in DMLab-30 where dynamics are deterministic, it may help in other settings where the dynamics are stochastic. Having a generative model may also be used to generate rollouts for Monte Carlo planning (similar to Schmittwieser et al., 2019).

We think it would be fruitful to evaluate PBL in a transfer learning setting. Since PBL improves performance virtually across all DMLab-30 tasks, it may have learned a representation that better captures the shared, latent structure across tasks, with the potential to generalize to new unseen tasks.

Interesting future work also includes a more in-depth study of what predictive representations learn to encode, perhaps using a glass-box approach (Guo et al., 2018; Amos et al., 2018). In particular, it is worth finding out how much information about the POMDP state is captured and preserved by these representations.
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