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Abstract

We report a series of robust empirical observations, demonstrating that deep Neural Networks learn the examples in both the training and test sets in a similar order. This phenomenon is observed in all the commonly used benchmarks we evaluated, including many image classification benchmarks, and one text classification benchmark. While this phenomenon is strongest for models of the same architecture, it also crosses architectural boundaries – models of different architectures start by learning the same examples, after which the more powerful model may continue to learn additional examples. We further show that this pattern of results reflects the interplay between the way neural networks learn benchmark datasets. Specifically, when fixing the architecture, we describe synthetic datasets for which this pattern is no longer observed. When fixing the dataset, we show that other learning paradigms may learn the data in a different order. We hypothesize that our results reflect how neural networks discover structure in natural datasets.

1. Introduction

Typically, neural networks (NN) in common use include a large number of parameters and non-linear operations, resulting in a highly non-convex, high-dimensional optimization landscape. These models are usually trained with some variant of Stochastic Gradient Descent (SGD), initialized randomly, thus introducing stochasticity into the training procedure both in the form of initialization and the sampling of gradients. As a result, training the same neural architecture several times generates models with drastically different weights (Li et al., 2015; Yosinski et al., 2015), which presumably correspond to different local minima of the optimization landscape.

In spite of this observation and for most practical purposes, models trained with the same dataset, architecture and training protocols are typically considered similar by practitioners, as they tend to achieve similar accuracy. Neural comparison methods (Li et al., 2016; Raghu et al., 2017; Morcos et al., 2018) find them to be more similar than models trained on different datasets, using different comparison scores. On the other hand, many applications consider such models to be distinct enough to merit the use of ensemble methods (Le & Yang, 2015; Kantor et al., 2019) and average training epochs (Vaswani et al., 2017; Junczys-Dowmunt et al., 2018). All in all, the question of how to meaningfully evaluate the similarity between trained neural models remains open.

Contemporary approaches tend to measure the similarity between neural models by comparing their underlying compositional properties, as done for example in Lenc & Vedaldi (2015); Alain & Bengio (2016); Li et al. (2016); Raghu et al. (2017); Wang et al. (2018); Cohen et al. (2019). Instead, we propose to measure similarity via the direct comparison of their classification predictions per example, as formally defined in §2. Thus we show empirically that for a wide range of classification benchmarks, including ImageNet (Deng et al., 2009), CIFAR (Krizhevsky & Hinton, 2009), and text classification (see §3.2), models of the same architecture...
classify the data similarly (see §3) during the entire learning process. As long as the models share the same architecture, this similarity is independent of such choices as optimization and initialization methods, hyper-parameter values, the detailed architecture or the particular dataset. The similarity can be replicated for a given test set even when each model is trained on a different training set, as long as both sets of training data are sampled from the same distribution (see §3.3).

The similarity between different models is not restricted to their accuracy at the end of the training, but rather can be observed throughout the entire learning process (see §3). Specifically, trained models exhibit a similar classification profile in every epoch from the beginning to the end of the training. Combined with the observation that once an example is classified correctly by some model it is rarely misclassified after further training (see Suppl E), we conclude that each architecture learns to classify each benchmark dataset in a specific order, which can be seen in all its models. See examples for CIFAR-100 and MNIST in Fig. 1.

The order in which a dataset is learned seems robust across architectures. In §4 we train several commonly used architectures on the same dataset, resulting in a highly correlated learning order, in spite of there being significant differences in the final accuracy of the architectures. In fact, when tracking the training process of different architectures, we observe that the models of the stronger architecture first learn the examples which have been learned by those the weaker architecture, and only then continue to learn new examples.

Is it possible that this robust similarity is an artifact of the training procedure of NNs, and specifically the use of SGD optimization? In §5 we describe examples of hand-crafted image datasets where these patterns of similarity disappear, suggesting that this is not the case. In these synthetic datasets, which NNs learn successfully, even models from the same architecture seem to learn to classify examples in a different order, depending on their random initialization and mini-batch sampling. Moreover, when training NNs on a dataset with randomly shuffled labels (Zhang et al., 2016), in which no generalization is possible, we find that different models memorize the data in a different order.

Is it possible that this robust similarity is an artifact of the structure of each dataset, and the way it is being discovered? In other words, is it all about typical points being learned before atypical points, regardless of the nature of the classifier? We show that this is not the case, and that the order by which benchmark datasets are learned is unique to NNs. Specifically, in §6 we analyze the order in which a benchmark dataset is learned by an AdaBoost classifier that employs weak linear classifiers. We show that this order has a low correlation with the order observed when training NNs on the same dataset.

The empirical observations described above seem to echo the interplay between how NNs learn, and the complexity of datasets which are used to evaluate these NNs. Possibly they also reflect the way NNs discover structure in a given dataset, where learning order corresponds with data complexity. In other words, some examples are consistently easier than others for NNs to learn. (We discuss the relationship with curriculum learning and hard data mining in §7.) Notably, we failed to find a real dataset for which NNs differ. This may indicate the existence of a common structure in real datasets, which our synthetic datasets do not exhibit.

1.1. Summary of Contribution

- We propose a direct way to compare between different neural models using the $T_p$-agreement score (§2).
- We empirically show that models that share the same architecture learn real datasets in the same order (§3), and propose a measure to this effect termed Accessibility score (§2).
- We argue that the learning order emerges from the coupling of neural architectures and benchmark datasets. To support this, we show that neural architectures can learn synthetic datasets without any specific order (§5), and likewise non-neural architectures can learn benchmark datasets without any specific order (§6).
- We show that models with different architectures can learn benchmark datasets at a different pace and performance, while still inducing a similar order (§4).

Specifically, we see that stronger architectures start off by learning the same examples that weaker networks learn, then move on to learning new examples.

2. Methodology and Notations

Consider some architecture $f$, and a labeled dataset $X = \{(x_i, y_i)\}_{i=1}^M$ where $x_i \in \mathbb{R}^d$ denotes a single example and $y_i \in [K]$ its corresponding label. We create a collection of $N$ models of $f$, denoted $\mathcal{F} = \{f_1, ..., f_N\}$. Each model $f_e \in \mathcal{F}$ is initialized independently using the same distribution, then trained with SGD on randomly sampled mini-batches for $e \in \mathbb{N}$ epochs. Let $S_E$ denote the set of different extents (total epochs of $X$) used to train $f$.

We represent each model $f_e \in \mathcal{F}$ by two binary classification vectors that capture the accuracy per sample, computed separately for the train and test sets. Each vector’s

\begin{footnotesize}

\footnote{Compare with Morcos et al. (2018), where it is shown that NNs that generalize are more similar than those that memorize.}

\end{footnotesize}
Figure 2. Illustration of the $Tp$-agreement and Agreement scores. Each row (a,b,c) corresponds to a model performing a binary classification task of classifying between images of trees and hamsters. All models have $\frac{2}{3}$ precision while performing the task, calculated as the row-average of the correct classifications. However, examples show different $Tp$-agreement scores – which can be calculated as the column-average of the correct classifications.

dimension corresponds to the size of the dataset (train or test), where each element is assigned 1 if the NN classifies the corresponding example correctly, and 0 otherwise. We use these vector representations to define and analyze the True-Positive agreement ($Tp$-agreement) of $F^c$, when each model $f^c_i \in F^c$ is trained on $X$ from scratch for $e$ epochs.

We analyze the $Tp$-agreement throughout the entire learning process, for different values of $e \in S_E$.

More specifically, for each epoch $e \in S_E$ we define the $Tp$-agreement of example $(x,y)$ as follows:

$$TPa^e(x,y) = \frac{1}{N} \sum_{i=1}^{N} 1[f^c_i(x)=y]$$

The $Tp$-agreement $TPa^e(x,y)$ of example $(x,y)$ measures the average accuracy on $(x,y)$ of $N$ networks which were trained for exactly $e$ epochs each. Unlike precision, $Tp$-agreement measures the average accuracy of a single example over multiple models, as opposed to precision which measures the average accuracy of a single model over multiple examples (see illustration in Fig. 2).

Note that the $Tp$-agreement score does not take into account the classifiers’ consistency when they misclassify. We, therefore, define a complementary Agreement score that measures the agreement among the classifiers – the largest fraction of classifiers that predict the same label for $x$:

$$a^e(x) = \max_{k \in [K]} \frac{1}{N} \sum_{i=1}^{N} 1[f^c_i(x)=k]$$

Fig. 2 illustrates these definitions. When all the classifiers in $F^c$ are identical, the $Tp$-agreement of each example is either 0 or 1, and its Agreement is 1. This results in a perfect bi-modal distribution of the $Tp$-agreement scores over the examples. On the other hand, if the identity of the correctly classified examples per classifier is independent, the distribution of both scores is expected to resemble a Gaussian. Its center is the average accuracy of the classifiers in $F^c$, in the case of the $Tp$-agreement, and a slightly higher value for the Agreement score. It follows that the higher the mean Agreement is, and the more bi-modal-like the distribution of $Tp$-agreement is around 0 and 1, the more similar the set of classifiers is. We measure the bi-modality of random variable $Z$ using the following score: $kurtosis(Z) - skewness^2(Z) - 1$ (Pearson, 1894); the lower the score is, the more bi-modal the distribution of $Z$ is.

As shown in the next section, the distribution of $Tp$-agreement over examples is mostly bi-modal during the entire learning process. Specifically, for most examples the $Tp$-agreement is 0 at the beginning of learning, and then rapidly changes to 1 at some point during learning (see Suppl E). This property suggests that data is learned in a specific order. To measure how fast an example is learned by some architecture $f$, we note that the faster the example is learned, the higher its $Tp$-agreement for all epochs $e \in S_E$ must be. Therefore, we define the Accessibility score of an example to be its averaged $Tp$-agreement over all epochs, formally given by $E_{e \in S_E} [TPa^e(x,y)]$.

3. Diversity in a Single Architecture

In this section, we investigate collections of classifiers obtained from a single architecture $f$.

3.1. Same Training Set

We start with the simplest condition, where all models in collection $F$ are obtained by training with the same training set $X$, with different initial conditions and with independently sampled mini-batches. When using common benchmark datasets, the $Tp$-agreement distribution over both train and test sets is bi-modal, see Figs. 3, 4 and Suppl D.

Upon initialization, all models are effectively i.i.d random variables, and the distribution of $Tp$-agreement scores is approximately Gaussian around random chance. After a few epochs (in many cases a single epoch, see Suppl E), the $Tp$-agreement distribution changes dramatically, becoming bi-modal with peaks around 0 and 1. This abrupt distribution change is robust, and rather striking: from a state where most of the examples are being classified correctly by $\frac{1}{N}$ of the models, now most of the examples are being misclassified by all the models, while a small fraction is being correctly classified by all the models. When learning proceeds, the improvement in accuracy affects a shift of points from the peak at 0 to the peak at 1 while the distribution remains bi-modal, see Figs. 3, 4 and Suppl D.

For large $N$ this follows from the central limit theorem.
Figure 3. The distribution of Tp-agreement scores throughout the entire learning process, for 27 models of ResNet-50 trained over ImageNet. a) The distribution at specific epochs, where epochs 1, 2, 5, 30, 40, 100 are shown respectively from left to right. In each plot, the null hypothesis is shown in fading orange, describing the distribution of Tp-agreement scores using random classification vectors with matching accuracy. Top: train data, bottom: validation data. b) Combined Tp-agreement distribution during the entire learning process. The X-axis corresponds to epochs, while the Y-axis corresponds to the Tp-agreement score. Intensity depicts the corresponding number of images achieving each score in each epoch. Top: combined distribution using the validation set of ImageNet, which illustrates that the models learn in a similar order (see text). Bottom: combined distribution of the null hypothesis of independent models with similar accuracy. Note the clear qualitative difference between the two cases: real classifiers (top) show a clear bi-modal behavior, while independent classifiers (bottom) show a uni-modal behavior.

Figure 4. The combined distribution of Tp-agreement scores during the entire learning process of both train (top) and test (bottom) datasets with several architectures and datasets. As in Fig. 3, the X-axis corresponds to epochs and the Y-axis corresponds to the Tp-agreement score, while intensity depicts the corresponding number of images achieving each score in each epoch. Cases shown: a) 100 attention based BiLSTM models trained on text classification; b) 20 VGG-19 models trained on CIFAR-100; c) 100 models of st-VGG trained on the Cats and Dogs dataset; d) 100 models of st-VGG trained on the small-mammals dataset; e) 100 models of a small architecture trained on MNIST (see Suppl B,C for details of architectures and datasets). In all cases, clearly both the train and test datasets are learned in the same order.

The data is learned in a specific order which is insensitive to the initialization and the sampling of the mini-batches. This is true for both the train and test sets. It indicates that the models capture similar functions in corresponding epochs: they classify correctly the same examples, and also consistently misclassify the same examples. Had the learning of the different models progressed independently, we would have seen a different dynamic. To rule the independence assumption out, we evaluate the null hypothesis - the independent progress of learning - by calculating the Tp-agreement over a set of N independent random classification vectors, with specific accuracy as a baseline. As seen in Figs. 3a,3b (in fading orange), the distribution of Tp-agreement in this case remains Gaussian in all epochs, where the Gaussian’s mean slowly shifts while tracking the improved accuracy.

Tp-agreement is not affected by the consensus of the networks over the misclassified points, unlike the Agreement score which measures agreement regardless of whether the label is true or false. Thus an Agreement score of 1 indicates that all models have classified the datapoint in the same way, regardless of whether it is correct or incorrect. Fig. 5 (blue) shows the distribution of Agreement scores for the cases depicted in Fig. 3, showing that indeed all the models classify examples in almost the same way, even when they misclassify. Had the learning of the different models progressed independently, the dynamic would have resembled a moving Gaussian, as can be seen in Fig. 5 (faded orange).

Similar results are seen when analyzing a classification problem that involves text, see Fig. 4a. We applied a BiLSTM with attention using Glove (Pennington et al., 2014) over 39K training and 1K test questions from stack overflow...
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Figure 5. The distribution of Agreement scores of 27 ResNet-50 models trained on ImageNet, in corresponding epochs as in Fig. 3a. In each plot, the distribution of the null hypothesis is shown in fading orange, modeling the expected results for models that do not learn in a similar order (see text for details).

Figure 6. Analysis of 20 models of VGG-19 trained on CIFAR-100. Examples are sorted by the Accessibility score (see §2), and each box represents 5% of the examples with similar score. The orange bar represents the median epoch in which each set of images is learned, and each box represents the median’s confidence intervals.

The robust order of learning when training models from a single architecture allows us to measure for each example the epoch in which it is effectively learned. Specifically, for each example and each model we define the epoch in which an example is learned as the last epoch after which it is being correctly classified. In Fig. 6 we plot the median value (over all models) of this measure for small sets of examples, where the examples are sorted based on their Accessibility score. We note the relatively low variance in learning epochs between different models in the collection. Moreover, we were able to reproduce these results for many datasets and architectures, see the following section and Fig. 4.

3.2. Robustness

The results shown above for ImageNet (Fig. 3), CIFAR-100 (Fig. 4) and a text classification task (Fig. 4), similar results were obtained for a wide range of additional image datasets as shown in Suppl D, including: MNIST (LeCun et al., 1998) – Figs. 4e,13, Fashion-MNIST (Xiao et al., 2017) – Fig. 14, CIFAR-10 (Krizhevsky & Hinton, 2009) and CIFAR-100 – Figs. 4b,6,17,19, tiny ImageNet (Public domain dataset b) – Fig. 20, ImageNet – Figs. 3,28, VGGFaces2 (Cao et al., 2018) – Fig. 18, and subsets of these datasets – Figs. 4c,4d,15,16,24.

We investigated a variety of architectures, including AlexNet (Krizhevsky et al., 2012), DenseNet (Huang et al., 2017) and ResNet-50 (He et al., 2016) for ImageNet, VGG19 (Simonyan & Zisserman, 2014) and a stripped version of VGG (denoted st-VGG) for CIFAR-10 and CIFAR-100, and several different handcrafted architectures for other data sets (see details in Suppl B). The results can be replicated when changing various hyper-parameters, including the learning rate, optimizer, batch size, dropout rate, weight decay, width, length and depth of layers, number of layers, kernel size, initialization, and activation functions. These Accessibility-parameters differ across the experiments detailed both in the main paper and in Suppl D.

3.3. Different Training Sets

The observed pattern of similarity, and the order in which data is learned do not depend on the specific train set, but rather on the distribution the train set is sampled from. To see this, we randomly split the train set into several partitions. We trained a different collection of \( N \) NNs on each of the random partitions, and computed the distribution of \( \text{Tp-agreement} \) scores according to each partition for both the train set and the unmodified test set. Once again, all the NNs trained with the same partition showed a bi-modal distribution of \( \text{Tp-agreement} \) scores during the entire learning process, over both their training partition and the common test set. Interestingly, the order in which the common test set was learned in each case was similar, depicting an almost perfect correlation between Accessibility scores calculated based on different partitions. Additional details are provided in Suppl E and Fig. 24.
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3.4. Out of Sample Test Sets

Using the collection of ResNet-50 models whose analysis is shown in Figs. 3,5, we further examined the Agreement$^4$ of the collection on out of sample test sets as shown in Fig. 7. We see that the Agreement is always higher than the Agreement that would be achieved by a random assignment of labels. Interestingly, the more natural the images are and the more similar the distributions of the train and test images are, the higher the Agreement is and the further away it gets from the Agreement of random assignment of labels. This property may be used as a tool for novelty detection, and was left for future work.

4. Cross Architectures Diversity

We now extend the analysis of the previous section to include NN instances of different architectures. In §6 we discuss comparisons with other learning paradigms.

4.1. Comparing Different Public Domain CNNs

We start by directly extending the previous analysis to two collections generated by two different architectures. Each architecture is characterized by its own learning pace, therefore it makes little sense to compare the $T_p$-agreement scores across identical epochs. Instead, we compare collections in matching epochs with equivalent accuracy$^5$. Given specific accuracy, we compare the number of examples that are classified correctly by both architectures, to the number of examples which are classified correctly only by a single architecture.

In Fig. 8a we show such comparative results using a collection of 27 models of ResNet-50 and 22 models of AlexNet trained on ImageNet. We see that as the accuracy improves, the number of examples classified correctly by both models increases, while the number of examples classified correctly by only a single model remains constant and low. Recall that ResNet-50 reaches a much higher final accuracy on ImageNet, as compared to AlexNet. In order to compare the two architectures beyond the final accuracy of AlexNet, subsequent epochs of ResNet-50 are compared to the final epoch of AlexNet after convergence. This transition is marked by a dashed vertical line in Fig. 8a. We see that ResNet-50 first learns all the examples AlexNet was able to learn, then continues to learn new examples.

The order in which different architectures learn the data is highly correlated, as can be seen when correlating the Accessibility score of two collections, where each collections is generated by the same architecture. Thus, when comparing two collections of ResNet-50, the correlation is almost 1 ($r = 0.99, p < 10^{-50}$, Fig. 8b). The correlation remains high when comparing two collections of different architectures: ResNet-50 and AlexNet ($r = 0.87, p < 10^{-50}$, Fig. 8c) or ResNet-50 and DenseNet ($r = 0.97, p < 10^{-50}$, Fig. 8d). These results are surprising given how different the error rates of the three architectures are: AlexNet with Top-1 error of 0.45, ResNet-50 with Top-1 error of 0.24, and DenseNet with Top-1 error of 0.27. Additional results, comparing additional pairs of competitive ImageNet architectures, are shown in Suppl D Figs. 25,26. The results have been replicated for other settings, including VGG19 and st-VGG on CIFAR-10 and CIFAR-100 (see Fig. 27).

4.2. Linear Networks

Convolutional Neural Networks (CNN) where the internal operations are limited to linear operators (Oja, 1992) define an important class of CNNs, as their linearity is often exploited in the theoretical investigation of deep learning. We observe that the bi-modal behavior observed in general CNNs also occurs in this case.

Specifically, we define a linear st-VGG by replacing all the non-linear layers of st-VGG with their linear equivalents (see Suppl B). We train 100 linear st-VGG on the small-mammals dataset (see Suppl C). The performance
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Figure 8. Comparison of the learning order induced by models with different architectures – 27 models of ResNet-50, 22 of AlexNet, and 6 of DenseNet, all trained on ImageNet. a) The collections of ResNet and AlexNet are used to construct a single ensemble classifier for ResNet-50 and AlexNet respectively, using the majority vote. We calculate the number of examples from the validation set which are classified correctly by either both ensembles (blue solid line), or only by a single ensemble (dotted green for ResNet and dashed red for AlexNet). Comparison is done during learning in corresponding epochs, where both ensembles reach the same accuracy. Since ResNet-50 reaches 80% accuracy while AlexNet only reaches 60% accuracy, there are no corresponding epochs beyond 60%, an event marked by a vertical dashed black line. Beyond this line, we compare ResNet-50 to the converged AlexNet. Before the convergence of AlexNet, both architectures learn the same examples during training. After convergence, ResNet first learns those examples classified correctly only by AlexNet, and then carries on to learn additional examples. (b-d) Correlation between the Accessibility score when using ImageNet train set, and considering 3 pairs of architectures. The X-axis corresponds to the Accessibility score of the first architecture in the pair, while the Y-axis corresponds to the second architecture in the pair. We considered the following pairs: (b) two disjoint collections of 13 ResNet-50 models; (c) 27 ResNet-50 models and 22 AlexNet models; (d) 27 ResNet-50 models and 6 DenseNet models. Overall, all the pairs show high correlation between the Accessibility scores of the corresponding collections in the pair.

Figure 9. Comparison of linear and non-linear networks trained on the small-mammals dataset. (a) The distribution of Tp-agreement scores at specific epochs, where epochs 0, 10, 30, 90, 140 are shown respectively from left to right. Top – st-VGG, bottom – linear st-VGG. (b) Similar analysis as in Fig. 8a, where solid blue denotes the number of examples classified correctly by both architectures, dotted green denotes examples classified correctly only by st-VGG, and dashed red denotes examples classified correctly only by linear st-VGG. We can see that linear networks converge very fast, while non-linear networks learn the same points that are learned by linear networks, then carry on to learn more examples. Overall, the distribution of these linear networks is weaker (0.43 average accuracy) than the original non-linear networks (0.56 average accuracy), and they converge faster. Still, the distribution of the Tp-agreement throughout the entire learning process is bi-modal (maximum Pearson bi-modality: 0.06), and this bimodality is even more pronounced than the bi-modality in the non-linear case (maximum Pearson bi-modality: 0.22). The bi-modal dynamics of st-VGG can be seen in the top row of Fig. 9a, compared to the dynamics of linear st-VGG in similar epochs at the bottom row of Fig. 9a.

Linear networks converge in just a few epochs, which is too fast for the meaningful evaluation of Accessibility scores. Nevertheless, we still observe that non-linear networks learn first the examples linear networks do, then continue to learn new examples. In Fig. 9b, we plot for each accuracy the number of images that are classified correctly by both linear and non-linear models, and the number of images that have been learned by a single model only. In the beginning, the linear and non-linear variants learn roughly the same examples, while in more advanced epochs the non-linear networks continue to learn examples that remain hard for the linear networks. These results show that the order of learning is not a direct result of using non-linear operations in neural architectures.
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Figure 10. Similarly to Fig. 4, we plot the distribution of $T_p$-agreement scores during the entire learning process of both train (top) and test (bottom) datasets for several architectures and synthetic datasets. All the cases analyzed here show no common learning order, and models seem to learn the data independently of each other. The cases include: a) 100 st-VGG models trained on the artificial Gabor patches dataset (see §5.1); b) 100 st-VGG models trained on the small mammals dataset with shuffled labels (Zhang et al., 2016) (see §5.2); c) 100 fully connected networks trained on a Gaussian classification task (see §5.1).

5. When $T_p$-agreement is Not Bi-Modal

In §3 we discussed the characteristic bi-modal distribution of $T_p$-agreement scores, illustrated in Figs. 3,4, which has appeared in all the experiments presented until now, in both the train and test sets. In this section, we investigate the circumstances under which the bi-modal distribution of $T_p$-agreement is no longer seen.

5.1. Synthetic Datasets

The bi-modal distribution of $T_p$-agreement scores through all stages of learning is not an inherent property of NNs. We demonstrate this point using a dataset of artificial images, consisting of Gabor patches: the dataset contains 12 overlapping classes that differ from each other in orientation and color (see Suppl C). We trained a collection of 100 st-VGG models on this data. The distribution of $T_p$-agreement scores, shown in Fig. 10a, is no longer bi-modal. Rather, the distribution is approximately normal. As learning proceeds, the mean of the distribution slowly shifts towards 1, and the width of the distribution seems to expand. At convergence, the models have reached similar performance, and the bi-modal characteristics partially re-appears on the test data. These results suggest that networks in the collection have learned the data in different orders.

For some datasets, the order in which NNs learn may be completely independent. We train 100 models of a fully connected architecture (see Suppl B). The NNs are trained to discriminate points sampled from two largely overlapping Gaussian distributions in high dimension. The dynamic distribution of $T_p$-agreement scores is shown in Fig. 10c, and resembles the distribution of $T_p$-agreement of the null hypothesis of random classification vectors. These results suggest that the order of learning in this case is independent across different models.

5.2. Random Labels

The bi-modality of $T_p$-agreement seems to be associated with successful generalization. To see this, we take the small-mammals dataset, and reshuffle the labels such that every image is assigned a random label (Zhang et al., 2016). In this case, training accuracy reaches 100% while test accuracy remains at chance level, which indicates that the NNs can memorize the data. Interestingly, the distribution of $T_p$-agreement scores is no longer bi-modal, with a minimum Pearson bi-modality score of 0.07 on train set and 0.35 on the test set during the entire learning process. Rather, the distribution in each epoch resembles a Gaussian centered around the mean accuracy of the NNs, see Fig. 10b. These results are in agreement with the results of Arpit et al. (2017); Morcos et al. (2018), which show different NN dynamics when NNs perform memorization or generalization.
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6. Learning Order With AdaBoost Classifier

Up to now, we investigated a variety of architectures, revealing a common learning order on benchmark datasets. This order may be fully determined by the benchmark dataset, in which case it should be replicated when inspecting other learning paradigms. In this section, we show that this is not the case. To this end, we consider boosting based on linear classifiers as weak learners, since the training of both neural models and AdaBoost share a dynamic aspect: in NN training accuracy increases with time due to the use of SGD, while in AdaBoost accuracy increases over time due to the accumulation of weak learners.

Specifically, we trained AdaBoost with up to 100 linear classifiers on the CIFAR-10 dataset. Each channel in each image is normalized to 0 mean and 1 standard deviation (similarly to the normalization for NNs). The image tensor is then flattened to a vector. As can be seen in Suppl F, the AdaBoost accuracy is increasing as a function of the number of linear classifiers, and as expected, its final accuracy is significantly lower than neural models.

While most of the examples successfully learned by AdaBoost were also learned by the NN, the order in which the examples were learned was different. Similarly to Fig. 8, we compare the correlation between both learning orders (see Fig. 11), showing a low correlation \( r = 0.35, p \leq 10^{-20} \) between the orders. This result demonstrates that non-neural paradigms may learn data in a different order.

Additionally, we trained AdaBoost using as features the penultimate layer of Inception-V3 (Szegedy et al., 2015) trained on ImageNet. In this case, the AdaBoost accuracy increases dramatically (see Suppl F), while the correlation between the learning order gets even lower \( r = 0.05, p \leq 10^{-20} \), see Fig. 11. This result shows that the learning order of NNs is not correlated with the learning order induced by AdaBoost, even when Adaboost uses a representation based on transfer learning, which shows that benchmark datasets can be learned in different ways. These results were replicated for other datasets, including subsets of CIFAR-100 and ImageNet, see Suppl F.

7. Summary and Discussion

We empirically show that different neural models learn similar classification functions. We also show that the learning dynamics are similar, as they learn similar functions in all intermediate stages of learning. This is true for a variety of architectures, including different commonly used CNN architectures and LSTMs trained on public domain datasets, and irrespective of size and other hyper-parameters. This pattern of similarity crosses architectural boundaries: while different architectures may learn at a different speed, the data is learned in the same order. Finally, we discuss cases where this similarity breaks down, indicating that the observed similarity is not an artifact of learning using SGD-based algorithms.

While observing that some examples are learned faster than others by almost all the networks from different architectures, this observation does not explain why this happens, or what makes a specific example "easy" to learn than others. We have established that whatever property makes an example "easy" depends on the task, not the image alone, since a certain example in a certain dataset can be both easy or hard, depending on the classification task that is being learned. Further investigation of this fascinating question is left for future work.

A somewhat related issue, the re-sampling of train points during training based on some notion of point difficulty, has been investigated in the context of curriculum learning (Bengio et al., 2009), self-paced learning (Kumar et al., 2010), hard example mining (Shrivastava et al., 2016), and boosting (Hastie et al., 2009). Unlike this work, our measure of difficulty depends on what a network learns most robustly, as opposed to a supervised difficulty score. We note that when using our scores to impose a learning order for the purpose of curriculum learning as suggested in Hacohen & Weinshall (2019), the resulting curriculum did not seem to benefit the learning.
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