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(a) MNIST
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(b) CIFAR-10

Figure A3: Most confusing 8 labels per class in the MNIST (on the left) and CIFAR-10 (on the right) datasets, according to
the distance between predicted and cross-entropy gradients. The gradient predictions are done using the best instances of
LIMIT.
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Figure A4: Most confusing 16 labels per class in the Clothing1M dataset, according to the distance between predicted and
cross-entropy gradients. The gradient predictions are done using the best instance of LIMIT.


