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Abstract
Entropy regularization in optimal transport (OT) has been the driver of many recent interests for Wasserstein metrics and barycenters in machine learning. It allows to keep the appealing geometrical properties of the unregularized Wasserstein distance while having a significantly lower complexity thanks to Sinkhorn’s algorithm. However, entropy brings some inherent smoothing bias, resulting for example in blurred barycenters. This side effect has prompted an increasing temptation in the community to settle for a slower algorithm such as log-domain stabilized Sinkhorn which breaks the parallel structure that can be leveraged on GPUs, or even go back to unregularized OT. Here we show how this bias is tightly linked to the reference measure that defines the entropy regularizer and propose debiased Wasserstein barycenters that preserve the best of both worlds: fast Sinkhorn-like iterations without entropy smoothing. Theoretically, we prove that the entropic OT barycenter of univariate Gaussians is a Gaussian and quantify its variance bias. This result is obtained by extending the differentiability and convexity of entropic OT to sub-Gaussian measures with unbounded supports. Empirically, we illustrate the reduced blurring and the computational advantage on various applications.

1. Introduction
Comparing, interpolating or averaging probability distributions is an ubiquitous problem in machine learning. Optimal transport (OT) offers an efficient way to do exactly that while taking into account the geometry of the space they live in (Peyré & Cuturi, 2018). Let \( \mathcal{P}(\mathbb{R}^d) \) denote the set of probability measures on \( \mathbb{R}^d \). Given some divergence \( F: \mathcal{P}(\mathbb{R}^d) \times \mathcal{P}(\mathbb{R}^d) \to \mathbb{R} \) and weights \( (w_k)_k \) such that \( \sum_{k=1}^K w_k = 1 \), the weighted barycenter of a set of probability measures \((\alpha_k)_k\) can be defined as the Fréchet mean:

\[
\alpha_F \overset{\text{def}}{=} \arg\min_{\alpha \in \mathcal{P}(\mathbb{R}^d)} \sum_{k=1}^K w_k F(\alpha_k, \alpha). \tag{1}
\]

Here \( \alpha_F \) can be thought as a weighted average of distributions. While the \((\alpha_k)_k\) may have a fixed support or known finite supports when working in machine learning applications, the support of \( \alpha_F \) may or may not be known. When the latter is unknown a priori, free support methods are needed to jointly minimize the objective with respect to both the support and the mass of the distribution (Cuturi & Doucet, 2014). Otherwise, fixed support methods, which only optimize weights on known supports, are employed (Benamou et al., 2014). While free support methods are more general and memory efficient, fixed support ones are faster in practice. In this paper, we focus on fixed support methods.

Using the Wasserstein distance as a divergence \( F, \) Li & Wang (2006) were the first to propose the Fréchet mean (1) for a clustering application in computer vision. This idea was later adopted by Agueh & Carlier (2011) to formally define Optimal Transport (OT) barycenters. However, the Wasserstein distance is defined through a linear programming problem which does not scale to large datasets. To address this computational issue, some form of regularization is mandatory: either regularize the measures themselves using sliced projections for instances or regularize the OT problem using \( \ell_2 \) (Blondel et al., 2018) or entropy (Cuturi, 2013). While \( \ell_2 \) preserves some of the sparsity of the non-regularized optimal transportation plan, entropy regularization leads to an approximation of the Wasserstein distance that can be solved using a fast and parallelizable GPU-friendly algorithm: the celebrated Sinkhorn’s algorithm (Cuturi, 2013). In the rest of this paper, we will focus on entropic OT. Let \( C \) be a non-negative cost function on \( \mathbb{R}^d \times \mathbb{R}^d \) such that \( C(x, y) = 0 \iff x = y \). For instance, a usual choice is \( C(x, y) = \|x - y\|^2 \). Entropy regularized OT between \( \alpha, \beta \in \mathcal{P}(\mathbb{R}^d) \) with the reference measures \( m_1, m_2 \in \mathcal{P}(\mathbb{R}^d) \) is defined as:

\[
\text{OT}^{m_1, m_2}_{\alpha, \beta} \overset{\text{def}}{=} \min_{\pi \in \mathcal{P}(\mathbb{R}^d \times \mathbb{R}^d)} \int_{\mathbb{R}^d \times \mathbb{R}^d} C \, d\pi + \varepsilon \text{KL}(\pi | m_1 \otimes m_2), \tag{2}
\]
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where $\varepsilon > 0$, $\pi_1, \pi_2$ denote the left and right marginals of $\pi$ respectively, $m_1 \otimes m_2$ is the product measure of $m_1$ and $m_2$, and the relative entropy is defined as:

$$KL(m_1 \otimes m_2) \equiv \int_{\mathbb{R}^d} \log \left( \frac{d\pi}{d(m_1 \otimes m_2)} \right) d\pi.$$  

(3)

Naturally, in the discrete case, Benamou et al. (2014) proposed to compute OT barycenters of discrete measures using $F = OT_{\varepsilon}^{m_1, m_2}$ with $m_1 = m_2 = U$, the uniform measure over the finite set on which the measures are defined. Doing so, they showed that the barycenter problem is equivalent to Iterative Bregman Projections (IBP) which are similar to Sinkhorn’s scaling operations. However, entropy regularization leads to an undesirable blurring of the barycenter. While using a very small regularization may appear as an obvious solution, it leads to numerical instabilities that can only be mitigated using log-domain stabilization or full log-domain ‘logsumexp’ operations (Schmitzer, 2016). This however considerably slows down Sinkhorn’s iterations.

To reduce this entropy bias, several divergences $F$ have been proposed. For instance, Solomon et al. (2015) proposed to modify the IBP algorithm by adding a maximum entropy constraint they called entropy sharpening. This leads to a non-convex constraint which does not fit within the IBP framework. Luise et al. (2018) proposed to compute the entropy regularized solution $\pi^*$ and to evaluate the OT loss (2) without the entropy term $KL$. This indeed leads to sharper barycenters but can only be estimated via gradient descent, thus requiring a full Sinkhorn loop at each iteration and setting a pre-defined learning rate which can be cumbersome in practice. Amari et al. (2019) proposed a modified entropy regularized divergence OT that can still leverage the fast IBP algorithm of Benamou et al. (2014) but requires a final deconvolution step with the kernel $\exp(-\frac{C}{\varepsilon})$, which is only feasible when $\varepsilon$ is small. With this same objective of non-blurred solutions, Ge et al. (2019) even called for a return to the original non-regularized Wasserstein barycenter and proposed an accelerated interior point methods algorithm.

Our main contributions Except (Ge et al., 2019), all the works proposed above employ the uniform measure as reference, i.e. they use $OT_{\varepsilon}^{U} = OT_{\varepsilon}^{m_1, m_2}$ with $m_1 = m_2 = U$. The purpose of this paper is to highlight a direct link between the already known entropy bias of the OT barycenter and this particular choice of $m_1$ and $m_2$. This link is illustrated by showing how the choice of $m_1$ and $m_2$ impact the barycenter of univariate Gaussians in $\mathbb{R}^d$. Following (Ramasdas et al., 2017; Genevay et al., 2018; Feydy et al., 2018; Luise et al., 2019), we advocate for using the following Sinkhorn divergence which can be defined without specifying $m_1$ and $m_2$ for arbitrary measures $\alpha, \beta \in P(\mathbb{R}^d)$:

$$S_\varepsilon(\alpha, \beta) \equiv OT_\varepsilon(\alpha, \alpha) - \frac{OT_\varepsilon(\alpha, \alpha) + OT_\varepsilon(\beta, \beta)}{2}.$$  

The choice of the reference measures $m_1$ and $m_2$ has led to different formulations of regularized OT. The main contributions of this paper are twofold. (1) theoretical: we quantify the entropy bias of usual reference measures for univariate Gaussians. Precisely, while the Lebesgue measure ($m_1 = m_2 = \mathcal{L}$) induces a blurring bias and the product measure ($m_1 = \alpha, m_2 = \beta$) induces a shrinking bias, $S_\varepsilon$ is actually debiased. (2) empirical: we propose a fast iterative algorithm similar to IBP to compute debiased barycenters. Unlike other gradient-based methods, this fixed point algorithm can be efficiently differentiated with respect to the barycentric weights via backpropagation. This allows one to carry out Wasserstein barycentric projections without entropy blurring. This will be illustrated in the experiments.

In the following section we discuss the different choices of $m_1$ and $m_2$ and quantify their induced entropy bias upon the barycenters of univariate Gaussians. In Section 3, we show some useful properties of $S_\varepsilon$ (differentiability, convexity) when defined on sub-Gaussian measures with unbounded supports in $\mathbb{R}^d$ which are necessary to prove the theorems of section 2. Next, in Section 4 we turn to computational aspects and provide a fast Sinkhorn-like algorithm for debiased barycenters. We conclude with numerical experiments in Section 5.

2. Reference measure and entropy bias

Notation We denote by $\mathbb{1}$ the vector of ones in $\mathbb{R}^n$. On matrices, $\log$, $\exp$ and the division operator are applied element-wise. We use $\odot$ for the element-wise multiplication between matrices or vectors. On vectors and matrices, the same notation denotes the usual scalar products: for $x, y \in \mathbb{R}^n$, $(x, y) = \sum_{i=1}^n x_i y_i$; and for matrices $A, B \in \mathbb{R}^{n \times n}$, $(A, B) = \sum_{i,j=1}^n A_{ij} B_{ij}$.

Uniform reference and IBP Let $X = \{x_1, \ldots, x_n\} \subset \mathbb{R}^d$ and consider two discrete measures $\alpha = \sum_{i=1}^n \alpha_i \delta_{x_i}$ and $\beta = \sum_{i=1}^n \beta_i \delta_{x_i}$. One can identify $\alpha$ and $\beta$ with their weights $\alpha_i$ and $\beta_i$ where $\alpha^T \mathbb{1} = \beta^T \mathbb{1}$. Let $C \in \mathbb{R}^{n \times n}$ be the matrix such that $C_{ij} = C(x_i, x_j)$. The definition of $OT_\varepsilon(\alpha, \beta)$ in (2) becomes:

$$OT_\varepsilon(\alpha, \beta) = \min_{\pi \in \mathcal{P}(X^2), \pi_{11} = \alpha, \pi_{22} = \beta} KL(\pi|\mathcal{U}) + \varepsilon KL(\pi|U),$$  

(4)

where $U$ is the uniform measure on $X^2$ given by $\frac{\mathbb{1} \otimes \mathbb{1}}{|X|}$. Let $K$ be the element-wise exponentiated kernel $\exp(-\frac{C}{\varepsilon})$. By adopting the definition $KL(A, B) = \sum_{i,j} A_{ij} \log \left( \frac{A_{ij}}{B_{ij}} \right) + B_{ij} - A_{ij}$ for $A, B \in \mathbb{R}^{n \times n}$, Benamou et al. (2014) noticed that (4) is equivalent to a Kullback-Leibler projection up to
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an additive constant:

\[
\text{OT}_\varepsilon^\mathcal{U}(\alpha, \beta) = \min_{\pi \in \mathbb{R}^{n \times n}_{+}, \pi \mathbb{1} = \alpha, \pi \mathbb{1} = \beta} \varepsilon \KL(\pi | \mathbf{K})
\]

and proposed the Iterative Bregman Projections (IBP) algorithm to solve the equivalent barycenter problem:

\[
\min_{\pi_k \in \mathbb{C} \cap C'} \sum_{k=1}^{K} w_k \KL(\pi_k | \mathbf{K})
\]

where \( \mathbb{C} = \{ \pi \in \mathbb{R}^{n \times n} | \pi \mathbb{1} = \alpha \} \) and \( C' = \{ \pi \in \mathbb{R}^{n \times n} | \exists \alpha \in \Delta_n, \pi_k \mathbb{1} = \alpha, \forall k = 1 \ldots K \} \). The IBP algorithm amounts to performing iterative minimization on one constraint set at a time. Each step can be solved in closed form, leading to Sinkhorn-like iterations, see supplementary section D for details on IBP.

Lebesgue reference and smoothing bias As discussed in the introduction, the obtained barycenter \( \alpha_{\text{IBP}} \) suffers from entropy blurring. To quantify this blur, we turn to Lebesgue continuous measures and consider the Lebesgue measure as a reference by setting \( m_1 = m_2 = \mathcal{L} \). We argue that by considering normalized histograms, the discrete formulation (5) provides an approximation of \( \text{OT}_\varepsilon^\mathcal{U} \) when the number of histogram bins tends to \( +\infty \). Indeed, since \( \text{OT}_\varepsilon^\mathcal{U} \) is defined on Lebesgue-continuous measures, one can identify \( \alpha, \beta \) and \( \pi \) with their density functions. Moreover, if the density functions are positive, the same KL factorization (5) is possible for \( \text{OT}_\varepsilon^\mathcal{U} \). The following theorem shows that the weighted barycenter of univariate Gaussians is Gaussian with an increased variance. Figure 1 illustrates this smoothing bias using discrete histograms with a grid of 500 bins.

**Theorem 1** (Blurring bias of \( \text{OT}_\varepsilon^\mathcal{U} \)). Let \( C(x, y) = (x - y)^2 \varepsilon > 0 \) and \( \varepsilon = 2 \sigma^2 \). Let \( \{w_k\} \) be positive weights that sum to 1. Let \( \mathcal{N} \) denote the Gaussian distribution. Assume \( \alpha_k \sim \mathcal{N}(\mu_k, \sigma_k^2) \) and let \( \bar{\mu} = \sum_k w_k \mu_k \), then:

(i) \( \alpha_{\text{OT}_\varepsilon^\mathcal{U}} \sim \mathcal{N}(\bar{\mu}, S^2) \) where \( S \) is a positive solution of the equation: \( \sum_{k=1}^{n} w_k \sqrt{\varepsilon^2 + 4\sigma_k^2 S^2} = \varepsilon \sigma^2 + 2S^2 \).

(ii) In particular, if all \( \sigma_k \) are equal to some \( \sigma > 0 \), then \( \alpha_{\text{OT}_\varepsilon^\mathcal{U}} \sim \mathcal{N}(\bar{\mu}, \sigma^2 + \varepsilon^2) \).

**Proof.** See section C.3

The product measure and shrinking bias Besides the smoothing bias of the uniform measure, \( \text{OT}_\varepsilon^\mathcal{U} \) cannot be generalized to a general OT definition for any arbitrary distributions that are non-discrete or non-Lebesgue continuous measures. To go beyond this binary classification of probability measures, several authors (Ramdas et al., 2017; Genevay et al., 2018; Feydy et al., 2018) proposed the generic references \( m_1 = \alpha, m_2 = \beta \). Indeed, the marginal constraints \( \pi_1 = \alpha, \pi_2 = \beta \) imply that the support of \( \pi \) is included in that of \( \alpha \otimes \beta \) and the KL term is always well-defined regardless of the nature of \( \alpha \) and \( \beta \). For the sake of convenience, we denote \( \text{OT}_\varepsilon^\mathcal{U}_\alpha \mathcal{P}^\mathcal{U}_\beta = \text{OT}_\varepsilon^{\alpha \beta} \). Di Marino & Gerolin (2019) made the following key observation that characterizes the change of reference. For discrete measures \( \alpha, \beta \):

\[
\text{OT}_\varepsilon^{\alpha \beta}(\alpha, \beta) = \text{OT}_\varepsilon^\mathcal{U}(\alpha, \beta) + \varepsilon \KL(\alpha | \mathcal{U}) + \varepsilon \KL(\beta | \mathcal{U})
\]

Similarly, the same identity holds for Lebesgue-continuous measures in \( \mathcal{P}(\mathbb{R}^d) \):

\[
\text{OT}_\varepsilon^{\alpha \beta}(\alpha, \beta) = \text{OT}_\varepsilon^\mathcal{U}(\alpha, \beta) + \varepsilon \KL(\alpha | \mathcal{L}) + \varepsilon \KL(\beta | \mathcal{L})
\]

The identity (7) unveils another merit of \( \text{OT}_\varepsilon^\mathcal{U} \) over \( \text{OT}_\varepsilon^\mathcal{U} \): its corresponding barycenter problem is equivalent to a regularized \( \text{OT}_\varepsilon^\mathcal{U} \) barycenter with a negative KL penalty. Interestingly, even though \( -\varepsilon \KL \) is concave, \( \text{OT}_\varepsilon^\mathcal{U} \) remains convex with respect to one of its arguments (Feydy et al., 2018). However, \( \text{OT}_\varepsilon^\mathcal{U} \) yet suffers from some limitations: (1) \( \text{OT}_\varepsilon^\mathcal{U} \) cannot be written as a KL projection, thus the fast IBP algorithm is lost; (2) the barycenter \( \alpha_{\text{OT}_\varepsilon^\mathcal{U}} \) of Gaussians can be a degenerate Gaussian, as demonstrated by Theorem 2 which shows that if \( \varepsilon \) is large, the barycenter collapses to a Dirac (cf. Figure 3). This phenomenon can however be leveraged as a deconvolution technique: Rigollet & Weed (2018) showed that minimizing \( \text{OT}_\varepsilon^\mathcal{U} \) is equivalent to maximum-likelihood deconvolution of an additive Gaussian-noise model.

**Theorem 2** (Shrinking bias of \( \text{OT}_\varepsilon^\mathcal{U} \)). Let \( C(x, y) = (x - y)^2 \varepsilon > 0 \) and \( \varepsilon = 2 \sigma^2 \). Let \( \{w_k\} \) be positive weights that sum to 1. Let \( \mathcal{N} \) denote the Gaussian distribution. Assume that \( \alpha_k \sim \mathcal{N}(\mu_k, \sigma_k^2) \) and let \( \bar{\mu} = \sum_k w_k \mu_k, \bar{\sigma}^2 = \sum_k w_k \sigma_k^2 \):

(i) if \( \varepsilon^2 < \bar{\sigma}^2 \) then \( \alpha_{\text{OT}_\varepsilon^\mathcal{U}} \sim \mathcal{N}(\bar{\mu}, S^2) \) where \( S \) is a positive solution of the equation: \( \sum_{k=1}^{n} w_k \sqrt{\varepsilon^2 + 4\sigma_k^2 S^2} = \varepsilon \sigma^2 + 2S^2 \).
If all $\sigma_k$ are equal to some $\sigma > 0$, then $\alpha_{\text{OT}_0} \sim \mathcal{N}(\bar{\mu}, \sigma^2 - \epsilon^2)$.

(ii) If $\epsilon^2 \geq \bar{\sigma}^2$ then $\alpha_{\text{OT}_0}$ is a Dirac located at $\bar{\mu}$.

**Proof.** See section 3.

**Debiased barycenters** Interestingly, these limitations and significant differences between $\text{OT}_{20}^\mathcal{L}$, $\text{OT}_{20}^\mathcal{U}$ and $\text{OT}_{20}^\mathcal{F}$ disappear when considering the following Sinkhorn divergences:

\[
S_{m}^\mathcal{L}(\alpha, \beta) \triangleq \text{OT}_{m}^\mathcal{L}(\alpha, \beta) - \frac{\text{OT}_{m}^\mathcal{L}(\alpha, \alpha) + \text{OT}_{m}^\mathcal{L}(\beta, \beta)}{2},
\]

\[
S_{m}^\mathcal{U}(\alpha, \beta) \triangleq \text{OT}_{m}^\mathcal{U}(\alpha, \beta) - \frac{\text{OT}_{m}^\mathcal{U}(\alpha, \alpha) + \text{OT}_{m}^\mathcal{U}(\beta, \beta)}{2}.
\]

Using (7) and (8) it holds:

\[
S_{c}(\alpha, \beta) = S_{m}^\mathcal{U}(\alpha, \beta),
\]

where $m$ is either $\mathcal{U}$ or $\mathcal{L}$ depending on the nature of $\alpha$ and $\beta$. Therefore, $S_c$ is defined on arbitrary probability measures which can be mixtures of continuous measures and Dirac masses. Moreover, Feydy et al. (2018) showed that when the support of the measures is compact and with the additional assumption that $C$ is negative semi-definite, $S_c$ is differentiable and convex with respect to one of its arguments. In the following section, we generalize the aforementioned statements for measures with unbounded supports in $\mathbb{R}^d$. The negativity assumption on $C$ holds for instance if $C(x, y) = ||x - y||^d$ with $0 < d \leq 2$ (Berg et al., 1994, Chapter 3, Cor 3.3) and is the only (cheap) price to pay for a debiased OT divergence. These convexity and differentiability results are essential to prove the debiasing of $S_c$ stated in Theorem 3 and illustrated in Figure 2.

**Theorem 3** (Debiasing of $S_c$). Let $C(x, y) = (x - y)^2$ and $0 < \epsilon < +\infty$ and $\epsilon = 2\bar{\sigma}^2$. Let $(w_k)_k$ be positive weights that sum to 1. Let $\mathcal{N}$ denote the Gaussian distribution. Assume that $\alpha_k \sim \mathcal{N}(\mu_k, \sigma_k^2)$ and let $\bar{\mu} = \sum_k w_k \mu_k$ then:

(i) $S_{c} \sim \mathcal{N}(\bar{\mu}, S^2)$ where $S$ is a positive solution $S^*$ of the equation:

\[
\sum_{k=1}^{K} w_k \sqrt{\epsilon^2 + 4\sigma_k^2} S^2 = \sqrt{\epsilon^2 + 4\mu_k^2},
\]

Moreover, given a sorted sequence $\sigma_{(1)} \leq \cdots \leq \sigma_{(K)}$, it holds $S^* \in (\sigma_{(0)}, \sigma_{(K)})$.

(ii) If all $\sigma_k$ are equal to some $\sigma > 0$, then $\alpha_{S_{c}} \sim \mathcal{N}(\bar{\mu}, \sigma^2)$.

**Proof.** See section 3.

Figure 3 shows a comparison of the three barycenters discussed in this section. We intentionally chose Gaussians with equal variances to emphasize two observations: (1) the debiasing of $S_c$: the barycenter $\alpha_{S_c}$ has the same variance of the input measures for all $\epsilon$; (2) the shrinking bias of $\text{OT}_{c}^\mathcal{L}$ is significant even for small values of $\epsilon$.

Besides debiasing, the barycenter $\alpha_{S_c}$ also comes with a computational advantage. Using the identity (9), we bypass the technical difficulties of the product measure in $S_c$ and derive an algorithm similar to IBP to compute $\alpha_{S_c}$ which will be the subject of section 4.

### 3. $S_c$ is convex and differentiable on sub-Gaussian measures with unbounded supports

**Notation** The set of continuous function on $\mathbb{R}^d$ is denoted by $C(\mathbb{R}^d)$. The set of probability measures with a second order moment is denoted by $\mathcal{P}_2(\mathbb{R}^d)$. For $\alpha \in \mathcal{P}(\mathbb{R}^d)$, $\mathcal{L}_\alpha(\mathbb{R}^d)$ denotes the set of continuous functions $\mathbb{R}^d \to \mathbb{R}$ such that $\int |f|^2 \, d\alpha < \infty$. Let $f \in \mathcal{L}_\alpha(\mathbb{R}^d)$ and denote $\langle \alpha, f \rangle = \int f \, d\alpha$. The tensor operators $\otimes$ and $\oplus$ denote respectively the mappings $f \otimes g : (x, y) \in \mathbb{R}^d \times \mathbb{R}^d \mapsto f(x)g(y)$ and $f \oplus g : (x, y) \in \mathbb{R}^d \times \mathbb{R}^d \mapsto f(x) + g(y)$.

To prove theorems 2 and 3, we characterize the optimality condition of the barycenter problem. First, we show that $\text{OT}_{c}^\mathcal{L}$ and $S_{c}$ are convex (w.r.t. one variable) and differentiable. Our differentiability proof is inspired from that of Feydy et al. (2018) where the compactness assumption of the whole $\mathcal{X}$ is replaced with a sub-Gaussian tails assum-
tion on the measures that allows one to apply Lebesgue’s dominated convergence theorem on \( \mathbb{R}^d \). The convexity proof is however novel and is solely based on the dual problem of \( \mathcal{OT}^\alpha_\varepsilon \). Proving theorem 1 requires studying \( \mathcal{OT}^\alpha_\varepsilon \) which involves a slightly different dual problem. Since the differences are purely technical, we defer the proof of theorem 1 in the appendix and focus in this section on the product measure \( \mathcal{OT}^\alpha_\varepsilon \) and \( S_\varepsilon \) for the sake of clarity.

**Dual problem** In this section, we set \( C(x, y) = \| x - y \|^2 \) with its associated Gaussian kernel \( K(x, y) = e^{-\frac{\| x - y \|^2}{2\varepsilon^2}} \).

Let \( \alpha, \beta \in \mathcal{P}(\mathbb{R}^d) \). We define the linear operators on \( K \) and \( K^T \) such that \( K(\mu) = \int_{\mathbb{R}^d} K(x, y) \, d\mu(y) \) and \( K^T(\mu) = \int_{\mathbb{R}^d} K^T(x, y) \, d\mu(x) \) for any non-negative measure \( \mu \in \mathcal{M}_+(\mathbb{R}^d) \). Problem (2) has a dual formulation given by:

\[
\mathcal{OT}^\alpha_\varepsilon (\alpha, \beta) = \sup_{f \in \mathcal{E}_\mu(\mathbb{R}^d, \alpha)} \int_{\mathbb{R}^d} f \, d\alpha + \int_{\mathbb{R}^d} g \, d\beta \\
- \varepsilon \int_{\mathbb{R}^d \times \mathbb{R}^d} \exp \left( \frac{f + g - C}{\varepsilon} \right) \, d\alpha \, d\beta + \varepsilon .
\] (10)

if \( \alpha \) and \( \beta \) have finite second moments, (10) is well defined and a couple of dual potentials \((f, g)\) are optimal if and only if they are solutions of Sinkhorn’s equations (Mena & Weed, 2019):

\[
e^\frac{x}{\varepsilon} K(e^\frac{x}{\varepsilon}, \beta) = 1, \quad \alpha - \alpha.e .
\] (11)

and the optimal transport plan \( \pi \) is given by:

\[
\pi = \exp \left( \frac{f + g - C}{\varepsilon} \right) . (\alpha \otimes \beta)
\]

Thus, at optimality the integral over \( \mathbb{R}^d \times \mathbb{R}^d \) sums to 1 and:

\[
\mathcal{OT}^\alpha_\varepsilon (\alpha, \beta) = \int_{\mathbb{R}^d} f \, d\alpha + \int_{\mathbb{R}^d} g \, d\beta .
\] (12)

**Symmetric terms \( \mathcal{OT}^\alpha_\varepsilon (\alpha, \alpha) \)** When \( \alpha = \beta \), the symmetry of the problem leads to the existence of a symmetric pair of potentials \((h, h)\). Indeed, if \((f, g)\) is optimal \((g, f)\) is also optimal. Moreover, since \( C \) is symmetric, the optimal transport plan \( \pi \) is also symmetric which leads to \( f = g \). Thus the following proposition holds.

**Proposition 1.** Let \( \alpha \in \mathcal{P}_2(\mathbb{R}^d) \), it holds:

\[
\mathcal{OT}^\alpha_\varepsilon (\alpha, \alpha) = \sup_{h \in \mathcal{L}_1(\mathbb{R}^d, \alpha)} 2 \int_{\mathbb{R}^d} h \, d\alpha \\
- \varepsilon \int_{\mathbb{R}^d \times \mathbb{R}^d} \exp \left( \frac{h + h - C}{\varepsilon} \right) \, d^2\alpha + \varepsilon .
\] (13)

Moreover, the supremum is attained at the unique (by strong concavity; since \( C \) is definite negative) autocorrelation potential \( h \in \mathcal{L}_1(\mathbb{R}^d, \alpha) \) if and only if \( h \) is a solution of \( e^{\frac{h}{\varepsilon}} K(e^{\frac{h}{\varepsilon}}, \alpha) = 1, \ \alpha - \alpha.e \), and at optimality it holds:

\[
\frac{1}{2} \mathcal{OT}^\alpha_\varepsilon (\alpha, \alpha) = \int_{\mathbb{R}^d} h \, d\alpha .
\]

**Restriction on sub-Gaussians** To derive theorems 2 and 3, we show that both \( \mathcal{OT}^\alpha_\varepsilon \) and \( S_\varepsilon \) are convex and differentiable and provide a solution of the first order optimality condition. Notice that the convexity of \( \mathcal{OT}^\alpha_\varepsilon \) with respect to \( \alpha \) and with respect to \( \beta \) follows immediately from (10) since it corresponds to a supremum of linear functionals. Feydy et al. (2018) showed the differentiability of \( \mathcal{OT}^\alpha_\varepsilon \) and the convexity of \( S_\varepsilon \) on measures with compact supports. On \( \mathbb{R}^d \), more assumptions on \( \alpha \) and \( \beta \) are required. Throughout this section we restrict \( \mathcal{OT}^\alpha_\varepsilon \) and \( S_\varepsilon \) to the convex set of sub-Gaussian probability measures:

**Assumption 1.** We set \( C(x, y) = \| x - y \|^2 \) and restrict \( \mathcal{OT}^\alpha_\varepsilon \) and \( S_\varepsilon \) to the set of sub-Gaussian probability measures \( G(\mathbb{R}^d) \equiv \{ \mu \exists q > 0, \mathbb{E}_\mu(\| x \|^2) \leq 2q \} \).

Mena & Weed (2019) showed that if \( \alpha, \beta \in G(\mathbb{R}^d) \), there exists a pair of potentials \((f, g)\) verifying the fixed point equations (11) on the whole space \( \mathbb{R}^d \) that are bounded by quadratic functions. This result is key to show the differentiability of \( \mathcal{OT}^\alpha_\varepsilon \) on \( G(\mathbb{R}^d) \).

**Proposition 2** (Mena & Weed, 2019, Prop. 6). Let \( \alpha, \beta \in G(\mathbb{R}^d) \). There exists a pair of smooth functions \((f, g)\) such that (11) holds on \( \mathbb{R}^d \) and \( \forall x, y \in \mathbb{R}^d \):

\[
- dq^2(1 + \frac{1}{2}(\| x \|^2 + \sqrt{2dq})^2) \leq \left( \frac{f(x)}{\varepsilon} \right) \leq \frac{1}{2}(\| x \|^2 + \sqrt{2dq})^2
\]

\[
- dq^2(1 + \frac{1}{2}(\| y \|^2 + \sqrt{2dq})^2) \leq \left( \frac{g(y)}{\varepsilon} \right) \leq \frac{1}{2}(\| y \|^2 + \sqrt{2dq})^2
\] (14)

**Differentiability** In the rest of this section, \((f, g)\) denotes a pair of potentials defined by Proposition 2. We say that a function \( F : G(\mathbb{R}^d) \rightarrow \mathbb{R} \) is differentiable at \( \alpha \) if there exists \( \nabla F(\alpha) \in \mathcal{C}(\mathbb{R}^d) \) such that for any displacement \( t \alpha \) with \( t > 0 \) and \( \delta \alpha = \alpha_1 - \alpha_2 \) with \( \alpha_1, \alpha_2 \in G(\mathbb{R}^d) \), and:

\[
F(\alpha + t\delta \alpha) = F(\alpha) + t\langle \delta \alpha, \nabla F(\alpha) \rangle + o(t) ,
\] (15)

where \( \langle \delta \alpha, \nabla F(\alpha) \rangle = \int_{\mathbb{R}^d} \nabla F(\alpha) \, d\delta \alpha \).

**Proposition 3.** Let \( \alpha, \beta \in G(\mathbb{R}^d) \), and \((f, g)\) their associated pair of dual potentials given by proposition 2. \( \mathcal{OT}^\alpha_\varepsilon (\alpha, \cdot) \) is differentiable on sub-Gaussian measures with unbounded supports and its gradient is given by:

\[
\nabla \beta \mathcal{OT}^\alpha_\varepsilon (\alpha, \beta) = g .
\] (16)

**SKETCH OF PROOF.** The proof is inspired from Feydy et al. (2018) in the case of measures with compact supports. The
difference arises when taking the limit of integrals of the potentials. Thanks to assumption 1, proposition 2 provides an upper bound that allows to conclude by dominated convergence. The full proof is provided in the appendix.

The differentiability of $S_z$ follows immediately:

**Corollary 1.** Let $\alpha, \beta \in \mathcal{G}(\mathbb{R}^d)$, and $(f, g)$ their associated pair of dual potentials given by proposition 2 and $h_\beta$ the autocorrelation potential associated with $\beta$. $S_z^\otimes(\alpha, \cdot)$ is differentiable on sub-Gaussian measures with unbounded supports and its gradient is given by:

$$\nabla_\beta S_z^\otimes(\alpha, \beta) = g - h_\beta. \quad (17)$$

**Remark.** It is important to keep in mind that the notion of differentiability (and gradient) of the functions $OT^\otimes_z$ and $S_z$ differ from the usual Fréchet differentiability. Indeed, the space of probability measures $\mathcal{P}(\mathbb{R}^d)$ has an empty interior in the space of signed Radon measures $\mathcal{M}(\mathbb{R}^d)$. The definition adopted here defines derivatives along feasible directions in $\mathcal{P}(\mathbb{R}^d)$. This is however sufficient to characterize the convexity of $S_z$ and its stationary points (see appendix A for details).

**Convexity.** Now we turn to showing that $S_z$ is convex with respect to either one of its arguments separately. To do so, we prove the first order characterization of convexity of a differentiable function $F : \mathcal{P}_2(\mathbb{R}^d) \to \mathbb{R}$ given by:

$$F(\mu) \geq F(\mu') + \langle \alpha - \alpha', \nabla F(\mu') \rangle \quad (18)$$

As shown by the proof of the following Lemma, the positivity of $K$ plays a key role in proving the convexity of $S_z$.

**Lemma 1.** Let $\alpha, \alpha' \in \mathcal{G}(\mathbb{R}^d)$ and let $h_\alpha, h_{\alpha'}$ denote their respective autocorrelation potentials given by proposition 1. Then if $K(x, y) = \exp(-\|x-y\|^2)$, we have:

$$\int e^{\frac{\mu_0(x)}{\varepsilon}} K(x, y) e^{\frac{\mu_0(y)}{\varepsilon}} \, d\alpha(x) \, d\alpha'(y) \leq 1 \quad (19)$$

**Proposition 4.** Under assumption (1), $S_z$ is convex on sub-Gaussian measures with respect to either of its arguments.

**Proof.** Let $\beta \in \mathcal{G}(\mathbb{R}^d)$. Let $\alpha, \alpha' \in \mathcal{G}(\mathbb{R}^d)$. Let $(f, g)$ and $(f', g')$ denote the pair of potentials associated with $OT^\otimes_z(\alpha, \beta)$ and $OT^\otimes_z(\alpha', \beta)$ respectively and for any $\mu \in \mathcal{G}(\mathbb{R}^d)$, let $h_\mu$ denote the autocorrelation potential associated with $OT^\otimes_z(\mu, \cdot)$. The first order inequality (18) applied to $F = S_z(\cdot, \cdot)$ is equivalent to:

$$(18) \Leftrightarrow \langle \alpha, f - h_\alpha \rangle + \langle \beta, g - h_\beta \rangle \geq \langle \alpha', f' - h_{\alpha'} \rangle + \langle \beta, g' - h_{\beta} \rangle + \langle \alpha - \alpha', f' - h_{\alpha} \rangle$$

$$\Leftrightarrow \langle \alpha, f - h_\alpha \rangle + \langle \beta, g \rangle \geq \langle \beta, g' \rangle + \langle \alpha, f' - h_{\alpha} \rangle \quad (20)$$

$$\Leftrightarrow \langle \alpha, f \rangle + \langle \beta, g \rangle \geq \langle \beta, g' \rangle + \langle \alpha, f' - h_{\alpha} \rangle$$

$$\Leftrightarrow OT^\otimes_z(\alpha, \beta) \geq \langle \alpha, f' - h_{\alpha'} \rangle + \langle \beta, g' \rangle$$

To show the last inequality we use the definition of the dual problem (10) and evaluate the dual function at the suboptimal potentials $(f', h_{\alpha'}, g')$. Doing so leads to:

$$OT^\otimes_z(\alpha, \beta) \geq \langle \alpha, f' - h_{\alpha'} \rangle + \langle \beta, g' \rangle + \varepsilon \int_{\mathbb{R}^d \times \mathbb{R}^d} \exp \left( \frac{(f' - h_{\alpha'} + h_\alpha) \otimes (g' - C) \otimes \mu}{\varepsilon} \right) \, d\alpha \, d\beta. \quad \varepsilon$$

To conclude, all we need to show is that,

$$\int_{\mathbb{R}^d \times \mathbb{R}^d} \exp \left( \frac{(f' - h_{\alpha'} + h_\alpha) \otimes (g' - C) \otimes \mu}{\varepsilon} \right) \, d\alpha \, d\beta \leq 1 \quad (21)$$

By the Fubini-Tonelli theorem, the order of integration is irrelevant. First integrating with respect to $\beta$, we use the optimality conditions (11) on the pair $(f', g')$ then on $h_{\alpha'}$:

$$B = \int_{\mathbb{R}^d \times \mathbb{R}^d} \exp \left( \frac{(f' - h_{\alpha'} + h_\alpha) \otimes (g' - C) \otimes \mu}{\varepsilon} \right) \, d\alpha \, d\beta$$

$$= \int_{\mathbb{R}^d} \exp \left( \frac{h_{\alpha'} - h_{\alpha}}{\varepsilon} \right) \, d\alpha$$

$$= \int_{\mathbb{R}^d} \exp \left( \frac{h_{\alpha} + h_{\alpha'} - C}{\varepsilon} \right) \, d\alpha \, d\alpha'$$

Thus, Lemma 1 applies and we have $B \leq 1$. □

**Barycenter of sub-Gaussian distributions.** We have shown that $OT^\otimes_z$ and $S_z$ are convex and differentiable, thus the weighted barycenters $\alpha_{OT^\otimes_z}$ and $\alpha_{S_z}$ can be characterized by the first order optimality condition as follows. Let $(f_k, g_k)$ denote the potentials associated with $OT^\otimes_z(\alpha_k, \beta)$ and $h_\alpha$ the autocorrelation potential associated with $OT^\otimes_z(\alpha, \alpha)$. Using the first order characterization of convexity (18), $\alpha^*$ is a global minimizer of the barycenter loss of $OT^\otimes_z$ if and only if for any direction $\beta \in \mathcal{G}(\mathbb{R}^d)$, $(\sum_{k=1}^K w_k \nabla \alpha^*) \cdot OT^\otimes_z(\alpha_k, \alpha^*) \geq 0$. This is equivalent to $\sum_{k=1}^K w_k \langle g_k, \beta - \alpha^* \rangle \geq 0$. Similarly, for $S_z$, we get the optimality condition $\sum_{k=1}^K w_k \langle g_k - h_{\alpha^*}, \beta - \alpha^* \rangle \geq 0$. We are now ready to summarize the different steps of the proofs of the theorems. For $S_z$, we provide solutions of the optimality conditions by considering quadratic potentials and Gaussian barycenters $\alpha_{S_z}$. We proceed by identification of the coefficients of the polynomials and the parameters of the barycenters and show that the obtained solutions verify the optimality condition. For $OT^\otimes_z$, we proceed similarly for $2\varepsilon^2 < \sigma^2$. For $2\varepsilon^2 \geq \sigma^2$, we show directly that for the Dirac measure $\alpha^* = \delta_{\beta}$, there exists a set of potentials that verify the optimality condition alongside Sinkhorn’s equations. The detailed derivations are provided in the supplementary materials.
4. Fast Sinkhorn-like algorithm

Discrete measures on a finite space The purpose of this section is to derive a fast Sinkhorn-like algorithm to compute $\alpha_{\text{Deb}}$ on a fixed support. Let $\mathcal{X} = \{x_1, \ldots, x_n\}$ be a finite grid of size $n$. With images for instance, each $x_i$ would correspond to a pixel. We identify a probability measure $\alpha = \sum_{i=1}^{n} \alpha_i \delta_{x_i} \in \mathcal{P}(\mathcal{X})$ with its weights vector $(\alpha_i) \in \mathbb{R}_+^n$ such that $\sum_{i=1}^{n} \alpha_i = 1$. In the rest of this paper, $\mathbf{OT}_\epsilon$ and $\mathcal{S}_\epsilon$ can be seen as functions operating on the interior of the probability simplex of $\mathbb{R}^n$ denoted by $\Delta_n = \{x \in \mathbb{R}_+^{n} \mid \sum_{i=1}^{n} x_i = 1\}$. We assume that the cost matrix $C \in \mathbb{R}^n_+$ is symmetric negative semi-definite (or equivalently, its associated kernel $K = e^{-\frac{d^2}{\sigma^2}}$ is positive semi-definite). This assumption holds for instance if $C_{ij} = ||x_i - x_j||^p$ with $p \in [0, 1]$ (see (Berg et al., 1984, 3, Thm 2.2, Cor 3.3) for both claims).

Debiased barycenters To obtain a fast iterative algorithm for the debiased barycenters $\alpha_{\text{Deb}}$, we are going to leverage the IBP algorithm through the uniform measure on $\mathcal{X}$ as follows. First, the identity (9) ensures that $\mathcal{S}_\epsilon$ is independent of the reference measures. Thus, one can write:

$$S_\epsilon(\alpha, \beta) = \mathbf{OT}_\epsilon^{\mathcal{U}}(\alpha, \beta) - \frac{\mathbf{OT}_\epsilon^{\mathcal{U}}(\alpha, \alpha) + \mathbf{OT}_\epsilon^{\mathcal{U}}(\beta, \beta)}{2}.$$ 

Using (5), one can write $\mathbf{OT}_\epsilon^{\mathcal{U}}(\alpha, \beta)$ as a KL projection. The remaining autocorrelation terms can be replaced by their dual problems to obtain the following proposition. A detailed derivation is provided in appendix E.

**Proposition 5.** Let $\alpha_1, \ldots, \alpha_K \in \Delta_n$ and $K = e^{-\frac{d^2}{\sigma^2}}$. Let $\pi$ denote a sequence $\pi_1, \ldots, \pi_K$ of transport plans in $\mathbb{R}^n_{++}$ and the constraint sets $\mathcal{H}_1 = \{\pi | \forall k, \pi_k \mathbb{1} = \alpha_k\}$, and $\mathcal{H}_2 = \{\pi | \forall k, \pi_k \mathbb{1} = \pi_k \mathbb{1}\}$. The barycenter problem $\min_{\alpha \in \Delta_n} \sum_{k=1}^{K} w_k S_\epsilon(\alpha_k, \alpha)$ is equivalent to:

$$\min_{\pi \in \mathcal{H}_1 \cap \mathcal{H}_2} \left\{ \varepsilon \sum_{k=1}^{K} w_k \hat{K}_\epsilon(\pi_k|\mathbf{Kdiag}(d)) + \frac{\varepsilon}{2} (d - \mathbb{1}, \mathbf{K}(d - \mathbb{1})) \right\} \tag{22}$$

where $\hat{K}_\epsilon(A, B) = \sum_{i,j} A_{ij} \log \left( \frac{A_{ij}}{B_{ij}} \right) + B_{ij} - A_{ij}$.

Since $\hat{K}_\epsilon$ is jointly convex and $K$ is assumed positive-definite, the objective (22) is convex. Minimizing (22) with respect to $\pi$ leads to the barycenter problem $\alpha_{\text{Deb}}$ with the modified kernel $\mathbf{Kdiag}(d)$. This problem can be solved via the fast IBP algorithm. Minimizing with respect to $d$ leads to the Sinkhorn fixed point equation $d = \sum_{k=1}^{K} \frac{\pi_k \mathbb{1}}{Kd}$ for which there exists a converging sequence $d_{n+1} \leftarrow \sqrt{d_n \otimes \frac{\sum_{k=1}^{K} \pi_k \mathbb{1}}{Kd}}$ (Knight et al., 2014). Given that (22) is smooth and convex, alternate minimization – which amounts to perform IBP and (*) iterations – converges towards its minimum. However, we notice that in practice, either taking one iteration or fully optimizing the subproblems produces the same minimizer. We thus propose to combine one IBP iteration with the update (*), which leads to Algorithm 1 (see the appendix for further details on the IBP algorithm). Using the theoretical barycenters of Gaussians given by theorems 1 and 3, we can monitor the convergence to the ground truth (Figure 4). Theoretically, both IBP and algorithm 1 have a $O(Kn^2)$ complexity per iteration. A convergence proof of IBP can obtained using alternating Bregman projections (See (Benamou et al., 2014) and the references therein). For Algorithm 1 however, similar techniques were not successful. Proving its convergence will be pursued in future work.
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5. Applications

Now we turn to showing the practical benefits of debiased barycenters in terms of accuracy, speed and performance. Python code can be found at https://github.com/hichamjanati/debiased-ot-barycenters.

**Benchmarks** In addition to $\alpha_{OT^\gamma}$, $\alpha_{OT^\gamma_p}$, we evaluate the performance of the following barycenters:

- $\alpha_{A_r}$: Sharp barycenters introduced by Luise et al. (2018), where $A_r$ is defined as: $A_r(\alpha, \beta) = (C, \pi_\alpha(\alpha, \beta))$. Here $\pi_\alpha(\alpha, \beta)$ is the primal minimizer of the regularized problem $OT^d_\varepsilon(\alpha, \beta)$, computed via accelerated gradient descent.
- $\alpha_{F_S}$: Free support barycenters introduced by Luise et al. (2019) that uses the same debiased divergence $S_z$, and deals with the free support problem by adding / removing a Dirac particle with Frank-Wolf’s algorithm.
- $\alpha_{W}$: The original non-regularized Wasserstein problem solved with interior point methods - using the accelerated MAAIPM algorithm of Ge et al. (2019).

**Debiased barycenters of ellipses** To demonstrate how debiased barycenters $\alpha_{S_z}$ reduce smoothing and are computationally competitive with $\alpha_{OT^\gamma_p}$, we compare the barycenters of 10 randomly generated nested ellipses displayed in Figure 5. We set the cost matrix $C$ to the squared Euclidean distance on the unit square and set $\varepsilon = 0.002$. We use the same termination criterion for all methods based on a maximum relative change of the barycenters set to $10^{-5}$.

For $\alpha_{S_z}$, $\alpha_{OT^\gamma}$, $\alpha_{OT^\gamma_p}$, $\alpha_{A_r}$, we use the convolution trick introduced by Solomon et al. (2015) which amounts to computing the kernel operation $K a$ on a vectorized image $a$ by applying a Gaussian convolution on the rows and the columns of $a$, thereby reducing the complexity of one Debiased / IBP iteration from $O(n^2)$ to $O(n^2 \varepsilon)$.

Figure 5 shows that even though $\alpha_{A_r}$ and $\alpha_{W}$ are not blurred compared to $\alpha_{OT^\gamma_p}$, they cannot compete computationally with Sinkhorn-like algorithms. The debiased barycenter is sharp and runs in about the same time as $\alpha_{OT^\gamma_p}$.

Besides, the shrinking bias of $OT^\gamma_p$ unfolds by theorem 2 is illustrated in the degeneracy of the ellipse $\alpha_{OT^\gamma_p}$.

**Barycenters of 3D shapes** To visually illustrate the impact of the reduced smoothing bias of $S_z$, we computed a barycentric interpolation of shapes discretized in a 3D grid of $200 \times 200 \times 200$ voxels. The different interpolations correspond to weights $(w, 1 - w)$ where $w \in [0, 0.25, 0.5, 0.75, 1]$. We set the cost matrix $C$ to the squared Euclidean distance on the unit cube and set $\varepsilon = 0.01$. Results presented in Figures 7 and 8 using $OT^\gamma$ and $S_z$ qualitatively demonstrate that $S_z$ leads to sharper edges, while in both cases it takes a few seconds to compute on a GPU. Again, the kernel operation $K a$ on a vectorized 3D grid $a$ can be computed via a sequence of 3 Gaussian convolutions on each axis $(x, y, z)$ which reduces the complexity of one Debiased / IBP iteration from $O(n^2)$ to $O(n^2 \varepsilon)$.

**Optimal transport barycentric embeddings** One of the many machine learning applications of OT barycenters...
is to compute low-dimensional barycentric embeddings. Introduced by Bonneel et al. (2016), OT barycentric coordinates are defined as follows. Given a dictionary \( A \) of distributions \( \alpha_1, \ldots, \alpha_K \) and \( w \in \Delta_K \), let \( \alpha_F(w) = \arg \min_{\alpha} \sum_{k=1}^K w_k F(\alpha_k, \alpha) \) for some OT divergence \( F \).

The OT coordinates \( \hat{w} \) of a distribution \( \beta \) are defined as the weights of the barycenter \( \alpha_F(w) \) best approximating \( \beta \) for a given divergence. Using a quadratic divergence, it reads: \( \hat{w} = \arg \min_{w \in \Delta_K} \| \alpha_F(w) - \beta \|^2 \). To leverage the differentiability of the IBP iterations, Bonneel et al. (2016) used the divergence \( OT^\text{Id}_\varepsilon \) and proposed to substitute the minimizer \( \alpha_F(w) \) with the \( l \)-th IBP iterate \( \alpha_F^{(l)}(w) \). Differentiating the barycenter nets \( \alpha_F^{(l)}(w) \) with respect to \( w \) can be done via automatic differentiation, while the full minimization can be done using accelerated gradient descent using a soft-max reparametrization. Here we use the ADAM optimizer of the pyTorch library (Paszke et al., 2017). To evaluate the benefits of debiasing, we take 500 samples of the MNIST dataset (LeCun & Cortes, 2010) with 100 instances of each digit (0-1-2-3-4). We select 10% of the dataset (a subset of 50 images; ergo K=50) at random as our learning dictionary \( A \) and compute the barycentric coordinates of the remaining 90% subset denoted as \( D \). Thus, for each image among the 450 samples of \( D \), we compute the closest (in squared \( l_2^2 \)) weighted barycenter of the elements of \( A \) by optimizing over the weights. Thus, each image is represented by a vector of weights \( w \in \Delta_K \). Our new embedded dataset is now a table of shape \((450 \times 50)\). We train a random forest classifier using the Scikit-learn library (Pedregosa et al., 2011) on this learned embedding) and compute a 10-fold cross-validation. Figure 9 displays the accuracy scores for \( F = OT^\text{Id}_\varepsilon \) and \( F = \bar{S}_\varepsilon \) for 20 different randomized selections of the dictionary \( A \). The debiased \( \bar{S}_\varepsilon \) improves accuracy and is less sensitive to the setting of \( \varepsilon \).

### Conclusion

Entropy regularized OT was previously known to induce a bias that can be mitigated using Sinkhorn divergences. Using OT barycenters of Gaussian distributions, we have shown that this entropy bias can be a blur or a shrink depending on the reference measure defining the relative entropy function. We have also extended the convexity and differentiability properties of OT and the Sinkhorn divergence to measures with non-compact supports.
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