Abstract

Dense subgraph discovery aims to find a dense component in edge-weighted graphs. This is a fundamental graph-mining task with a variety of applications and thus has received much attention recently. Although most existing methods assume that each individual edge weight is easily obtained, such an assumption is not necessarily valid in practice. In this paper, we introduce a novel learning problem for dense subgraph discovery in which a learner queries edge subsets rather than only single edges and observes a noisy sum of edge weights in a queried subset. For this problem, we first propose a polynomial-time algorithm that obtains a nearly-optimal solution with high probability. Moreover, to deal with large-sized graphs, we design a more scalable algorithm with a theoretical guarantee. Computational experiments using real-world graphs demonstrate the effectiveness of our algorithms.

1. Introduction

Dense subgraph discovery aims to find a dense component in edge-weighted graphs. This is a fundamental graph-mining task with a variety of applications and thus has received much attention recently. Applications include detection of communities or span link farms in Web graphs (Dourisboure et al., 2007; Gibson et al., 2005), molecular complexes extraction in protein–protein interaction networks (Bader & Hogue, 2003), extracting experts in crowdsourcing systems (Kawase et al., 2019), and real-time story identification in micro-blogging streams (Angel et al., 2012).

Among a lot of optimization problems arising in dense subgraph discovery, the most popular one would be the densest subgraph problem. In this problem, given an edge-weighted undirected graph, we are asked to find a subset of vertices that maximizes the so-called degree density (or simply density), which is defined as half the average degree of the subgraph induced by the subset. Unlike most optimization problems for dense subgraph discovery, the densest subgraph problem can be solved exactly in polynomial time using some exact algorithms, e.g., Charikar’s linear-programming-based (LP-based) algorithm (Charikar, 2000) and Goldberg’s flow-based algorithm (Goldberg, 1984). Moreover, there is a simple greedy algorithm called the greedy peeling, which obtains a well-approximate solution in almost linear time (Charikar, 2000). Owing to the solvability and the usefulness of solutions, the densest subgraph problem has actively been studied in data mining, machine learning, and optimization communities (Ghaffari et al., 2019; Gionis & Tsourakakis, 2015; Miller et al., 2010; Papailiopoulos et al., 2014). We thoroughly review the literature in Appendix A.

Although the densest subgraph problem requires a full input of the graph data, in many real-world applications, the edge weights need to be estimated from uncertain measurements. For example, consider protein–protein interaction networks, where vertices correspond to proteins in a cell and edges (resp. edge weights) represent the interactions (resp. the strength of interactions) among the proteins. In the generation process of such networks, the edge weights are estimated through biological experiments using measuring instruments with some noises (Nepusz et al., 2012). As another example, consider social networks, where vertices correspond to users of some social networking service and edge weights represent the strength of communications (e.g., the number of messages exchanged) among them. In practice, we often need to estimate the edge weights by observing anonymized communications between users (Adar & Ré, 2007).

Recently, in order to handle the uncertainty of edge weights, Miyauchi & Takeda (2018) introduced a robust optimization variant of the densest subgraph problem. In their method, all edges are repeatedly queried by a sampling oracle that returns an individual edge weight. However, such a sampling procedure for individual edges is often quite costly or sometimes impossible. On the other hand, it is often affordable to observe aggregated information of a subset of edges. For example, in the case of protein–protein interaction networks, it may be costly to conduct experiments for all possible pairs of proteins, but it is cost-effective to observe molecular interaction among a molecular group...
In this study, we introduce a novel learning problem for dense subgraph discovery, which we call densest subgraph bandits (DS bandits), by incorporating the concepts of stochastic combinatorial bandits (Chen et al., 2014; 2013) into the densest subgraph problem. In DS bandits, a learner is given an undirected graph, whose edge-weights are associated with unknown probability distributions. During the exploration period, the learner chooses a subset of edges (rather than only single edge) to sample, and observes the sum of noisy edge weights in a queried subset; we refer to this feedback model as blurred-graph feedback. We investigate DS bandits with the objective of best arm identification, that is, the learner must report one subgraph that she believes to be optimal after the exploration period.

Our learning problem can be seen as a novel variant of combinatorial pure exploration (CPE) problems (Chen et al., 2016; 2017; 2014). In the literature, most existing work on CPE has considered the case where the learner obtains feedback from each arm in a pulled subset of arms, i.e., the semi-bandit setting, or each individual arm can be queried (e.g. (Bubeck et al., 2013; Chen et al., 2017; 2014; Gabillon et al., 2012; Huang et al., 2018)). Thus, the above studies cannot deal with the aggregated reward from a subset of arms. On the other hand, existing work on the full-bandit setting has assumed that the objective function is linear and the size of subsets to query is exactly \( k \) at any round (Kuroki et al., 2020; Rejwan & Mansour, 2019), while our reward function (i.e., the degree density) is not linear and the size of subsets to query is not fixed in advance. If we fix the size of subsets to query to \( k \) in DS bandits, the corresponding offline problem (called the densest \( k \)-subgraph problem) becomes NP-hard and the best known approximation ratio is just \( \Omega(1/n^{1/4+\epsilon}) \) for any \( \epsilon > 0 \) (Bhaskara et al., 2010), where \( n \) is the number of vertices.

The contribution of this work is three-fold and can be summarized as follows.

1. We address a problem for dense subgraph discovery with no access to a sampling oracle for single edges (Problem 1) in the fixed confidence setting. For this problem, we present a general learning algorithm DS-Lin (Algorithm 2) based on the technique of linear bandits (Auer, 2003). We provide an upper bound of the number of samples that DS-Lin requires to identify an \( \epsilon \)-optimal solution with probability at least \( 1 - \delta \) for \( \epsilon > 0 \) and \( \delta \in (0,1) \) (Theorem 1). Our key idea is to utilize an approximation algorithm (Algorithm 1) to compute the maximal confidence bound, thereby guaranteeing that the output by DS-Lin is an \( \epsilon \)-optimal solution and the running time is polynomial in the size of a given graph.

2. To deal with large-sized graphs, we further investigate another problem with access to sampling oracle for any subset of edges (Problem 2) with a given fixed budget \( T \). For this problem, we design a scalable and parameter-free algorithm DS-SR (Algorithm 3) that runs in \( O(n^2T) \), while DS-Lin needs \( O(m^2) \) time for updating the estimate, where \( m \) is the number of edges. Our key idea is to combine the successive reject strategy (Audibert et al., 2010) for the multi-armed bandits and the greedy peeling algorithm (Charikar, 2000) for the densest subgraph problem. We prove an upper bound on the probability that DS-SR outputs a solution whose degree density is less than \( \frac{1}{2}\text{OPT} - \epsilon \), where \( \text{OPT} \) is the optimal value (Theorem 2).

3. In a series of experimental assessments, we thoroughly evaluate the performance of our proposed algorithms using well-known real-world graphs. We confirm that DS-Lin obtains a nearly-optimal solution even if the minimum size of queryable subsets is larger than the size of an optimal subset, which is consistent with the theoretical analysis. Moreover, we demonstrate that DS-SR finds nearly-optimal solutions even for large-sized instances, while significantly reducing the number of samples for single edges required by a state-of-the-art algorithm.

2. Problem Statement

In this section, we describe the densest subgraph problem and the online densest subgraph problem in the bandit setting formally.

2.1. Densest subgraph problem

The densest subgraph problem is defined as follows. Let \( G = (V, E, w) \) be an undirected graph, consisting of \( n = |V| \) vertices and \( m = |E| \) edges, with an edge weight \( w : E \rightarrow \mathbb{R}_{>0} \), where \( \mathbb{R}_{>0} \) is the set of positive reals. For a subset of vertices \( S \subseteq V \), let \( G[S] \) denote the subgraph induced by \( S \), i.e., \( G[S] = (S, E(S)) \) where \( E(S) = \{(u, v) \in E : u, v \in S\} \). The density (or simply called the density) of \( S \subseteq V \) is defined as \( f_w(S) = w(S)/|S| \), where \( w(S) \) is the sum of edge weights of \( G[S] \), i.e., \( w(S) = \sum_{e \in E(S)} w(e) \). In the densest subgraph problem, given an edge-weighted undirected graph \( G = (V, E, w) \), we are asked to find \( S \subseteq V \) that maximizes the density \( f_w(S) \). There is an LP-based exact algorithm (Charikar, 2000), which is used in our proposed algorithm (see Appendix C for the entire procedure).
2.2. Densest subgraph bandits (DS bandits)

Here we formally define DS bandits. Suppose that we are given an (unweighted) undirected graph \( G = (V, E) \). Assume that each edge \( e \in E \) is associated with an unknown distribution \( \phi_e \) over reals. \( w : E \to \mathbb{R}_{>0} \) is the expected edge weights, where \( w(e) = \mathbb{E}_{X \sim \phi_e}[X] \). Following the standard assumptions of stochastic multi-armed bandits, we assume that all edge-weight distributions have \( R \)-sub-Gaussian tails for some constant \( R > 0 \). Formally, if \( X \) is a random variable drawn from \( \phi_e \) for \( e \in E \), then for all \( r \in \mathbb{R} \), \( X \) satisfies \( \mathbb{E}[\exp(rX - r\mathbb{E}[X])] \leq \exp(R^2 r^2 / 2) \). We define the optimal solution as \( S^* = \arg\max_{S \subseteq V} f_w(S) \).

We first address the setting in which the learner can stop the game at any round if she can return an \( \epsilon \)-optimal solution for \( \epsilon > 0 \) with high probability. Let \( k > 2 \) be the minimal size of queryable subsets of vertices; notice that the learner has no access to a sampling oracle for single edges. The problem is formally defined below.

**Problem 1** (DS bandits with no access to single edges). We are given an undirected graph \( G = (V, E) \) and a family of queryable subsets of at least \( k \) (> 2) vertices \( S \subseteq 2^V \). Let \( \epsilon > 0 \) be a required accuracy and \( \delta \in (0, 1) \) a confidence level. Then, the goal is to find \( S_{OUT} \subseteq V \) that satisfies \( \Pr[f_w(S^*) - f_w(S_{OUT}) \leq \epsilon] \geq 1 - \delta \), while minimizing the number of samples required by an algorithm (a.k.a. the sample complexity).

We next consider the setting in which the number of rounds in the exploration phase is fixed and is known to the learner, and the objective is to maximize the quality of the output solution. In this setting, we relax the condition of queryable subsets; assume that the learner is allowed to query any subset of edges. The problem is defined as follows.

**Problem 2** (DS bandits with a fixed budget). We are given an undirected graph \( G = (V, E) \) and a fixed budget \( T \). The goal is to find \( S_{OUT} \subseteq V \) that maximizes \( f_w(S_{OUT}) \) within \( T \) rounds.

Note that Problem 1 is often called the fixed confidence setting and Problem 2 is called the fixed budget setting in the bandit literature.

3. Algorithm for Problem 1

In this section, we first present an algorithm for Problem 1 based on linear bandits, which we refer to as DS-Lin. We then show that DS-Lin is \((\epsilon, \delta)\)-PAC, that is, the output of the algorithm satisfies \( \Pr[f_w(S^*) - f_w(S_{OUT}) \leq \epsilon] \geq 1 - \delta \). Finally, we provide an upper bound of the number of samples (i.e., the sample complexity).

3.1. DS-Lin algorithm

We first explain how to obtain the estimate of edge weights and confidence bounds. Then we discuss how to ensure a stopping condition and describe the entire procedure of DS-Lin.

**Least-squares estimator.** We construct an estimate of edge weights \( w \) using a sequential noisy observation. For \( S \subseteq V \), let \( \chi_{x(S)} \in \{0,1\}^E \) be the indicator vector of \( E(S) \subseteq E \), i.e., for each \( e \in E \), \( \chi_{x(S)}(e) = 1 \) if \( e \in E(S) \) and \( \chi_{x(S)}(e) = 0 \) otherwise. Therefore, each subset of edges \( E(S) \) for \( S \subseteq V \) corresponds to an arm whose feature is an indicator vector of it in linear bandits. For any \( t > m \), we define a sequence of indicator vectors as \( x_t = (x_{\chi_{x(S)}}(e) \mid e \in E) \in \{0,1\}^E \times t \) and also define the corresponding sequence of observed rewards as \( (r_1(S_1), \ldots, r_t(S_t)) \in \mathbb{R}^t \). We define \( A_{x_t} \) as

\[
A_{x_t} = \sum_{i=1}^{t} \chi_{x(S)}(e_i)^\top + \lambda I \in \mathbb{R}^{E \times E},
\]

for a regularized term \( \lambda > 0 \), where \( I \) is the identity matrix. Let \( b_{x_t} = \sum_{i=1}^{t} \chi_{x(S)}(e_i) \in \mathbb{R}^E \). Then, the regularized least-squares estimator for \( w \in \mathbb{R}^E \) can be obtained by

\[
\hat{w}_t = A_{x_t}^{-1} b_{x_t} \in \mathbb{R}^E.
\]

**Confidence bounds.** The basic idea to deal with uncertainty is that we maintain confidence bounds that contain the parameter \( w \in \mathbb{R}^E \) with high probability. For a vector \( x \in \mathbb{R}^m \) and a matrix \( B \in \mathbb{R}^{m \times m} \), let \( \|x\|_B = \sqrt{x^\top B x} \). Let \( N(v) = \{u \in V : \{u, v\} \in E\} \) be the set of neighbors of \( v \in V \) and \( \deg_{\max} = \max_{v \in V} |N(v)| \) be the maximum degree of vertices. In the literature of linear bandits, Abbasi-Yadkori et al. (2011) proposed a high probability bound on confidence ellipsoids with a center at the estimate of unknown expected rewards. Plugging it into our setting, we have the following proposition on the ellipsoid confidence bounds for the estimate \( \hat{w}_t = A_{x_t}^{-1} b_{x_t} \), where \( x_t \) is fixed beforehand:

**Proposition 1** (Adapted from Abbasi-Yadkori et al. (2011), Theorem 2). Let \( \eta_t \) be an \( R \)-sub-Gaussian noise for \( R > 0 \) and \( R' = \sqrt{\log \max_{\delta}} R \). Let \( \delta \in (0, 1) \) and assume that the \( \ell_2 \)-norm of edge weight \( w \) is less than \( L \). Then, for any fixed sequence \( x_t \), with probability at least \( 1 - \delta \), the inequality

\[
|w(S) - \hat{w}_t(S)| \leq C_{t} \|\chi_{x(S)}\|_{A_{x_t}^{-1}} \tag{2}
\]

holds for all \( t \in \{1, 2, \ldots\} \) and all \( S \subseteq V \), where

\[
C_{t} = R' \sqrt{2 \log \frac{\det(A_{x_t})^{1/2}}{\lambda^2 \delta^{1/2}} + \lambda^{1/2} L}. \tag{3}
\]

The above bound can be used to guarantee the accuracy of the estimate.
Computing the maximal confidence bound. To identify a solution with an optimality guarantee, the learner ensures whether the estimate is valid by computing the maximal confidence bound among all subsets of vertices. We consider the following stopping condition:

\[
f_{\hat{w}_1}(\tilde{S}_t) - \frac{C_t \|x_{e(S)}\|_2 \|A_{x,e}^{-1}\|}{|S_t|} \geq \max_{S \subseteq V : S \neq \tilde{S}_t} f_{\hat{w}_1}(S) + \frac{C_t \max_{S \subseteq V} \|x_{e(S)}\|_2 \|A_{x,e}^{-1}\|}{|S|} - \epsilon.
\]

The above stopping condition guarantees that the output satisfies \( f_w(S^*) - f_w(S_{OPT}) \leq \epsilon \) with probability at least \( 1 - \delta \). However, computing \( \max_{S \subseteq V} \|x_{e(S)}\|_2 \|A_{x,e}^{-1}\| \) by brute force is intractable since it involves an exponential blow-up in the number of \( S \subseteq V \). To overcome this computational challenge, we address a relaxed quadratic program:

**P1:** \( \text{max.} \|x\|_{A_{x,e}^{-1}} \text{ s.t.} \ - \epsilon \leq x \leq \epsilon, \) \hspace{1cm} (4)

where \( \epsilon \in \mathbb{R}^m \) is the vector of all ones.

There is an efficient way to solve P1 using the SDP-based algorithm by Ye (1999) for the following quadratic program with bound constraints:

**QP:** \( \text{max.} \sum_{1 \leq i,j \leq m} q_{ij}x_i x_j \text{ s.t.} \ - \epsilon \leq x \leq \epsilon, \) \hspace{1cm} (5)

where \( Q = (q_{ij}) \in \mathbb{R}^{m \times m} \) is a given symmetric matrix. Ye (1999) modified the algorithm by Goemans & Williamson (1995) and generalized the proof technique of Nesterov (1998), and then established the constant-factor approximation result for QP.

**Proposition 2 (Ye (1999)).** There exists a polynomial-time \( \frac{1}{4} \)-approximation algorithm for QP.

Note that Ye’s algorithm (Ye, 1999) is a randomized algorithm, but it can be derandomized using the technique devised by Mahajan & Ramesh (1999). The learner can compute an upper bound of the maximal confidence bound \( \max_{S \subseteq V} \|x_{e(S)}\|_2 \|A_{x,e}^{-1}\| \) by using an approximate solution to QP obtained by the derandomized version of Ye’s algorithm, because it is obvious that the optimal value of QP is larger than \( \max_{S \subseteq V} \|x_{e(S)}\|_2 \|A_{x,e}^{-1}\| \). Therefore, using Algorithm 1, we can ensure the following stopping condition in polynomial time:

\[
f_{\hat{w}_1}(\tilde{S}_t) - \frac{C_t \|x_{e(S)}\|_2 \|A_{x,e}^{-1}\|}{|S_t|} \geq \max_{S \subseteq V : S \neq \tilde{S}_t} f_{\hat{w}_1}(S) + \frac{C_t Z_t}{2\alpha} - \epsilon, \hspace{1cm} (6)
\]

where \( Z_t \) denotes the objective value of the approximate solution to P1 and \( \alpha \) is a constant-factor approximation ratio of Algorithm 1.

**Algorithm 1 Unconstrained 0–1 quadratic programming**

**Input:** A positive semidefinite matrix \( Q \in \mathbb{R}^{m \times m} \)

**Output:** \( x \in [-1, 1]^m \)

Solve the following quadratic programming problem by Ye’s algorithm (Ye, 1999) with derandomization (Mahajan & Ramesh, 1999):

\[
\text{QP: max.} \sum_{1 \leq i,j \leq m} q_{ij}x_i x_j \text{ s.t.} \ - \epsilon \leq x \leq \epsilon,
\]

and obtain a solution \( \bar{x} \in [-1, 1]^m \);

return \( \bar{x} \).

**Proposed algorithm.** Let \( T_t(S) \) be the number of times that \( S \subseteq \tilde{S} \) is queried before \( t \)-th round in the algorithm. We present our algorithm DS-Lin, which is detailed in Algorithm 2. Our sampling strategy is based on a given allocation strategy \( p \) defined as follows. Let \( P \) be a \( |S| \)-dimensional probability simplex. We define \( p \) as \( p(S) = \frac{p(S)}{\sum_{S \in P} p(S)} \) where \( p(S) \) describes the predetermined proportions of queries to a subset \( S \). As a possible strategy, one can use the well-designed strategy called G-allocation (Pukelsheim, 2006; Soare et al., 2014), or simply use uniform allocation (see Appendix D for details). At each round \( t \), the algorithm calls the sampling oracle for \( S_t \in S \) and observes \( r_t(S_t) \). Then, the algorithm updates statistics \( A_{x,t} \) and \( b_{x,t} \), and also updates the estimate \( \hat{w}_t \). To check the stopping condition, the algorithm approximately solves P1 by Algorithm 1 and computes the empirical best solution \( \hat{S}_t \) using the LP-based exact algorithm for the densest subgraph problem for \( G = (V, E, \hat{w}_t) \). Once the stopping condition is satisfied, the algorithm returns the empirical best solution \( S_t \) as output.

**3.2. Sample complexity**

We prove that DS-Lin is \( (\epsilon, \delta) \)-PAC and analyze its sample complexity. We define the design matrix for \( p \in P \) as \( \Lambda_p = \sum_{S \subseteq V} p(S)X_{e(S)}X_{e(S)}^\top \). We define \( \rho \lambda_{\delta} \) as \( \rho \lambda_{\delta} = \max_{x \in [-1, 1]^m} \|x\|_2 \|A_{x,e}^{-1}\|_2 \). Let \( \Delta_{\min} \) be the minimal gap between the optimal value and the second optimal value, i.e., \( \Delta_{\min} = \min_{S \subseteq V : S \neq S^*} f_w(S^*) - f_w(S) \). The next theorem shows an upper bound of the number of queries required by Algorithm 2 to output \( S_{OPT} \subseteq V \) that satisfies \( \text{Pr}[f_w(S^*) - f_w(S_{OPT}) \leq \epsilon] \geq 1 - \delta \).

**Theorem 1.** Define \( H_{\epsilon} = \frac{\rho \lambda_{\delta} + \epsilon}{2 \Delta_{\min} + \epsilon} \). Then, with probability at least \( 1 - \delta \), DS-Lin (Algorithm 2) outputs \( S \subseteq V \) whose density is at least \( f_w(S^*) - \epsilon \) and the total number of samples \( \tau \) is bounded as follows:

\[
\tau = O\left(\frac{\delta^2}{\Delta_{\min} + \epsilon} + \lambda L^2\right) H_{\epsilon},
\]

if \( \lambda > 4m(\sqrt{m} + \sqrt{2}) \delta \).
Algorithm 2 DS-Lin

Input: Graph $G = (V, E)$, a family of queryable subsets of at least $k$ vertices $S \subseteq 2^V$, parameter $\epsilon > 0$, parameter $\delta \in (0, 1)$, and allocation strategy $P$

Output: $S \subseteq V$

for $t = 1, \ldots, m$ do

Choose $S_t \leftarrow \arg\min_{S \in \text{supp}(p)} \frac{T_t(S)}{p(S)}$;

Call the sampling oracle for $S_t$;

Observe $r_t(S_t)$;

$b_{x_t} \leftarrow b_{x_{t-1}} + \chi_{(S_t)} r_t(S_t)$;

end

while stopping condition (6) is not true do

$t \leftarrow t + 1$;

Choose $S_t \leftarrow \arg\min_{S \in \text{supp}(p)} \frac{T_t(S)}{p(S)}$;

Call the sampling oracle for $S_t$ and observe $r_t(S_t)$;

$A_{x_t} \leftarrow A_{x_{t-1}} + \chi_{(S_t)} \chi_{(S_t)^T}$;

$b_{x_t} \leftarrow b_{x_{t-1}} + \chi_{(S_t)} r_t(S_t)$;

$\tilde w_t \leftarrow A_{x_t}^{-1} b_{x_t}$;

if $\tilde w_t(e) < 0$ then $\tilde w_t(e) = 0$ for each $e \in E$;

$x \leftarrow$ Algorithm 1 for $A_{x_t}^{-1}$;

$Z_t \leftarrow C_t \sqrt{\sum_{i \leq j \leq m} A_{x_t}^{-1}(i,j) x_t(i) x_t(j)}$;

$\bar S_t \leftarrow$ Output of the LP-based exact algorithm (Charikar, 2000) for $G(V, E, \tilde w_t)$;

end

returns $S_{\text{out}} \leftarrow \bar S_t$

and if $\lambda \leq \frac{\deg_{\text{max}} R^2}{4} \log \left(\frac{1}{\delta}\right)$, then

$$
\tau = \Theta \left( m \deg_{\text{max}} R^2 H_e \log \frac{1}{\delta} + C_{H, \delta} \right)
$$

where $C_{H, \delta}$ is

$$
\Theta \left( m \deg_{\text{max}} R^2 H_e \log \left( \deg_{\text{max}} R m H_e \log \frac{1}{\delta} \right) \right).
$$

The proof of Theorem 2 is given in Appendix F. Note that $\rho_{\Lambda_p} = d$ holds if we are allowed to query any subset of vertices and employ G-allocation strategy, i.e., $p = \arg\max_{p \in P} \max_{S \subseteq V} \|\chi_{(S)}\|_A^{-1}$, which was shown in Kiefer & Wolfowitz (1960). However, in practice, we should restrict the size of the support to reduce the computational cost; finding a family of subsets of vertices that minimizes $\rho_{\Lambda_p}$ may be also related to the optimal experimental design problem (Pukelsheim, 2006).

In the work of Chen et al. (2014), they proved that the lower bound on the sample complexity of general combinatorial pure exploration problems with linear rewards is $\Omega \left( \sum_{e \in [m]} \frac{1}{\Delta_e} \log \frac{1}{\delta} \right)$, where $m$ is the number of base arms and $\Delta_e$ is defined as follows. Let $M$ be any decision class (such as size-$k$, paths, matchings, and matroids). Let $M^*$ be an optimal subset, i.e., $M^* = \arg\max_{M \in M} \sum_{e \in M} w_e$.

For each base arm $e \in [m]$, the gap $\Delta_e$ is defined as $\Delta_e = \sum_{e \in M^*} w_e - \max_{M \in M: e \notin M} \sum_{e \in M} w_e$ (if $e \notin M^*$), and $\Delta_e = \sum_{e \in M^*} w_e - \max_{M \in M: e \notin M} \sum_{e \in M} w_e$ (if $e \in M^*$).

In the work of Huang et al. (2018), they studied the combinatorial pure exploration problem with continuous and separable reward functions, and showed that the problem has a lower bound $\Omega(H_n H_m m^{-1} \log(\delta^{-1}))$, where $H_n = \sum_{i = 1}^m \frac{1}{\sqrt{i}}$. In their definition of $H_n$, the term $\Lambda_i$ is called consistent optimality radius and it measures how far the estimate can be away from true parameter while the optimal solution in terms of the estimate is still consistent with the true optimal one in the $i$-th dimension (see Definition 2 in (Huang et al., 2018)).

Note that the problem settings in Chen et al. (2014) and Huang et al. (2018) are different from ours; in fact, in our setting the learner can query a subset of edges rather than a base arm and reward function is not linear. Therefore, their lower bound results are not directly applicable to our problem. However, we can see that our sample complexity in Theorem 1 is comparable with their lower bounds because ours is $O(H_n \log \delta^{-1} + H_m \log(H_m \log \delta^{-1}))$ if we ignore the terms irrespective of $H_n$ and $\delta$.

4. Algorithm for Problem 2

In this section, we propose a scalable and parameter-free algorithm for Problem 2 that runs in $O(n^2 T)$ time for a given budget $T$, and provide theoretical guarantees for the output of the algorithm.

4.1. DS-SR algorithm

The design of our algorithm is based on the Successive Reject (SR) algorithm, which was designed for a regular multi-armed bandits in the fixed budget setting (Audibert et al., 2010) and is known to be the optimal strategy (Carpentier & Locatelli, 2016). In classical SR algorithm, we divide the budget $T$ into $K - 1$ ($K$ is the number of arms) phases. During each phase, the algorithm uniformly samples an active arm that has not been dismissed yet. At the end of each phase, the algorithm dismisses the arm with the lowest empirical mean. After $K$ phases, the algorithm outputs the last surviving arm.

For DS bandits, we employ a different strategy from the classical one because our aim is to find the best subset of vertices in a given graph. Specifically, our algorithm DS-SR is inspired by the graph algorithm called greedy peeling (Charikar, 2000), which was designed for approximately solving the densest subgraph problem. DS-SR removes one vertex in each phase, and after all phases are over, it selects the best subset of vertices according to the empirical observation.
Algorithm 3 DS-SR

Input : Budget $T > 0$, graph $G(V, E)$, sampling oracle
Output : $S \subseteq V$

1. $S_0 \leftarrow \emptyset$;
2. For $T_0(v) \leftarrow 0$ for each $v \in V$;
3. For $T_n(v) \leftarrow 0$ for each $v \in V$;
4. For $S_n \leftarrow V$ and $v_0 \leftarrow \emptyset$;
5. For $t \leftarrow 1, \ldots, n - 1$ do
   6. $T_t' \leftarrow \left\lceil \frac{T_t}{\log(n - 1)(n - t)} \right\rceil$;
   7. $T_t'' \leftarrow \left\lceil \frac{T_t'}{|S_{n-t+1}|} \right\rceil$ and $\tau_t \leftarrow T_t' - T_{t-1}$;
8. For $v \in S_{n-t+1}$ do
   9. Run Algorithm 4 (sampling procedure);
10. $\hat{f}(S_{n-t+1}) \leftarrow \frac{1}{\tau_t} \sum_{v \in S_{n-t+1}} \deg_{S_{n-t+1}}(v, t)$;
11. $\hat{v}_t \leftarrow \argmin_{v \in S_{n-t+1}} \deg_{S_{n-t+1}}(v, t)$;
12. $S_{n-t} \leftarrow S_{n-t+1} \setminus \{\hat{v}_t\}$;
end
13. return $S_{OUT} \in \{S_2, \ldots, S_n\}$ that maximizes $\hat{f}(S_t)$

Notation. For $S \subseteq V$ and $v \in S$, let $N_S(v) = \{u \in S : (u, v) \in E\}$ be the set of neighboring vertices of $v$ in $G[S]$ and let $E_S(v) = \{u, v\} \in E : u \in N_S(v)\}$ be the set of incident edges to $v$ in $G[S]$. For $F \subseteq 2^E$ and for all phases $t \geq 1$, we denote by $T_F(t)$ the number of times that $F$ was sampled over all rounds from 1 to $t$, and denote by $X_F(1), \ldots, X_F(T_F(t))$ the sequence of associated observed weights. Introduce $X_F(k) = \frac{1}{k} \sum_{i=1}^{k} X_F(s)$ as the empirical mean of weights of $F$ after $k$ samples. For simplicity, we denote $\deg_{S,v}(t) = X_{E_S(v)}(T_E(S)(t))$.

Proposed algorithm. All procedures of DS-SR are detailed in Algorithm 3. Intuitively, DS-SR proceeds as follows. Given a budget $T$, we divide $T$ into $n - 1$ phases. DS-SR maintains a subset of vertices. Initially $S_0 \leftarrow V$. In each phase $t$, for $v \in S_{n-t+1}$, the algorithm uses the sampling oracle for obtaining the estimate of the degree $\deg_{S_{n-t+1}}(v)$, which we refer to as the empirical degree. After the sampling procedure, we compute empirical quality function $\hat{f}(S_{n-t+1})$ and specify one vertex $\hat{v}_t$ that should be removed. In Algorithm 4, we detail the sampling procedure for obtaining the empirical degree of $v \in S_{n-t+1}$. If $v$ was not a neighbor of $\hat{v}_{t-1}$ in phase $t - 1$, the algorithm samples $E_{S_{n-t+1}}(v)$ for $\tau_t$ times, where $\tau_t$ is set carefully. On the other hand, if $v$ was a neighbor of that, the algorithm samples $E_{S_{n-t+1}}(v)$ for $\sum_{i=1}^{t} \tau_i$ times. Our eliminate scheme removes a vertex $\hat{v}_t$ that minimizes the empirical degree, i.e., $v_t \in \argmin_{v \in S_{n-t+1}} \deg_{S_{n-t+1}}(v, t)$. Finally, after $n - 1$ phases have been done, DS-SR outputs $S_{OUT} \subseteq V$ that maximizes the empirical quality function, i.e., $S_{OUT} = \arg\max_{S_t \in \{S_2, \ldots, S_n\}} \hat{f}(S_t)$.

Algorithm 4 Sampling procedure (subroutine of Algorithm 3)

if $N_{S_{n-t+1}}(v) = \emptyset$ then
   1. Set $\deg_{S_{n-t+1}}(v, t) = 0$;
end

if $v \notin N_{S_{n-t+2}}(v_{t-1})$ then
   2. Sample $E_{S_{n-t+1}}(v)$ for $\tau_t$ times;
   3. $Y_t \leftarrow T_{E_{S_{n-t+1}}(v)}(t - 1)\deg_{S_{n-t+1}}(v, t)$;
   4. $\hat{\deg}_{S_{n-t+1}}(v, t) \leftarrow Y_t + \tau_t \delta_{E_{S_{n-t+1}}(v)}(\tau_t)$;
   5. $T_{E_{S_{n-t+1}}(v)}(t) \leftarrow T_{E_{S_{n-t+1}}(v)}(t - 1) + \tau_t$;
end

else
   6. Sample $E_{S_{n-t+1}}(v)$ for $\sum_{i=1}^{t} \tau_i$ times;
   7. $\hat{\deg}_{S_{n-t+1}}(v, t) \leftarrow \hat{X}_{E_{S_{n-t+1}}(v)}(\sum_{i=1}^{t} \tau_i)$;
   8. $T_{E_{S_{n-t+1}}(v)}(t) \leftarrow \sum_{i=1}^{t} \tau_i$;
end

4.2. Upper bound on the probability of error

We provide an upper bound on the probability that the quality of solution obtained by the proposed algorithm is less than $\frac{1}{\sqrt{n}} f_w(S^*) - \epsilon$, as shown in the following theorem.

Theorem 2. Given any $T > m$, and assume that the edge weight distribution $\phi_e$ for each arm $e \in [m]$ has mean $w(e)$ with an $R$-sub-Gaussian tail. Then, DS-SR (Algorithm 3) uses at most $T$ samples and outputs $S_{OUT} \subseteq V$ such that

$$\Pr \left[ f_w(S_{OUT}) < \frac{f_w(S^*)}{2} - \epsilon \right] \leq C_{G, \epsilon} \exp \left( -\frac{(T - \sum_{i=1}^{n+1} i)^2}{4n^2 \deg_{\max} R^2 \log(n - 1)} \right),$$

where $C_{G, \epsilon} = \frac{2\deg_{\max}(n+1)^2 n^2 R^2}{\epsilon^2} \log(n - 1)$.

The proof of Theorem 2 is given in Appendix H. From the theorem, we see that DS-SR requires a budget of $T \approx O(\sqrt{\frac{\deg_{\max}}{\epsilon^2} \log \left( \frac{\deg_{\max}}{\epsilon} \right)}$ by setting the RHS of (7) to a constant. Besides, the upper bound on the probability of error is exponentially decreasing with $T$.

5. Experiments

In this section, we examine the performance of our proposed algorithms DS-Lin and DS-SR. First, we conduct experiments for DS-Lin and show that DS-Lin can find a nearly-optimal solution without sampling any single edges.
Second, we perform experiments for DS-SR and demonstrate that DS-SR is applicable to large-sized graphs and significantly reduces the number of samples for single edges, compared to that of the state-of-the-art algorithm. Throughout our experiments, to solve the LPs in Charikar’s algorithm (Charikar, 2000), we used a state-of-the-art mathematical programming solver, Gurobi Optimizer 7.5.1, with default parameter settings. All experiments were conducted on a Linux machine with 2.6 GHz CPU and 130 GB RAM. The code was written in Python.

Dataset. Table 1 lists real-world graphs on which our experiments were conducted. Most of those can be found on Mark Newman’s website\(^1\) or in SNAP datasets\(^2\). For each graph, we construct the edge weight \(w\) using the following simple rule, which is inspired by the knockout densest subgraph model introduced by Miyauchi & Takeda (2018). Let \(G = (V, E)\) be an unweighted graph and let \(S^* \subseteq V\) be an optimal solution to the densest subgraph problem. For each \(e \in E\), we set \(w(e) = \text{rand}(1, 20)\) if \(e \in E(S^*)\), and \(w(e) = \text{rand}(1, 100)\) if \(e \in E \setminus E(S^*)\), where \(\text{rand}(\cdot, \cdot)\) is the function that returns a real value selected uniformly at random from the interval between the two values. That is, we set a relatively small value for each \(e \in E(S^*)\) and a relatively large value for each \(e \in E \setminus E(S^*)\), which often makes the densest subgraph on \(G = (V, E)\) no longer densest on the edge-weighted graph \(G = (V, E, w)\). Throughout our experiments, we generate a random noise \(\eta(e) \sim \mathcal{N}(0, 1)\) for all \(e \in E\).

5.1. Experiments for DS-Lin

Baseline. We compare our algorithm with the following naive approach, which we refer to as Naive. As well as our proposed algorithm, Naive is a kind of algorithm that sequentially accesses a sampling oracle to estimate \(w\) and uses uniform sampling strategy. The entire procedure is detailed in Algorithm 5.

<table>
<thead>
<tr>
<th>Name</th>
<th>(n)</th>
<th>(m)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Karate</td>
<td>34</td>
<td>78</td>
<td>Social network</td>
</tr>
<tr>
<td>Lesmis</td>
<td>77</td>
<td>254</td>
<td>Social network</td>
</tr>
<tr>
<td>Polbooks</td>
<td>105</td>
<td>441</td>
<td>Co-purchased network</td>
</tr>
<tr>
<td>Adjnoun</td>
<td>112</td>
<td>425</td>
<td>Word-adjacency network</td>
</tr>
<tr>
<td>Jazz</td>
<td>198</td>
<td>2,742</td>
<td>Social network</td>
</tr>
<tr>
<td>Email</td>
<td>1,133</td>
<td>5,451</td>
<td>Communication network</td>
</tr>
<tr>
<td>email-Eu-core</td>
<td>986</td>
<td>16,064</td>
<td>Communication network</td>
</tr>
<tr>
<td>Polblogs</td>
<td>1,222</td>
<td>16,714</td>
<td>Blog hyperlinks network</td>
</tr>
<tr>
<td>ego-Facebook</td>
<td>4,039</td>
<td>88,234</td>
<td>Wikipedia “who-votes-whom”</td>
</tr>
<tr>
<td>Wiki-Vote</td>
<td>7,066</td>
<td>100,736</td>
<td>Wikipedia “who-votes-whom”</td>
</tr>
</tbody>
</table>

Algorithm 5 Baseline algorithm (Naive)

Input: \(T\) and a family of queryable subsets \(\mathcal{S}\) of at least \(k\) vertices \(S \subseteq 2^V\)

Output: \(S \subseteq V\)

1. \(w_{\text{avg}} \leftarrow 0;\)
2. \(t_e \leftarrow 0 \quad \forall e \in E;\)
3. \(\text{for } t = 1, 2, \ldots, T \text{ do}\)
   1. Choose \(S_t \subseteq \mathcal{S}\) uniformly at random;
   2. Call the sampling oracle for \(S_t\) and observe \(r_t(S_t);\)
   3. \(t_e \leftarrow t_e + 1 \quad \forall e \in E(S_t);\)
   4. Update \(w_{\text{avg}}(e) \leftarrow \frac{w_{\text{avg}}(e) + r_t(S_t)}{t_e} \quad \forall e \in E(S_t);\)
4. \(S \leftarrow \text{Output of Charikar’s LP-based exact algorithm (Charikar, 2000)}\) for \(G(V, E, w_{\text{avg}});\)
5. \(\text{return } S\)

| Graph   | \(k\) | DS-Lin | Naive | OPT | \(|S^*|\) |
|---------|-------|--------|-------|-----|--------|
| Karate  | 10    | 111.08 | 19.94 | 111.08 | 6      |
|         | 20    | 111.08 | 19.94 | 111.08 | 6      |
|         | 30    | 111.08 | 19.94 | 111.08 | 6      |
| Lesmis  | 10    | 179.72 | 177.19 | 179.72 | 15     |
|         | 20    | 179.72 | 177.19 | 179.72 | 15     |
|         | 30    | 179.72 | 177.19 | 179.72 | 15     |
| Polbooks | 10   | 227.43 | 172.69 | 227.43 | 19     |
|         | 20   | 227.43 | 172.69 | 227.43 | 19     |
|         | 30   | 227.43 | 172.69 | 227.43 | 19     |
| Adjnoun | 10   | 133.23 | 53.27 | 133.23 | 55     |
|         | 40   | 133.62 | 53.27 | 134.83 | 55     |
|         | 70   | 133.53 | 53.27 | 134.83 | 55     |
| Jazz    | 10   | 598.39 | 170.03 | 598.39 | 42     |
|         | 40   | 598.81 | 170.46 | 599.43 | 42     |
|         | 70   | 598.81 | 164.76 | 599.43 | 42     |
| Email   | 10   | 223.36 | 67.24 | 223.36 | 58     |
|         | 40   | 223.37 | 67.24 | 223.37 | 58     |
|         | 70   | 222.29 | 67.24 | 222.29 | 58     |

Parameter settings. Here we use the graphs with up to ten thousand edges. We set the minimum size of queryable subsets \(k = 10, 20, 30\) for Karate, Lesmis, and Polbooks, and \(k = 10, 40, 70\) for Adjnoun, Jazz, and Email. We construct \(\mathcal{S}\) so that the matrix consisting of rows corresponding to the indicator vector of \(S \in \mathcal{S}\) has rank \(m\). Each \(S \in \mathcal{S}\) is given as follows. We select an integer \(\ell \in [k, m]\) and choose \(S \subseteq V\) of size \(\ell\) uniformly at random. A uniform allocation strategy is employed by DS-Lin as \(p, i.e., p = (1/|S|)_{S \in \mathcal{S}}\). We set \(\lambda = 100\) and \(R = 1\). In our theoretical analysis, we provided an upper bound of the number of queries required by DS-Lin for \(\delta > 0\) and \(\ell \in (0, 1]\). However, such an upper bound is usually too large in practice. Therefore, we terminate the while-loop of our algorithm once the number of iterations exceeds 10,000.
except for the initialization steps. To be consistent, we also set $T = m + 10000$ in Naive.

### Results.
Here we compare our proposed algorithm DS-Lin with Naive in terms of the quality of solutions. The results are summarized in Table 2. The quality of output $S$ is measured by its density in terms of $w$ which is unknown to the learner. For all instances, we run each algorithm for 10 times, and report the average value. The last two columns of Table 2 represent the optimal value and the size of an optimal solution, respectively. As can be seen, our algorithm outperforms the baseline algorithm; in fact, our algorithm always obtains a nearly-optimal solution. It should be noted that this trend is valid even if $k$ is quite large; in particular, even if $k$ is larger than the size of the densest subgraph on the edge-weighted graph $G = (V, E, w)$, our algorithm succeeds in detecting a vertex subset that is almost densest in terms of $w$. We also report how the density of solutions approaches to such a quality and behavior of DS-Lin with respect to the number of iterations in Appendix I.

Finally, we briefly report the running time of our proposed algorithm with 10,000 iterations. For small-sized instances, Karate, Lesmis, Polbooks, and Adjnoun, the algorithm runs in a few minutes. For medium-sized instances, Jazz and Email, the algorithm runs in a few hours.

5.2. Experiments for DS-SR

#### Compared algorithms.
To demonstrate the performance of DS-SR for Problem 2, we also implement two algorithms G-Oracle and R-Oracle. G-Oracle is the greedy peeling algorithm with the knowledge of the expected weight $w$ (Charikar, 2000), which is detailed in Algorithm 6. Note that we are interested in how the quality of solutions by DS-SR is close to that of G-Oracle. R-Oracle is the state-of-the-art robust optimization algorithm proposed by Miyauchi & Takeda (2018) with the use of edge-weight space $W = \times_{e \in E}[\min\{w(e) - 1, 0\}, w(e) + 1]$, which is detailed in Algorithm 7 in Appendix J. For R-Oracle, we set $\gamma = 0.9$ and $\varepsilon = 0.9$ as in Miyauchi & Takeda (2018).

#### Results.
For DS-SR, in order to make $\tilde{T}_i$ positive, we run the experiments with a budget $T = 10^\lceil\log_{10} \sum_{i=1}^n t_i \rceil$ for all instances. The results are summarized in Table 3. The quality of output is again evaluated by its density in terms of $w$. For DS-SR and R-Oracle, we list the total number of samples for individual edges used in the algorithms. To observe the scalability, we also report the computation time of the algorithms. We perform them 100 times on each graph. As can be seen, DS-SR required much less samples for single edges than that of R-Oracle but still can find high-quality solutions. The quality of solutions by DS-SR is comparable with that of G-Oracle, which has a prior knowledge of expected weights $w$. Moreover, in terms of computation time, DS-SR efficiently works on large-sized graphs with about ten thousands of edges. Finally, Figure 1 depicts the fraction of the size of edge subsets queried in DS-SR (see Appendix J for results on all graphs). We see that in the execution of DS-SR, the fraction of the number of queries for single edges is less than 30%.

#### 6. Conclusion
In this study, we introduced a novel online variant of the densest subgraph problem by bringing the concepts of com-
binatorial pure exploration, which we refer to as the DS bandits. We first proposed an \((\epsilon, \delta)\)-PAC algorithm called DS-Lift, and provided a polynomial sample complexity guarantee. Our key technique is to utilize an approximation algorithm using SDP for confidence bound maximization. Then, to deal with large-sized graphs, we proposed an algorithm called DS-SR by combining the successive reject strategy and the greedy peeling algorithm. We provided an upper bound of probability that the quality of the solution obtained by the algorithm is less than \(\frac{\epsilon}{4}\). OPT. Computational experiments using well-known real-world graphs demonstrate the effectiveness of our proposed algorithm.
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