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Abstract
Bias in machine learning has manifested injus-
tice in several areas, such as medicine, hiring,
and criminal justice. In response, computer scien-
tists have developed myriad definitions of fairness
to correct this bias in fielded algorithms. While
some definitions are based on established legal
and ethical norms, others are largely mathemati-
cal. It is unclear whether the general public agrees
with these fairness definitions, and perhaps more
importantly, whether they understand these defi-
nitions. We take initial steps toward bridging this
gap between ML researchers and the public, by
addressing the question: does a lay audience un-
derstand a basic definition of ML fairness? We
develop a metric to measure comprehension of
three such definitions–demographic parity, equal
opportunity, and equalized odds. We evaluate this
metric using an online survey, and investigate the
relationship between comprehension and senti-
ment, demographics, and the definition itself.

1. Introduction
Research into algorithmic fairness has grown in both im-
portance and volume over the past few years, driven in part
by the emergence of a grassroots Fairness, Accountabil-
ity, Transparency, and Ethics (FATE) in Machine Learning
(ML) community. Different metrics and approaches to al-
gorithmic fairness have been proposed, many of which are
based on prior legal and philosophical concepts, such as dis-
parate impact and disparate treatment (Feldman et al., 2015;
Chouldechova, 2017; Binns, 2017). However, definitions of
ML fairness do not always fit well within pre-existing legal
and moral frameworks. The rapid expansion of this field
makes it difficult for professionals to keep up, let alone the
general public. Furthermore, misinformation about notions
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of fairness can have significant legal implications.1

Computer scientists have largely focused on developing
mathematical notions of fairness and incorporating them
into ML systems. A much smaller collection of studies have
measured public perception of bias and (un)fairness in algo-
rithmic decision-making. However, as both the academic
community and society in general continue to discuss issues
of ML fairness, it remains unclear whether non-experts–
who will be impacted by ML-guided decisions–understand
various mathematical definitions of fairness sufficiently to
provide opinions and critiques. We emphasize that these
technologies are likely to have greater impact on marginal-
ized populations, and those with lower levels of education,
as in the case of hiring and criminal justice (Barocas &
Selbst, 2016; Frey & Osborne, 2017). For this reason, we
focus on a non-expert audience and a context (hiring) that
most people would find relatively familiar.

Our Contributions. We take a step toward addressing this
issue by studying peoples’ comprehension and perceptions
of three definitions of ML fairness: demographic parity,
equal opportunity, and equalized odds (Hardt et al., 2016).
Specifically, we address the following research questions:
RQ1 When provided with an explanation intended for a

non-technical audience, do non-experts comprehend
each definition and its implications?

RQ2 What factors play a role in comprehension?

RQ3 How are comprehension and sentiment related?

RQ4 How do the different definitions compare in terms of
comprehension?

We developed two online surveys to address these research
questions. We presented participants with a simplified
decision-making scenario and an accompanying fairness
rule expressed in the scenario’s context. We asked questions
related to the participants’ comprehension of and sentiment
toward this rule. Tallying the number of correct responses
to the comprehension questions gives us a comprehension
score for each participant. In Study-1, we found that this
comprehension score is a consistent and reliable indicator
of understanding demographic parity.

1https://www.cato.org/blog/misleading-
veritas-accusation-google-bias-could-
result-bad-law
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Then, in Study-2, we used a similar approach to compare
comprehension among all three definitions of interest. We
find that (1) education is a significant predictor of rule un-
derstanding, (2) the counterintuitive definition of Equal Op-
portunity with False Negative Rate was significantly harder
to understand than other definitions, and (3) participants
with low comprehension scores tended to express less nega-
tive sentiment toward the fairness rule. This underlines the
importance of considering stakeholders before deploying
a “fair” ML system, because some stakeholders may not
understand or agree with an ML-specific notion of fairness.
Our goal is to help to designers and adopters of fairness ap-
proaches understand whether they are communicating with
stakeholders effectively.

2. Related Work
In response to many instances of bias in fielded artificial
intelligence (AI) and machine learning (ML) systems, ML
fairness has received significant attention from the computer-
science community. Notable examples include gender bias
in job-related ads (Datta et al., 2015), racial bias in evaluat-
ing names on resumes (Caliskan et al., 2017), and racial bias
in predicting criminal recidivism (Angwin et al., 2016). To
correct biased behavior, researchers have proposed several
mathematical and algorithmic notions of fairness.

Most algorithmic fairness definitions found in literature are
motivated by the philosophical notion of individual fair-
ness (e.g., see (Rawls, 1971)), and legal definitions of dis-
parate impact/treatment (e.g., see (Barocas & Selbst, 2016)).
Several ML-specific definitions of fairness have been pro-
posed which claim to uphold these philosophical and legal
concepts. These definitions of “ML fairness” fall loosely
into two categories (for a review, see (Chouldechova &
Roth, 2018)). Statistical Parity posits that in a fair out-
come, individuals from different protected groups have the
same chance of receiving a positive (or negative) outcome.
Similarly, Predictive Parity (Hardt et al., 2016) asserts that
the predictive accuracy should be similar across different
protected groups–often measured by the false positive rate
(FPR) or false negative rate (FNR) in binary classification
settings. Myriad other definitions have been proposed, based
on concepts such as calibration (Pleiss et al., 2017) and
causality (Kusner et al., 2017). Of course, all of these defi-
nitions make limiting assumptions; no concept of fairness
is perfect (Hardt et al., 2016). The question remains, which
of these fairness definitions are appropriate, and in what
context? There are two important components to answering
this question: communicating these fairness definitions to a
general audience, and measuring their perception of these
definitions in context.

Communicating ML-related concepts is an active and grow-
ing research area. In particular, interpretable ML focuses

on communicating the decision-making process and results
of ML-based decisions to a general audience (Lipton, 2018).
Many tools have been developed to make ML models more
interpretable, and many demonstrably improve understand-
ing of ML-based decisions (Ribeiro et al., 2016; Huysmans
et al., 2011). These models often rely on concepts from
probability and statistics—teaching these concepts has long
been an active area of research. Batanero et al. (2016) pro-
vide an overview of teaching probability and how students
learn probability; our surveys use their method of com-
municating probability, which relies on proportions. We
draw on several other concepts from this literature for our
study design; for example avoiding numerical and statistical
representations (Gigerenzer & Edwards, 2003; Gigerenzer
et al., 2007), which can be confusing to a general audience.
Instead we provide relatable examples, accompanied by
examples and graphics (Hogarth & Soyer, 2015).

Effectively communicating ML concepts is necessary to
achieve our second goal of understanding peoples’ percep-
tions of these concepts. One particularly active research
area focuses on how people perceive bias in algorithmic
systems. For example, Woodruff et al. (2018) investigated
perceptions of algorithmic bias among marginalized popula-
tions, using a focus group-style workshop; Grgic-Hlaca et al.
(2018) study the underlying factors causing perceptions of
bias, highlighting the importance of selecting appropriate
features in algorithmic decision-making; Plane et al. (2017)
look at perceptions of discrimination of online advertis-
ing; Harrison et al. (2020) studies perceptions of fairness in
stylized machine learning models; Srivastava et al. (2019)
note that perceived appropriateness of an ML notion of
fairness may depend on the domain in which the decision-
making system is deployed, but suggest that simpler notions
may best capture lay perceptions of fairness.

A related body of work studied how people perceive algo-
rithmic decision-makers. Lee (2018) studies perceptions
of fairness, trust, and emotional response of algorithmic
decision-makers — as compared to human decision-makers.
Similar work studies perception of fairness in the context
of splitting goods or tasks, and in loan decisions (Lee &
Baykal, 2017; Lee et al., 2019; Saxena et al., 2020). Binns
et al. (2018) studies how different explanation styles impact
perceptions of algorithmic decision-makers.

This substantial body of prior research provided inspiration
and guidance for our work. Prior work has studied both the
effective communication of, and perceptions of, ML-related
concepts. We hypothesize that these concepts are in fact
related; to that end, we design experiments to simultane-
ously study peoples’ comprehension of and perceptions of
common ML fairness definitions.
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3. Methods
To study perceptions of ML fairness, we conducted two
online surveys where participants were presented with a
hypothetical decision-making scenario. Participants were
then presented with a “rule” for enforcing fairness. We then
asked each participant several questions on their comprehen-
sion and perceptions of this fairness rule. We first conducted
Study-1 to validate our methodology; we then conducted
the larger and broader Study-2 to address our main research
questions. Both studies were approved by the University of
Maryland Institutional Review Board (IRB).

3.1. Study-1

In Study-1 we tested three different decision-making scenar-
ios based on real-world decision problems: hiring, giving
employee awards, and judging a student art project. How-
ever, we observed no difference in participant responses
between these scenarios; for this reason, we focus exclu-
sively on hiring in Study-2 (see 3.2). Please see Appendix D
for a description of the Study-1 scenarios, and Appendix B.5
for relevant survey results. In Study-1, we chose (what we
believe is) the simplest definition of ML fairness, namely,
demographic parity. In short, this rule requires that the frac-
tion of one group who receives a positive outcome (e.g., an
award or job offer) is equal for both groups.

3.1.1. SURVEY DESIGN

Here we provide a high-level discussion of the survey de-
sign; the full text of each survey can be found in Ap-
pendix D. The participant first receives a consent form (see
Appendix E). If consent is obtained, the participant sees a
short paragraph explaining the decision-making scenario.
To make demographic parity accessible to a non-technical
audience, and to avoid bias related to algorithmic decision-
making, we frame this notion of fairness as a rule that the
decision-maker must follow to be fair. In the hiring sce-
nario, we framed this decision rule as follows: The fraction
of applicants who receive job offers that are female should
equal the fraction of applicants that are female. Similarly,
the fraction of applicants who receive job offers that are
male should equal the fraction of applicants that are male.

We then ask two questions concerning participant evalua-
tion of the scenario, nine comprehension questions about
the fairness rule, two self-report questions on participant
understanding and use of the rule, and four free response
questions on comprehension and sentiment. For example,
one comprehension question is: Is the following statement
TRUE OR FALSE: This hiring rule always allows the hiring
manager to send offers exclusively to the most qualified ap-
plicants. Finally, we collect demographic information (age,
gender, race/ethnicity, education level, and expertise in a
number of relevant fields).

We conducted in-person cognitive interviews (Harrell &
Bradley, 2009) to pilot our survey, leading to several im-
provements in the question design. Most notably, because
some cognitive interview participants appeared to use their
own personal notions of fairness rather than our provided
rule, we added questions to assess this compliance issue.

3.1.2. RECRUITMENT AND PARTICIPANTS

We recruited participants using the online service Cint
(Cint), which allowed us to loosely approximate the 2017
U.S. Census distributions (Bureau, 2017) for ethnicity and
education level, allowing for broad representation. We re-
quired that participants be 18 years of age or older, and
fluent in English. Participants were compensated using
Cint’s rewards system; according to a Cint representative:
“[Participants] can choose to receive their rewards in cash
sent to their bank accounts (e.g. via PayPal), online shop-
ping opportunities with one of multiple online merchants,
or donations to a charity.”

Data was collected during August 2019. In total 147 par-
ticipants were included in the Study-1 analysis, including
75 men (51.0%), 71 women (48.3%), and 1 (0.7%) prefer-
ring not to answer. The average age was 46 years (SD =
16). Ethnicity and educational attainment are summarized
in Table 1. On average, participants completed the survey
in 14 minutes.

Table 1 summarizes the ethnicity and education level of
participants in both Study-1 and Study-2.

Table 1. Participant demographics across ethnicity and education
level, compared to the 2017 U.S. Census. AI = American Indian,
AN = Alaska Native, NH = Native Hawaiian, PI = Pacific Islander,
AA = African American. Note that in Study-2, two participants
did not report their education level.

Percent of Sample
Census Study-1 Study-2

Ethnicity
AI or AN 0.7 0.7 0.9
Asian or NH or PI 5.7 1.4 2.3
Black or AA 12.3 10.2 15.8
Hispanic or Latinx 18.1 12.2 7.7
Other 2.6 2.7 1.4
White 60.6 72.8 71.9

Education Level
Less than HS 12.1 6.1 6.9
HS or equivalent 27.7 29.9 24.9
Some post-secondary 30.8 30.6 24.9
Bachelor’s and above 29.4 33.3 42.7

3.2. Study-2

Study-2 follows a very similar structure to Study-1 with a
few changes. First, we decided to use only the hiring (HR)
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decision scenario (See Appendix B.5 for more in-depth
discussion). Second, we expanded to three definitions of
fairness: demographic parity (DP), equal opportunity (EP),
and equalized odds (EO) (Hardt et al., 2016). Within EP, we
tested both False Negative Rate (FNR) and False Positive
Rate (FPR), resulting in a total of four conditions.

3.2.1. SURVEY DESIGN

Here we provide a high-level discussion of the differences
between Study-2 and Study-1; the full text of each survey
can be found in Appendix D. We used a between-subjects
design with random assignment among the four conditions
(DP, FNR, FPR, EO). Again, we frame each notion of fair-
ness as a hiring rule that the decision-maker must follow to
be fair. For example, in FPR we define the award rule as
follows: The fraction of unqualified male candidates who
receive job offers should equal the fraction of unqualified
female candidates who receive job offers.

For this version, we added graphical examples to further
clarify our explanations (see Fig. 1 for an example). We
used the all the same questions as in Study-1 but added
two additional Likert-scale questions assessing participant
sentiment: one asked whether they liked the rule, and the
other asked whether they agreed with the rule. One free re-
sponse question (asking how participants personally would
go about the hiring process to ensure it was fair), which did
not consistently provide useful responses in Study-1, was
removed from the Study-2 survey in an effort to keep the
expected completion time similar.

Figure 1. A graphical example to describe a fair hiring outcome for
EO. Yellow people represent females while green people represent
males. The darker colors represent qualified individuals while
the lighter colors represent unqualified individuals. The gray box
represents the original pool of applicants. The green box represent
individuals that received job offers while the red box with a dashed
border represents individuals that did not receive job offers.

3.2.2. RECRUITMENT AND PARTICIPANTS

We again used the Cint service to recruit participants. Com-
pensation for participation was handled in the same manner
as described in §3.1.2. Because our initial sample (intended
to target education, ethnicity, gender and age distributions
approximating the U.S. census) skewed more highly ed-
ucated than we had hoped, we added a second round of
recruitment one week later primarily targeting participants
without bachelor’s degrees. Hereafter, we report on both
samples together.

Data was collected during January and February 2020. In
total 349 participants were included in the Study-2 anal-
ysis, including 142 men (40.7%), 203 women (58.2%), 1
other (0.3%), and 3 (0.9%) preferring not to answer. The
average age was 45 years (SD = 15). Ethnicity and educa-
tional attainment are summarized in Table 1. On average,
participants completed the survey in 16 minutes.

3.3. Data Analysis

Free response questions were qualitatively coded for statisti-
cal testing. In Study-1, one question was coded by a single
researcher for simple correctness (see Appendix B.1), and
the other was independently coded by three researchers (re-
solved to 100%) to capture sentiment information (see Ap-
pendix B.3). In Study-2, both questions were independently
coded by 2-3 researchers (resolved to 100%). Participants
who provided nonsensical answers, answers not in English,
or other non-responsive answers to free response questions
were excluded from all analysis.

The following methods were used for all statistical analy-
ses unless otherwise specified. Correlations with nonpara-
mentric ordinal data were assessed using Spearman’s rho.
Omnibus comparisons on nonparametric ordinal data were
performed with a Kruskal–Wallis (K-W) test, and relevant
post-hoc comparisons with Mann–Whitney U (M-WU) tests.
Post-hoc p-values were adjusted for multiple comparisons
using Bonferroni correction. χ2 tests were used for compar-
isons of nominal data. Boxplots show median and first and
third quartiles; whiskers extend to 1.5 ∗ IQR (interquartile
range), with outliers indicated by points. The full analysis
script for both studies can be found on github. 2

3.4. Limitations

As with all surveys, our study has certain limitations. We re-
cruited a demographically broad population, but web panels
are generally more tech-savvy than the broader population
(Redmiles et al., 2019). We consider this acceptable for
a first effort. Some participants may be satisficing rather

2https://github.com/saharaja/ICML2020-
fairness
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than answering carefully. We mitigate this by disqualify-
ing participants with off-topic or non-responsive free-text
responses. Further, this limitation can be expected to be con-
sistent across conditions, enabling reasonable comparison.
Finally, better or clearer explanations of the fairness defi-
nitions we explored are certainly possible; we believe our
explanations were sufficient to allow us to investigate our
research questions, especially because they were designed
to be consistent across conditions.

4. Results
In this section we first discuss the preliminary findings from
Study-1 (see §4.1). These findings were used as hypotheses
for further exploration and testing in Study-2; we discuss
those results second (see §4.2).

4.1. Study-1

We analyze survey responses for Study-1 and make several
observations. We first validate our comprehension score as
a measure of participant understanding; we then generate
hypotheses for further exploration in Study-2.

4.1.1. OUR SURVEY EFFECTIVELY CAPTURES RULE
COMPREHENSION

We find that we can measure comprehension of the fairness
rule. The comprehension score was calculated as the total
correct responses out of a possible 9. All questions were
weighted equally. The relevant questions included 2 multi-
ple choice, 4 true/false, and 3 yes/no questions. The average
score was 6.2 (SD=2.3).

We validate our comprehension score using two methods:
internal validity testing, and correlation against two self-
report and one free response question included in our survey
(see Appendix B.1 for further details).

Internal Validity Cronbach’s α and item-total correlation
were used to assess internal validity of the comprehension
score. Both measures met established thresholds (Nunnally,
1978; Everitt & Skrondal, 2010): Cronbach’s α = 0.71, and
item-total correlation for 8 of the 9 items (all but Q5) > 0.3.

Question Correlation We find that self-reported rule un-
derstanding and use are reflected in comprehension score.
First, we compared comprehension score to self-reported
rule understanding (Q13): “I am confident I know how to
apply the award rule described above,” rated on a five-point
Likert scale from strongly agree (1) to strongly disagree
(5). The median response was “agree” (Q1 = 1, Q3 = 3).
Higher comprehension scores tended to be associated with
greater confidence in understanding (Spearman’s ρ = 0.39,
p < 0.001), supporting the notion that comprehension score
is a valid measure of rule comprehension.

Next, we compared comprehension score to a self-report
question about the participant’s use of the rule (Q14), with
the following options: (a) “I applied the provided award rule
only,” (b) “I used my own ideas of what the correct award
decision should be rather than the provided award rule,” or
(c) “I used a combination of the provided award rule and
my own ideas of what the correct award decision should be.”
We find that participants who claimed to use only the rule
scored significantly higher (mean 7.09) than those who used
their own notions (4.90) or a combination (4.68) (post-hoc
M-WU, p < 0.001 for both tests; corrected α = 0.05/3 =
0.017). This further corroborates our comprehension score.

Finally, we asked participants to explain the rule in their
own words (Q12). Each response was then qualitatively
coded as one of five categories – Correct: describes rule
correctly; Partially correct: description has some errors or
is somewhat vague; Neither: vague description of purpose
of the rule rather than how it works, or pure opinion; In-
correct: incorrect or irrelevant; and None: no answer, or
expresses confusion. Participants whose responses were ei-
ther correct (mean comprehension score = 7.71) or partially
correct (7.03) performed significantly better on our survey
than those responding with neither (5.13) or incorrect (4.24)
(post-hoc M-WU, p < 0.001 for these four comparisons,
corrected α = 0.05/10 = 0.005). These findings further
validate our comprehension score. Additional details of
these results and the associated statistical tests can be found
in Appendix B.1.

4.1.2. HYPOTHESES GENERATED

We analyzed the data from Study-1 in an exploratory fash-
ion intended to generate hypotheses that could be tested
in Study-2. We highlight here three key hypotheses that
emerged from the data.

Education Influences Comprehension We used poisson
regression models to explore whether various demographic
factors were associated with differences in comprehension.
We found that a model including education as a regressor
had greater explanatory power than a model without (see
Appendix B.2 for further details).

Disagreement with the Rule is Associated with Higher
Comprehension Scores We asked participants for their
opinion on the presented rule in a free response question
(Q15). These responses were qualitatively coded to cap-
ture participant sentiment toward the rule in one of five
categories – Agree: generally positive sentiment towards
rule; Depends: describes both pros and cons of the given
rule; Disagree: generally negative sentiment towards rule;
Not understood: expresses confusion about rule; None:
no answer, or lacks opinion on appropriateness of the rule.
Participants who expressed disagreement with the rule per-
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formed better (mean comprehension score = 7.02) than those
who expressed agreement (5.50), did not understand the
rule (4.44), or provided no response (5.09) to the question
(post-hoc M-WU, p < 0.005 for these three comparisons;
corrected α = 0.05/10 = 0.005). Appendix B.3 provides
further details.

Non-Compliance is Associated with Lack of Under-
standing We were interested in understanding why some
participants failed to adhere to the rule, as measured by their
self-report of rule usage in Q14. We labeled those who re-
sponded with either having used their own personal notions
of fairness (n = 29) or some combination of their personal
notions and the rule (n = 28) as “non-compliant” (NC),
with the remaining n = 89 labeled as “compliant” (C). One
participant who did not provide a response was excluded
from this analysis, conducted using χ2 tests.

Non-compliant participants were less likely to self-report
high understanding of the rule in Q13 (see Fig. 13). More-
over, non-compliance also appears to be associated with
a reduced ability to correctly explain the rule in Q12 (see
Fig. 14). This fits with the overall strong relationship we
observed among comprehension scores, self-reported under-
standing, ability to explain the rule, and compliance.

Further, negative participant sentiment towards the rule
(Q15) also appears to be associated with greater compli-
ance (see Fig. 15). Thus, non-compliant participants ap-
pear to behave this way because they do not understand
the rule, rather than because they do not like it. Refer to
Appendix B.4 for further details.

4.2. Study-2

We first confirm the validity of our comprehension score,
then compare comprehension across definitions and exam-
ine the hypotheses generated in Study-1.

4.2.1. SCORE VALIDATION

We validated our metric using the same approach used in
Study-1, i.e., assessing both internal validity and correlation
with self-report and free-response questions. We report the
results of this assessment here.

Internal Validity We again used Cronbach’s α and item-
total correlation to assess internal validity of the comprehen-
sion score. An initial assessment using all 349 responses
yielded Cronbach’s α = 0.38, and item-total correlation
> 0.3 for only four of the nine comprehension questions.
Since both measures performed below established thresh-
olds (Nunnally, 1978; Everitt & Skrondal, 2010), we investi-
gated further and repeated these measurements individually
for each fairness-definition condition (DP, FNR, FPR, EO).
This procedure showed stark differences in Cronbach’s α

based on definition: DP = 0.64, FNR = 0.39, FPR = 0.49,
EO = 0.62. Item-total correlations followed a similar pattern:
best in DP, worst in FNR. Based on these differences, we it-
eratively removed problematic questions from the score on a
per-definition basis until all remaining questions achieved an
item-total correlation of > 0.3 (Everitt & Skrondal, 2010).
By removing poorly performing questions, we increase our
confidence that the measured comprehension scores are
meaningful for further analysis. Table 2 specifies which
questions were retained for analysis in each definition.

Table 2. Questions that were used for downstream analysis after
iterative removal of questions with poor item-total correlation.

Questions

Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11

DP X X X X X X X
FNR X X X X
FPR X X X X X X X
EO X X X X X X X X

Because questions were dropped on a per-definition basis,
the maximum of the resulting scores varied from 4-8 de-
pending on the definition, rather than being a uniform 9. We
normalized this treating comprehension score as a percent-
age of the maximum for each condition rather than a raw
score. We report this adjusted score in the remainder of
§4.2. The average score was 0.53 (SD=0.22).

Question Correlation As in Study-1, we compare com-
prehension scores with responses to self-report and free
response questions included in our survey.

First, we compared comprehension score to self-reported
rule understanding (Q13), as described in §4.1.1. The me-
dian response was “agree” (Q1 = 2, Q3 = 3). We assess
the correlation between these responses and comprehension
score using Spearman’s rho (appropriate for ordinal data).
Unlike in Study-1, there was no relationship between self-
reported understanding and comprehension score (Fig. 2a).

Next, we compared comprehension score to a self-report
question about the participant’s use of the rule (Q14), as
described in §4.1.1. A K-W test revealed a relationship
between self-reported rule usage and comprehension score
(p < 0.001). We find that participants who claimed to use
only the rule tended to score higher (mean comprehension
score = 0.58) than those who used a combination of the
rule and their own notions of fairness (0.47, p < 0.01). No
other differences were found (post-hoc M-WU; corrected
α = 0.05/3 = 0.017). This suggests that participants are
answering at least somewhat honestly: when they try to
apply the rule, comprehension scores improve (see Fig. 2b).

Finally, we asked participants to explain the rule in their own
words (Q12). Each response was then qualitatively coded as



Measuring Non-Expert Comprehension of Machine Learning Fairness Metrics

(a) Grouped by response to Q13 (b) Grouped by response to Q14. (c) Grouped by coded response to Q12.

Figure 2. Comprehension scores grouped by questions. In (a), self-reported understanding of the rule was not related to comprehension
score. X-axis is reversed for figure and correlation test. In (b), rule compliance (leftmost on the x-axis) was associated with higher
comprehension scores. One participant who did not provide a response was excluded from this figure and the relevant analysis. Finally, in
(c), participants who provided either correct or partially correct responses tended to perform better.

one of five categories, as described in §4.1.1. These results
can be seen in Fig. 2c. A K-W test revealed a relation-
ship between comprehension score and coded responses to
Q12 (p < 0.001). Correct (mean comprehension score =
0.83) responses were associated with higher comprehension
scores than partially correct (0.58), neither (0.44), incorrect
(0.52), and none (0.48) responses (p < 0.001 for all); par-
tially correct responses were also associated with higher
comprehension scores than neither responses (p < 0.001);
and incorrect responses were associated with higher com-
prehension scores that neither responses (p < 0.005). No
other differences were found (post-hoc M-WU; corrected
α = 0.05/10 = 0.005). These findings support our claim
that our comprehension score is a valid measure of fairness-
rule comprehension.

4.2.2. EDUCATION AND DEFINITION ARE RELATED TO
COMPREHENSION SCORE

One hypothesis generated by Study-1 was that comprehen-
sion score is positively correlated with education level. We
investigated this hypothesis further in Study-2 using linear
regression models followed by model selection. We believe
this exploratory approach to be appropriate despite the pre-
viously formulated hypothesis, given the introduction of a
new variable in Study-2, i.e. fairness definition.

Eleven models were tested, regressing different combina-
tions of demographics (ethnicity, gender, education, and
age) and condition (fairness definition). Models were com-
pared using Akaike information criterion (AIC), a standard
method of evaluating model quality and performing model
selection (Akaike, 1974). Comparison by AIC revealed
that the model using just education (edu) and fairness def-
inition (def) as regressors was the model of best fit. In
this model, having a Bachelor’s degree or above resulted
in a score increase of 0.14, and the FNR condition caused
a score decrease of -0.11 (p < 0.004 for both; corrected
α = 0.05/11 = 0.0045). A regression table of the best fit
model can be found in Table 3.

Table 3. Regression table for the best fit model, with two covari-
ates: education (baseline: no HS) and definition (baseline: DP).
Est. = estimate, CI = confidence interval.

Covariate Est. 95% CI p

Education
HS 0.00 [-0.10, 0.10] 0.989
Post-secondary, no BS 0.09 [-0.01, 0.18] 0.078
Bachelor’s and above 0.14 [0.04, 0.23] < 0.004

Definition
EO -0.08 [-0.14, 0.01] 0.020
FPR -0.05 [-0.11, 0.01] 0.124
FNR -0.11 [-0.18, -0.05] < 0.001

AIC results of each of the eleven models, along with the
relevant regressors, can be seen in Table 4 in Appendix C.1.
Comprehension score as a function of education and fairness
definition can be seen in Figs. 3 and 4.

Figure 3. Comprehension score grouped by education level.
Higher education was associated with higher comprehension
scores. Note that two participants who did not report their educa-
tion level were removed from this figure and the relevant analysis.

4.2.3. GREATER NEGATIVE SENTIMENT TOWARD THE
RULE IS ASSOCIATED WITH HIGHER
COMPREHENSION SCORES

In Study-1, we found a relationship between participant
sentiment towards the rule and comprehension score. To
better interrogate this phenomenon, in Study-2 we added
two more questions to the survey to directly address the
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Figure 4. Comprehension score grouped by fairness definition. The
FNR condition was associated with lower comprehension sore.

Figure 5. Comprehension score grouped by response to Q15. Dis-
like of the rule was associated with higher comprehension scores.
X-axis is reversed for figure and correlation test.

issue of sentiment, rather than relying on a free-response
question. One (Q15) asks, “To what extent do you agree
with the following statement: I like the hiring rule?”, and is
evaluated on a five-point Likert scale from “strongly agree”
(1) to “strongly disagree” (5). The other (Q16) asks, “To
what extent do you agree with the following statement: I
agree with the hiring rule?”, and is also evaluated on a five-
point Likert scale from “strongly agree” (1) to “strongly
disagree” (5).

Using Spearman’s rho, we assessed the correlation be-
tween responses to these two questions and comprehension
score. A minor correlation was found between liking the
rule and comprehension score, i.e. those who disliked the
rule were more likely to have higher comprehension scores
(ρ = −0.11, p < 0.05; see Fig. 5). A slight correlation was
also found between agreeing with the rule and comprehen-
sion score, i.e. disagreement was associated with higher
comprehension scores (ρ = −0.11, p < 0.05; see Fig. 6).

4.2.4. NON-COMPLIANCE IS ASSOCIATED WITH LACK
OF UNDERSTANDING

A final hypothesis generated in Study-1 involves non-
compliance: i.e., why do participants who report not using
the rule to answer the comprehension questions behave this
way? In Study-1, we found that this was due to the fact
that non-compliant participants were less able to understand
the rule, rather than because they did not like it. We also

Figure 6. Comprehension score grouped by response to Q16. Dis-
agreement with the rule was associated with higher comprehension
score. X-axis is reversed for figure and correlation test.

observed this in our results from Study-2: compliant partic-
ipants exhibited higher self-reported understanding of the
rule (p < 0.001, Fig. 17), were more likely to correctly
explain the rule (p < 0.001, Fig. 18), and were more likely
to dislike the rule (p < 0.05, Fig. 19). We observed no
relationship between compliance and agreement with the
rule (Fig. 20). Refer to Appendix C.2 for more details.

5. Discussion
Bias in machine learning is a growing threat to justice; to
date, ML bias has been documented in both commercial and
government applications, in sectors such as medicine, crimi-
nal justice, and employment. In response, ML researchers
have proposed various notions of fairness to correct these bi-
ases. Most ML fairness definitions are purely mathematical,
and require some knowledge of machine learning. While
they are intended to benefit the general public, it is unclear
whether the general public agrees with — or even under-
stands — these notions of ML fairness.

We take an initial step to bridge this gap by asking do peo-
ple understand the notions of fairness put forth by ML re-
searchers? To answer this question we develop a short
questionnaire to assess understanding of three particular no-
tions of ML fairness (demographic parity, equal opportunity,
and equalized odds). We find that our comprehension score
(with some adjustments for each definition) appears to be a
consistent and reliable indicator of understanding the fair-
ness metrics. The comprehension score demonstrated in this
work lays a foundation for many future studies exploring
other fairness definitions.

We do find, however, that comprehension is lower for equal
opportunity, false negative rate than other definitions. In
general, comprehension scores for equal opportunity (both
FNR and FPR) were less internally consistent than other
fairness rules, suggesting participant responses were also
more “noisy” for equal opportunity. This is somewhat in-
tuitive: equal opportunity is difficult to understand, as it
only involves one type of error (FNR or FPR) rather than
both. Furthermore, FNR participants had the lowest compre-
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hension scores and the lowest consistency of all conditions.
We believe this finding also matches intuition: FNR is a
strange notion in the context of hiring, as it concerns only
those qualified applicants who were not hired or offered
jobs. Indeed, in free-response questions several participants
mentioned that they do not understand why qualified candi-
dates are not hired. We believe many participants fixated on
this strange setting, impacting their comprehension scores.
This finding is potentially problematic, as equal opportunity
definitions are increasingly used in practice. Indeed, major
fairness tools such as Google What-If tool (Wexler et al.,
2019) and the IBM AI Fairness 360 (Bellamy et al., 2019)
specifically focus on equal opportunity. Further work should
be put into making descriptions of nuanced fairness metrics
more accessible.

Our analysis also identified other issues that should be con-
sidered when thinking about mathematical notions of fair-
ness. First, we find that education is a strong predictor of
comprehension. This is especially troubling, as the negative
impacts of biased ML are expected to disproportionately
impact the most marginalized (Barocas & Selbst, 2016) and
displace employment opportunities for those with the least
education (Frey & Osborne, 2017). Lack of understanding
may hamper these groups’ ability to effectively advocate
for themselves. Designing more accessible explanations of
fairness should be a top research priority.

Second, we find that those with the weakest comprehension
of fairness metrics also express the least negative sentiment
toward them. When fairness is a concern, there are always
trade-offs—between accuracy and equity, or between dif-
ferent stakeholders, and so on. Balancing these trade-offs
is an uncomfortable dilemma often lacking an objectively
correct solution. It is possible that those who comprehend
this dilemma also recognize the precarious trade-off struck
by any mathematical definition of fairness, and are therefore
dissatisfied with it. From another perspective, this finding is
more insidious. If those with the weakest understanding of
AI bias are also least likely to protest, then major problems
in algorithmic fairness may remain uncorrected.
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