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Abstract

In multi-label learning, each instance can be associated with multiple and non-exclusive labels. Previous studies assume that all the labels in the learning process are fixed and static; however, they ignore the fact that the labels will emerge continuously in changing environments. In order to fill in these research gaps, we propose a novel deep neural network (DNN)-based framework, Deep Streaming Label Learning (DSLL), to classify instances with newly emerged labels effectively. DSLL can explore and incorporate the knowledge from past labels and historical models to understand and develop emerging new labels. DSLL consists of three components: 1) a streaming label mapping to extract deep relationships between new labels and past labels with a novel label correlation-aware loss; 2) a streaming feature distillation propagating feature-level knowledge from the historical model to a new model; 3) a senior student network to model new labels with the help of knowledge learned from the past. Theoretically, we prove that DSLL admits tight generalization error bounds for new labels in the DNN framework. Experimentally, extensive empirical results show that the proposed method performs significantly better than the existing state-of-the-art multi-label learning methods to handle the continually emerging new labels.

1. Introduction

In traditional supervised learning, a single instance only possesses a single label; whereas, in many real-world tasks, one instance can be naturally associated with multiple and non-exclusive labels. For example, a document may belong to various topics (Zhang & Zhou, 2006; Nam et al., 2014); an image can contain several individuals’ faces (Xiao et al., 2010); a gene may be related to multiple functions (Barutcuoglu et al., 2006; Cesa-Bianchi et al., 2012). Multi-label learning has been proposed and studied to handle such kind of tasks, with the goal of predicting a label vector \( y \in \{0, 1\}^m \) for a given instance \( x \in \mathbb{R}^d \), where \( m \) is the number of labels, and \( d \) is the dimensionality of the input instance.

A straightforward solution to multi-label learning is binary relevance (BR) (Tsoumakas et al., 2010) and one-vs-all (Menon et al., 2019), which treat each label as an independent binary classification problem. However, in addition to a lack of correlations between label information, such approaches suffer from high computational and storage costs for large datasets, which would limit the prediction performance. As a result, there are two prevalent techniques to deal with multi-label learning: (1) exploring and exploiting the correlations across labels (Zhang & Zhou, 2006; Read et al., 2011; Nam et al., 2019), and (2) reducing the label space by embedding original high-dimensional label vectors into the low-dimensional representation (Tsoumakas et al., 2011; Bhatia et al., 2015; Liu & Shen, 2019). In particular, deep neural networks (DNNs) (LeCun et al., 2015; Schmidhuber, 2015) offer a good way to learn the label correlation and embedding simultaneously, significantly outperforming classical methods (Nam et al., 2014; Yeh et al., 2017; Chen et al., 2018).

Overall, existing multi-label learning studies focus on a fixed set of labels. That is, they assume that all the labels in the learning process are given at once. However, this assumption is frequently violated in real-world changing environments. In practice, with more in-depth data exploration and understanding, the number of labels gradually increases. For example, when a photograph is posted on Facebook or Twitter, the photo will be labeled continuously and differently by users who are browsing, and the classification system needs to be updated accurately according to the new labels. In the multi-label learning setting, independently learning only for new labels ignores the correlated information from past labels; integrating past labels with emerging new labels to retrain a new multi-label model would be prohibitively computationally expensive. Hence, streaming label learning (SLL) (You et al., 2016) has been proposed.
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to handle this problem, which assumes that the new label vectors are a linear combination of past label vectors and that the new classifier can inherit the linear combination to obtain the correlations across labels without retraining the historical classifier. Nevertheless, the linear representation between new labels and past labels limits SLL performance, and the training knowledge from the historical classifiers is neglected.

In this paper, we propose a novel DNN-based framework, Deep Streaming Label Learning (DSLL), to effectively model the emerging new labels. DSLL has the ability to explore and utilize deep correlations between new labels and past labels without computationally intensive retraining. Furthermore, inspired by knowledge distillation (Hinton et al., 2014; Romero et al., 2015), a technique that distills knowledge or feature representations from a large teacher model to a smaller student model, DSLL develops the approach to leverage the knowledge from previous learning to model new labels more accurately. DSLL has three components: (1) a streaming label mapping to exploit deep relationships between new labels and past labels with a novel label correlation-aware loss; (2) a streaming feature distillation framework to propagate the feature-level knowledge from a past-label classifier (teacher) to a new-label classifier (student); (3) a senior student network to integrate the relationships and knowledge learned from the past to model the newly arrived labels.

In order to verify the effectiveness and performance of DSLL, both theoretical and experimental analyses are conducted. From the theoretical perspective, we present proofs that the generalizability of modeling emerging new labels can be significantly improved with the knowledge extracted from past labels. In contrast to linear frameworks (Yu et al., 2014), proofs for a nonlinear model can be challenging, especially in DNNs. We analyze the excess risk bounds for the proposed learning model by leveraging the latest deep learning theory. From the experimental perspective, we perform a comprehensive empirical evaluation of our model on a variety of benchmark datasets, using prevalent metrics and comparisons with well-established or state-of-the-art multi-label learning algorithms. The results show that our approach considerably outperforms other methods and demonstrates the significance of utilizing knowledge learned from past labels and their corresponding classifiers in modeling new labels.

The rest of the paper is organized as follows. Section 2 summarizes the previous related work. Section 3 formulates the problem and describes the proposed model. Section 4 presents the theoretical analysis. Section 5 presents the experimental results validating the model and providing several insights. We conclude in Section 6. Detailed proofs are provided in the Appendix to the Supplementary Materials.

2. Related Work

Multi-label Learning. Obvious baselines for multi-label learning (MLL) are provided by the one-vs-all technique (Menon et al., 2019) and binary relevance (Tsoumakas et al., 2010), which seek to learn an independent classifier for each label. As expected, the huge training and prediction costs for a large number of labels and the lack of ability to discover the correlations between labels are limitations. Label embedding (LE) is a popular strategy for MLL that projects the label vectors onto a lower subspace with the latent embedding of corresponding information and utilizes a decompression mapping to lift the embedded label vectors back to the original label space (Tsoumakas et al., 2011; Prabhu & Varma, 2014). SLEEC (Bhatia et al., 2015) is the state-of-the-art LE method that captures the embedding of labels by preserving the local distances between a few nearest label neighbors, and SML (Liu & Shen, 2019) further improves the convergence rate of SLEEC. Deep learning is another popular end-to-end learning approach. BP-MLL (Zhang & Zhou, 2006) introduces the neural network architecture to learn relevant features automatically. Since then, other DNN techniques have been applied to multi-label learning (Nam et al., 2014). C2AE (Yeh et al., 2017) is a state-of-the-art DNN-based approach that integrates canonical correlation analysis (Andrew et al., 2013) and autoencoder to utilize features and label embedding jointly. In summary, all these MLL studies explicitly and implicitly focus on a fixed set of labels, which is frequently violated in the changing environments. Although traditional multi-label algorithms can be adapted to handle emerging new labels, they can suffer from the lack of correlations between past labels and new labels for only learning new labels or prohibitive computational costs caused by retraining the model with whole labels.

Streaming Label Learning. To model newly arrived labels expeditiously and effectively, streaming label learning (SLL) (You et al., 2016) has been proposed, which aims to employ the knowledge from past labels. SLL assumes that: (1) a label is represented as a linear combination of other labels, and (2) the relationship (linear combination) between labels can be inherited by classifiers of different labels. Constrained by these hypotheses, SLL trains a linear classifier for new labels with the relationship between past labels and new labels. However, the linear representation across labels limits the SLL performance, and the training knowledge from classifiers of past labels is neglected. Note that while Zhu et al. (2018) proposed a method, in which instances with emerging new labels are regarded as outliers, this is different to the SLL problem.

Knowledge Distillation. Knowledge distillation (KD) aims to transfer the knowledge from an existing powerful classifier (called a teacher) to a lightweight classifier (called
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3.1. Problem Formulation

First, we state the MLL with emerging new labels problem. Assume an initial training data set is denoted by $D = \{(x_1, y_1), \ldots, (x_n, y_n)\}$, where $x_i \in \mathcal{X} \subseteq \mathbb{R}^{d \times 1}$ is a real vector representing an input feature (instance) and $y_i \in \mathcal{Y} \subseteq \{0, 1\}^{m \times 1}$ is the corresponding output label vector ($i \in \{1, \ldots, n\}$). Moreover, $y_{i}^j = 1$ if the $j$-th label is assigned to the instance $x_i$ and $y_{i}^j = 0$ otherwise. The input matrix is $X = [x_1, \ldots, x_n] \in \mathbb{R}^{d \times n}$ and the initial output matrix is $Y = [y_1, \ldots, y_n] \in \{0, 1\}^{m \times n}$. By observing $D$, multi-label learning aims to derive a proper learning model $M_m$ that generates the prediction on a label vector for a test instance. Then new labels data arrive in a streaming fashion. For simplicity, we denote $y_{i}^{new} = [y_{i}^{m+1}, \ldots, y_{i}^{m+k}]$ as the new $k$-labels vector for instance $x_i$, where $k \geq 1$. The MLL problem in the changing environment is to derive a learning model on the continually emerging new labels.

3.2. Overall Structure

We propose DSLL, designed to accommodate emerging new labels. Our overall learning framework is illustrated in Figure 1. DSLL can overall be regarded as a new label classifier consisting of three components. First, we construct streaming label mapping $S_m$ to capture and maintain the relationships from past labels to new labels, followed by the proposed label correlation loss function to preserve cross-label dependency (Section 3.3). As shown in Figure 1(a), $S_m$ projects past label vectors $y$ to new label vectors $y^{new}$. In the testing process, we can only use the prediction value.

![Diagram of Deep Streaming Label Learning](image)

Figure 1. The overall DSLL architecture. The proposed framework has three components: 1) streaming label mapping, designed to capture the relationship between new labels and past labels with the proposed label correlation-aware loss, where hard is the ground truth of past labels and soft is the prediction provided by the past-labels classifier (teacher); 2) streaming feature distillation, which transforms the knowledge from the teacher to the new-label classifier (student), employing the outputs of the intermediate layer of the teacher as hint to guide those of the student; 3) the senior student network, which leverages the relationship and knowledge to finally model new labels. The red dotted lines denote the backpropagation path during learning.
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\( \hat{y} \) provided by the past-label classifier as the input of \( S_m \), since label vectors are unknown. Therefore, in the training process, we jointly employ the true past label vectors \( y \) (hard) and the prediction \( \hat{y} \) (soft) as the input of the mapping \( S_m \) to improve its accuracy and robustness. The shallow label mapping network has much fewer parameters than the large classifier, which can extract label correlation without computationally intensive retraining. Second, we present the streaming feature distillation, a hint-based learning approach (Romero et al., 2015), where past-label classifier serves as a teacher network to guide the student network. Streaming feature distillation encourages the feature representation of the student to mimic that of the teacher network at the intermediate layer, which boosts the final performance of the new-label classifier (Section 3.4). Besides, streaming feature distillation network, as the initialization of the new-label classifier, facilitates the convergence of DSLL. Finally, we learn integrally the label relationships obtained by \( S_m \) and the knowledge acquired from the teacher by training a senior student network with the cross-entropy loss function to model the newly-arrived labels (Section 3.5).

### 3.3. Streaming Label Mapping with Label-correlation Loss

Exploring and exploiting the relationship between labels has been demonstrated to be advantageous and crucial for boosting MLL performance (Zhang & Zhou, 2014; Yeh et al., 2017; Menon et al., 2019; Zhu et al., 2019). We propose the streaming label mapping \( S_m : \mathbb{R}^{m \times 1} \rightarrow \{0, 1\}^k \) to captures deep relationships between new labels and past labels effectively and inexpensively. Taking advantage of the relationships, DSLL can model new labels more accurately and avoids the huge computational cost associated with retraining all the labels to obtain label correlations. In the training process of \( S_m \), as shown in Figure 1(a), we use a combination of the soft label vector \( \hat{y} \) provided by the past-label classifier and the hard label vector \( y \) denoting ground truth of the past label as the input \( \hat{y} \):

\[
\hat{y}^i = \alpha y^i + (1 - \alpha) \hat{y}^i,
\]

where \( j \in [m] \) and \( \alpha \in [0, 1] \) balance the importance of soft predictions and the true hard labels. Note that \( [\hat{y}_1, ..., \hat{y}_n] = [\hat{y}_1, ..., \hat{y}_n]^T, \ i \in [n] \). Distinct from KD, which places the soft labels as the target to learn (Hinton et al., 2014; Heo et al., 2019), here we employ both soft labels and hard labels as the input, aiming to make the streaming label mapping more robust in learning the relationship between labels. This is because, on the one hand, the hard past labels keep the unbroken latent relationship with newly-arrived labels, and on the other hand, in the testing process, the hard labels are unknown and \( S_m \) only relies on the soft labels provided by the past-label classifier. Therefore, joint training of hard labels and soft labels can improve the accuracy and robustness of the streaming label mapping and boosts DSLL performance (See Section 5.2). Specifically, \( S_m \) consists of a fully connected network with ReLU activation function in the hidden layers and sigmoid function in the output layer.

Inspired by Zhang & Zhou (2006), we present a novel label correlation-aware loss at the sigmoid output of the streaming label mapping, which is defined as follows:

\[
\mathcal{L}_S(\hat{y}, y^{new}) = \sum_{i=1}^n \frac{1}{|Y_i^+||Y_i^-|} \sum_{(p,q) \in Y_i^+ \times Y_i^-} \| (S_m(\hat{y}))^p - (S_m(y))^q \|_2^2 \quad (1)
\]

where \( Y_i^+ \) (or \( Y_i^- \)) denotes the index set of new labels associated (or non-associated) with \( x_i \). Formally, \( Y_i^+ = \{ j \mid y_i^j = 1 \} \) and \( Y_i^- = \{ j \mid y_i^j = 0 \} \), \( j \in \{ m + 1, ..., m + k \} \); \( b = \max Y^- - \min Y^+ \) is a constant\(^1\). Given the past label vector \( \hat{y} \), as input, \( S_m(\hat{y})^p - S_m(y)^q \) returns the discrepancy between the output of the mapping \( S_m \) on one label associated with \( x_i \) (\( p \in Y_i^+ \)) and one label not associated with it (\( q \in Y_i^- \)). Note that \( (S_m(\hat{y}))^p \in [-1, 1] \) due to the sigmoid function after the output layer. Therefore, minimizing the label correlation-aware loss is equal to maximizing \( S_m(\hat{y})^p - S_m(y)^q \), which implicitly learns the paired correlation between different labels and enforces the preservation of cross-label dependency.

### 3.4. Streaming Feature Distillation

Hinton et al. (2014) proposed a knowledge distillation (KD) method using only the final output of the teacher network. Hint learning (Romero et al., 2015) demonstrates that using the intermediate representation of the teacher as a hint to guide that of the student can improve the final performance of the student. We propose the streaming feature distillation, a hint based learning, which transforms knowledge from the past-label classifier (as a teacher) to the new-label classifier (as a student) to boost the performance of the new-label classifier. As shown on the left side of Figure 1(b), the hint layer is represented as the output of a teacher’s intermediate layer guiding a hidden layer of the student, the guided layer, to mimick it. Since the selected hint layer may have more outputs (neurons) than the guided layer, we add an adaptation matrix parameterized by \( W_{Adapt} \) after the guided layer to match the output size of the hint layer. Then, we train the student parameters up to the guided layer by minimizing the following loss function:

\[
\mathcal{L}_H(R_{Guided}, W_{Adapt}) = \| R_{Hint} - W_{Adapt}R_{Guided} \|_2^2,
\]

where \( R_{Hint} \) and \( R_{Guided} \) represent the output of the hint layer in the teacher and the output of the guided layer in the student, respectively. Finally, the student parameters
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up to the guided layer would be saved as the pre-trained parameters and kept fine-tuned with a slow learning rate in later training. Streaming feature distillation outperforms training from scratch because the pre-trained model already extracts a great deal of feature-level knowledge.

3.5. Learning from the Past

The senior student network is designed to integrally digest the knowledge learned from past labels and the historical classifier. As shown in Figure 1(b), the senior student receives the outputs of both the streaming label mapping and the student network as inputs and generates the prediction for new labels. In particular, we add one hidden layer after the streaming label mapping as a nonlinear transformation $S_t$, which can transform the outputs of the streaming label mapping to a higher space. Overall, training the senior student can be considered as the process from instance $x_i$ and the output of streaming label mapping to the corresponding new label vector $y_i^{\text{new}}$. In the learning stage, the parameters of the senior student, the transformation $S_t$ and the student (including the pre-trained guided layer) would be trained simultaneously by minimizing the cross-entropy loss as follows:

$$L_{CE} = \frac{1}{n} \sum_{i=1}^{n} \sum_{j=m+1}^{m+k} -y_{ij}^l \log(\hat{y}_{ij}^l) - (1 - y_{ij}^l) \log(1 - \hat{y}_{ij}^l),$$

where $\hat{y}_{ij}^l$ is the prediction of $j$th label corresponding to the instance $x_i$ generated by the senior student, and $y_{ij}^l$ indicates the ground truth.

The red dotted line from the senior student in Figure 1(b) denotes the backpropagation path. The streaming label mapping is kept frozen to preserve the relationships between new labels and past labels. The student parameters up to the guided layer could be trained at a slow learning rate to fine-tune. Interestingly, we find that having a transformation $S_t$ is practical for achieving effective label mapping, especially in the case of dimension raising (see Section 5.2).

4. Theoretical Analysis

In this section, we theoretically analyze the excess risk bounds for our learning model and provide a generalization error bound for the new-label classifier DSLl. Our analysis demonstrates that the generalizability for modeling the emerging new labels can be improved with the knowledge extracted from past labels. In contrast to linear frameworks (Yu et al., 2014), it is a bigger challenge to prove proofs for nonlinear models, especially DNNs.

For notational simplicity, we denote $y_i^{\text{new}} = [y_i^{m+1}, y_i^{m+2}, ..., y_i^{m+k}] \in \{0, 1\}^k$ as the new $k$-labels vector for instance $x_i$, and $x_i^* = [x_i^1, x_i^2, ..., x_i^d, y_i^1, y_i^2, ..., y_i^m]$ as the $i$-th tuple input vector combined with $x_i$ and the past label vector $y_i$. We use $\phi(x) = \max\{0, x\}$ to represent the ReLU function, and extend it to vectors $v \in \mathbb{R}^d$ by letting $\phi(v) = (\phi(v_1), ..., \phi(v_d))$. We use $I_{\text{event}}$ to denote the indicator function for event. We define the following network as the basic composition unit of the DSLl model,

$$g_{i,0} = Ax_i^*, \quad h_{i,0} = \phi(Ax_i^*) \quad \text{for } i \in [n]$$
$$g_{i,t} = W_l h_{i}^{l-1}, \quad h_{i}^{l} = \phi(W_l h_{i}^{l-1}) \quad \text{for } i \in [n], l \in [L]$$
$$y_i = B h_i^L \quad \text{for } i \in [n],$$

where $A \in \mathbb{R}^{u_1 \times (d + m)}$ is the weight matrix for the input layer, $W_l \in \mathbb{R}^{u_{l+1} \times u_l}$ is the weight matrix for the $l$-th hidden layer, $B \in \mathbb{R}^{k \times u_L}$ is the weight matrix for the output layer, and $u_l$ is the number of neurons in the hidden layer $l$. For notational convenience, we use $h_{i}^{l-1}$ to denote input vector, $W_0$ to denote the corresponding weight matrix for the input layer, and $u_0$ to denote the input data dimension. Recently, there has been some work on deep learning theory (Zou et al., 2019; Cao & Gu, 2020; Du et al., 2019). Allen-Zhu et al. (2019) present a more simple and intuitive analysis. To simplify the proof as (Allen-Zhu et al., 2019), we define the following diagonal sign matrix to linearize the DNN corresponding to each instance $x_i$.

**Definition 4.1 (diagonal sign matrix).** For each $i \in [n]$ and $l \in \{0, 1, ..., L\}$, we denote $D_i^l$ the diagonal sign matrix where $(D_i^l)_{k,k} = I_{(W_l h_{i}^{l-1})_{k} \geq 0}$ for each $k \in [u_l]$.

As a result, we have $h_{i}^{l} = D_i^l W_l h_{i}^{l-1} = D_i^l g_{i}^{l}$ and $(D_i^l)_{k,k} = I_{(g_{i})_{k} \geq 0}$. DSLl integrates three effective networks: Streaming Student $W_S$, Streaming Label Mapping $W_Y$, and Senior Student $W_{\Delta}$. These three networks constitute the DSLl model $W$ structure, defined as

$$W = W_{\Delta} \left[ W_S^T, W_Y^T \right]^T,$$

which uses $x^*$, the tuples of data $x$ and past labels $y$, as the input to predict the new labels $y^{\text{new}}$. According to Definition 4.1, each input tuple $x_i^*$ corresponds to a network parameter in which the prediction is obtained by $y_i^{\text{new}} = f_i(x_i^*, W) = BD_i^l W_{L}, ..., D_i^l W_1 A x_i^*$, $i \in [n]$. DSLl learns a classifier $W$ by minimizing the empirical risk,

$$\hat{L}(W) = \frac{1}{n} \sum_{i=1}^{n} \sum_{j=m+1}^{m+k} \ell(y_{ij}^l, f_i^l(x_i^*, W)),$$

where $\ell(\cdot)$ denotes the loss function, and we can obtain $\hat{W} = \arg\min_{W \in W} \hat{L}(W)$.

Our goal is to show that the learned $\hat{W}$ is generalizable, i.e.,

$$L(W) \leq \inf_{W \in W} L(W) + \epsilon,$$

where $L(W)$ is the population risk of a classifier, defined as:
Table 1. Statistics of five real-world datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Domain</th>
<th>#Training</th>
<th>#Testing</th>
<th>#Feature</th>
<th>#Labels</th>
<th>Card-Features</th>
<th>Card-Labels</th>
</tr>
</thead>
<tbody>
<tr>
<td>yeast</td>
<td>biology</td>
<td>1,500</td>
<td>917</td>
<td>103</td>
<td>14</td>
<td>103.00</td>
<td>4.24</td>
</tr>
<tr>
<td>MirFlickr</td>
<td>image</td>
<td>10,417</td>
<td>2,083</td>
<td>1,000</td>
<td>38</td>
<td>539.33</td>
<td>4.74</td>
</tr>
<tr>
<td>Delicious</td>
<td>web</td>
<td>12,920</td>
<td>3,185</td>
<td>500</td>
<td>983</td>
<td>18.17</td>
<td>19.03</td>
</tr>
<tr>
<td>EURlex</td>
<td>text</td>
<td>15,479</td>
<td>3,869</td>
<td>5,000</td>
<td>3,993</td>
<td>5.31</td>
<td>236.69</td>
</tr>
<tr>
<td>Wiki10</td>
<td>text</td>
<td>14,146</td>
<td>6,616</td>
<td>101,938</td>
<td>30,938</td>
<td>673.45</td>
<td>18.64</td>
</tr>
</tbody>
</table>

Figure 2. Performance comparison of learning new labels with different batch sizes by considering 50% of labels as past labels. $m$ indicates the number of new labels.

$$L(W) := \mathbb{E}_{(x^*, y^{new})} \left[ \sum_{j=m+1}^{m+k} \ell(y^j, f^j(x^*, W)) \right].$$

And we give the following theorem.

Theorem 1. Suppose we learn a new classifier $W$ in terms of $k$ new labels using formulation $W = \arg\min_{W \in W} \mathcal{L}(W)$ over a set of $n$ training instances. Then, with a probability of at least $1 - \delta$, we have

$$\mathcal{L}(W) \leq \inf_{W \in W} \mathcal{L}(W) + O \left( \sqrt{\frac{k}{n}} \left( \gamma_x + \gamma_y \sqrt{k} \right) \right) + O \left( k \frac{\log \frac{1}{\delta}}{n} \right),$$

where $\gamma_x$ and $\gamma_y$ are real constant numbers related to the number of neurons in the output layer. We assume, without loss of generality, that $\mathbb{E}[\|x\|^2] \leq 1$, $\mathbb{E}[\|y^{new}\|^2] \leq k$.

Refer to Appendix A in the Supplementary Materials for the proof. Theorem 1 demonstrates that knowledge learned from past labels helps to improve the generalizability to model new labels without compromising model accuracy.

5. Experiments

In this section, we conduct extensive experiments to demonstrate the performance of the proposed method with respect to handling new labels. All the computations are performed on a 64-Bit Linux workstation with 10-core Intel Core CPU i7-6850K 3.60GHz processor, 256 GB memory, and 4 Nvidia GTX 1080 Ti GPUs.

5.1. Experimental Setup

Datasets. We use five readily available multi-label benchmark datasets from different application domains, including three regular-scale datasets\(^2,3\) (Yeast, MirFlickr and Delicious) and two large-scale datasets\(^4\) (EURlex and Wiki10). The statistics of these five real-world data sets are summarized in Table 1.

Baselines. In our experiments, we compare the proposed methods with ten well-established or state-of-the-art multi-label learning algorithms:

- **Binary relevance** (BR) (Tsoumakas et al., 2010) is a set of $m$ independent logistic regression classifiers.
- **Classifier chains** (CC) (Read et al., 2011) transforms the multi-label learning problem into a chain of binary classification problems to incorporate label dependencies into the classification process.
- **RAKEL** (Tsoumakas et al., 2011) considers a set of $k$ labels in a multi-label training set as one of the classes of a new single-label classification task.
- **ML-kNN** (Zhang & Zhou, 2007) identifies each unseen instance’s $k$ nearest neighbors in the training set and utilizes the maximum a posteriori principle to determine the label set for the unseen instance.
- **SLEEC** (Bhatia et al., 2015) is a well-known embedding-based method, which learns the label embedding by preserving the pairwise distances between a few nearest label neighbors.

\(^2\)http://mulan.sourceforge.net/  
\(^3\)https://github.com/chihkuanyeh/C2AE  
\(^4\)http://manikvarma.org/downloads/XC/XMLRepository.html
Table 2. Ranking performance of each comparison algorithm for learning new labels with different batch sizes by regarding 50% of labels as past labels. #label denotes the number of new labels. ↓↑ means the smaller (larger) the value, the better the performance.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>#label</th>
<th>BR</th>
<th>CC</th>
<th>RAKEL</th>
<th>ML-ANN</th>
<th>SLEEC</th>
<th>SML</th>
<th>SLL</th>
<th>BP-MLL</th>
<th>DNN-BCE</th>
<th>C2AE</th>
<th>DSLL</th>
</tr>
</thead>
<tbody>
<tr>
<td>MirFlickr</td>
<td>2000</td>
<td>0.6978</td>
<td>0.7096</td>
<td>0.7113</td>
<td>0.7027</td>
<td>0.7751</td>
<td>0.7955</td>
<td>0.7401</td>
<td>0.8216</td>
<td>0.8383</td>
<td>0.8384</td>
<td>0.8530</td>
</tr>
<tr>
<td>MirFlickr</td>
<td>3000</td>
<td>0.6868</td>
<td>0.6979</td>
<td>0.7061</td>
<td>0.6843</td>
<td>0.7645</td>
<td>0.7751</td>
<td>0.7133</td>
<td>0.8115</td>
<td>0.8070</td>
<td>0.8139</td>
<td>0.8229</td>
</tr>
<tr>
<td>Delicious</td>
<td>100</td>
<td>0.7100</td>
<td>0.7045</td>
<td>0.7187</td>
<td>0.6624</td>
<td>0.6400</td>
<td>0.6959</td>
<td>0.8388</td>
<td>0.8476</td>
<td>0.8606</td>
<td>0.8628</td>
<td>0.8713</td>
</tr>
<tr>
<td>Delicious</td>
<td>200</td>
<td>0.7080</td>
<td>0.7060</td>
<td>0.6400</td>
<td>0.5922</td>
<td>0.7815</td>
<td>0.8128</td>
<td>0.7596</td>
<td>0.8626</td>
<td>0.8677</td>
<td>0.8727</td>
<td>0.9037</td>
</tr>
<tr>
<td>Delicious</td>
<td>500</td>
<td>0.7144</td>
<td>0.6579</td>
<td>0.6445</td>
<td>0.5868</td>
<td>0.7296</td>
<td>0.8124</td>
<td>0.8030</td>
<td>0.8762</td>
<td>0.8697</td>
<td>0.8657</td>
<td>0.9011</td>
</tr>
<tr>
<td>EURlex</td>
<td>1000</td>
<td>0.6733</td>
<td>0.7361</td>
<td>0.6708</td>
<td>0.6285</td>
<td>0.8406</td>
<td>0.8691</td>
<td>0.9115</td>
<td>0.8246</td>
<td>0.8431</td>
<td>0.8456</td>
<td>0.9106</td>
</tr>
</tbody>
</table>

The codes of baseline methods are provided by the authors or scikit-multilearn (Szymański & K., 2017).

Evaluation Metrics. The predictive accuracy of multi-label
learning can be evaluated in different ways. Bipartition-based metrics assess a model’s ability to predict sets of labels, whereas ranking-based metrics evaluate MLL methods, which instead produce rankings of labels. Therefore, our proposed method was evaluated in terms of both bipartition-based metrics, i.e., Hamming loss, macro-F1, micros-F1, and instance-F1, and ranking-based metrics, i.e., Precision@k, coverage, ranking loss, average precision (AP), macro-AUC, and micro-AUC (Wu & Zhou, 2017; Jain et al., 2016). Note that the coverage score is 1 greater than the one given in (Tsoumakas et al., 2010) to extends it to handle the cases where an instance has zero true labels; it is then normalized by the number of labels such that all the evaluation metrics vary between [0,1]. The details of these metrics can be referred in Appendix B.1.

Settings. To handle newly arrived labels, we investigated the models with different batch sizes following previous settings (You et al., 2016). The batch size refers to the number of new labels emerging in a dynamic environment. In particular, for each dataset, we selected randomly 50% (for Delicious 483) labels as past labels and constructed a classifier for the past labels. Then, the remaining labels were treated as new labels with different batch sizes. MLL methods can be extended to handle these new labels through independent modeling. More detailed settings are provided in the Appendix B.

5.2. Results

The results will show the performance evaluation in terms of ranking and classification. Then, we shall describe the ablation studies for different components in DSLL.

Ranking performance evaluation. First, we evaluate the results obtained by DSLL and other methods for dealing with new labels using the ranking-based metrics. Limited by space, we only show the average results of two measures: ranking loss and micro-AUC (Table 2). The results evaluated by Precision@k, AP, macro-AUC, and coverage can be found in the Appendix B.2 of the Supplementary Materials. The results show that DSLL largely outperforms the other approaches with respect to handling newly arrived labels. In this setting, traditional multi-label learning methods could not utilize the knowledge from past labels and classifiers. Although SLL takes advantage of the relationship between past labels and new labels, the linear representation limits its performance. Nevertheless, DSLL not only learns the correlations across new and past labels but also distills the knowledge from the past classifier.

Classification performance evaluation. Second, we compare the classification results as evaluated by bipartition-based metrics, where the prediction value of a label belongs to \{0, 1\} rather than a ranking value or a probability value. Figure 2 shows the micro-F1 results of learning new labels with different batch sizes. Other results of the bipartition-based metrics (Hamming loss, macro-F1, and instance-F1) can be found in the Supplementary Materials. We can see that DSLL consistently outperforms other multi-label learning methods with respect to all measures. Several machine learning approaches, e.g., BR and ML-kNN, perform poorly on datasets with a large number of labels because the interrelationships between labels are not effectively employed. Note that SLEEC, SML, and SLL only focus on ranking results; if adopting a naive thresholding policy (e.g., a threshold of 0.5), they underperform compared to baselines, i.e., BR (Nam et al., 2017). Hence, classification performance evaluation excludes the results of SLEEC, SML, and SLL.

Ablation study. Finally, as shown in Table 3, we compare different strategies for learning knowledge from the past in DSLL to evaluate the effectiveness of various parts of our proposed framework. AP and coverage (Wu & Zhou, 2017) are used to measure the performance on the MirFlickr dataset, where 19 labels are used as past labels and 9 labels as new labels. We choose a fully-connected deep network as the baseline, and another network distills the knowledge at the intermediate layer of the past-label classifier to encourage the network to converge to a better value, denoted KD in Table 3. We compare the label correlation-aware loss in Equation (1), denoted LC, with the cross-entropy loss (CE) to achieve slightly better performance. Moreover, we find that the transformation layer \(S_t\) proposed in Section 3.5 is critical for effective relationship representations, which can be used with LC to obtain a 1.7% improvement. Note that a 1% improvement in multi-label classification is considered significant. In the process of streaming label mapping, we discover that the performance of using both hard and soft label vectors denoted \(L^\text{hard}\) is better than using only one of the two, which is supported by the results shown in Table 3. This is because that the labels are unknown in...
the testing stage, the soft labels predicted by the past-label classifier are sent to the streaming label mapping as the input. Therefore, learning the combination of hard labels and soft labels can improve the robustness of the model in the testing. Finally, we find that our proposed overall method (KD+LC-Soft) significantly outperforms the baseline and others with part strategies.

6. Conclusion

In this paper, we propose a novel framework, Deep Streaming Label Learning (DSLL), to address the multi-label learning problem with new labels. DSLL distills the knowledge from past labels and their classifiers to effectively model new emerging labels without retraining the whole multilabel classifier, which has three components: a streaming label mapping, a streaming feature distillation, and a senior student. Our theoretical derivations prove that DSLL framework can provide a tight excess risk bound for new labels. Extensive empirical results show that DSLL significantly outperforms current state-of-the-art methods, and demonstrate the significance of leveraging knowledge learned from the past when modeling new labels.
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