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1 The derivation of Eq. (8)

As described in Section 3.1, the gradient of the efficient-attack loss with respect to the searching direction u (we denote ui
by u for simplicity) can be approximated as

ĝu ≈ −
η

qqv

qv∑
j=1

h (x′,u, α)h (x′ + αu,vj , αβ)vj . (S1)

Here, we give the detailed derivation of Eq. (S1) as follows. In this paper, we define two functions h (x′,u, α) =
f(x′+αu)−f(x′)

α and φ (u) = h (x′,u, α) g>xu which are used in the derivation. According to these definitions, we have

ĝu = − η

qqv

qv∑
j=1

φ (u + βvj)− φ (u)

β
vj

= − η

qqv

qv∑
j=1

(
h (x′,u + βvj , α) g>x (u + βvj)− h (x′,u, α) g>xu

) vj
β

(S2)

= − η

qqv

qv∑
j=1

(
h (x′,u + βvj , α) g>xu− h (x′,u, α) g>xu + βh (x′,u + βvj , α) g>x vj

) vj
β

≈ − η

qqv

qv∑
j=1

g>xu (h (x′,u + βvj , α)− h (x′,u, α))
vj
β

(S3)

≈ − η

qqv

qv∑
j=1

g>xu

(
f (x′ + αu + αβvj)− f (x′)

α
− f (x′ + αu)− f (x′)

α

)
vj
β

(S4)

≈ − η

qqv

qv∑
j=1

g>xu

(
f (x′ + αu + αβvj)− f (x′ + αu)

αβ

)
vj

≈ − η

qqv

qv∑
j=1

g>xuh (x′ + αu,vj , αβ)vj (S5)

≈ − η

qqv

qv∑
j=1

f (x′ + αu)− f (x′)

α
h (x′ + αu,vj , αβ)vj (S6)

≈ − η

qqv

qv∑
j=1

h (x′,u, α)h (x′ + αu,vj , αβ)vj .

Here Eq. (S2) uses the definition of φ. And the definition of h is utilized in Eq. (S4) and Eq. (S5). Because β � 1, we
neglect βh (x′,u + βvj , α) g>x vj in Eq. (S3). The term g>xu in Eq. (S6) is approximated by finite difference method since

g>xu = Duf (x′) =
f(x′+αu)−f(x′)

α , where Duf (x′) is the directional derivative of f at a point x′ in the direction of a
vector u.

2 The derivation of Eq. (21)

To simplify the loss Eq. (21) introduced in Section 3.3, we employ the assumption that is also used in [1]. In detail, we

assume that all eigenvectors of C have the same eigenvalues, that is, C =
∑D
i=1 λpip

>
i , where pi is the ith eigenvector.
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According to [1], we have trace (C) = 1 and ‖pi‖2 = 1. It implies that we have λ = 1
D . This yields

min ` (ĝx) = −
(
gTxCgx

)2(
1− 1

q

)
gTxC2gx + 1

qg
T
xCgx

= −

(
gTx

1
D

∑D
i=1 pip

>
i gx

)2
(

1− 1
q

)
gTx

1
D

∑D
i=1 pip

>
i

1
D

∑D
j=1 pjp

>
j gx + 1

qg
T
x

1
D

∑D
i=1 pip

>
i gx

(S7)

= −

(
gTx

1
D

∑D
i=1 pip

>
i gx

)2
(

1− 1
q

)
gTx

1
D2

∑D
i=1

∑D
j=1 pip

>
i pjp

>
j gx + 1

qDgTx
∑D
i=1 pip

>
i gx

= −

(
gTx

1
D

∑D
i=1 pip

>
i gx

)2
(

1− 1
q

)
gTx

1
D2

∑D
i=1 pip

>
i gx + 1

qDgTx
∑D
i=1 pip

>
i gx

(S8)

= −

(
1
D

∑D
i=1 g

T
xpip

>
i gx

)2
(

1− 1
q

)
1
D2

∑D
i=1 g

T
xpip

>
i gx + 1

qD

∑D
i=1 g

T
xpip

>
i gx

= −
1
D2

(∑D
i=1

(
gTxpi

)2)2(
1− 1

q

)
1
D2

∑D
i=1 (gTxpi)

2
+ 1

qD

∑D
i=1 (gTxpi)

2

= −
1
D2(

1− 1
q

)
1
D2 + 1

qD

D∑
i=1

(
gTxpi

)2
= − q

D + q − 1

D∑
i=1

(
gTxpi

)2
.

Here, we use eigenvectors to represent C in Eq. (S7) and the property, p>i pj = 1i=j , is used in Eq. (S8), where 1i=j is the
indicator function.
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