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1 Abstract
Despite the great empirical success of deep reinforcement learning, its theoretical foundation is less
well understood. In this work, we make the first attempt to theoretically understand the deep Q-
network (DQN) algorithm (Mnih et al., 2015) from both algorithmic and statistical perspectives. In
specific, we focus on a slight simplification of DQN that fully captures its key features. Under mild
assumptions, we establish the algorithmic and statistical rates of convergence for the action-value
functions of the iterative policy sequence obtained by DQN. In particular, the statistical error char-
acterizes the bias and variance that arise from approximating the action-value function using deep
neural network, while the algorithmic error converges to zero at a geometric rate. As a byprod-
uct, our analysis provides justifications for the techniques of experience replay and target network,
which are crucial to the empirical success of DQN. Furthermore, as a simple extension of DQN, we
propose the Minimax-DQN algorithm for zero-sum Markov game with two players. Borrowing the
analysis of DQN, we also quantify the difference between the policies obtained by Minimax-DQN
and the Nash equilibrium of the Markov game in terms of both the algorithmic and statistical rates
of convergence.
Keywords: Deep Q-Learning, Markov Decision Process, Zero-Sum Markov Game

Introduction. In this work, we aim to provide theoretical guarantees for DQN (Mnih et al., 2015),
which can be cast as an extension of the classical Q-learning algorithm (Watkins and Dayan, 1992)
that uses deep neural network to approximate the action-value function. Although the algorithmic
and statistical properties of the classical Q-learning algorithm are well-studied, theoretical analysis
of DQN is highly challenging due to its differences in the following two aspects.

First, in online gradient-based temporal-difference reinforcement learning algorithms, approx-
imating the action-value function often leads to instability. Baird (1995) proves that this is the
case even with linear function approximation. The key technique to achieve stability in DQN is
experience replay (Lin, 1992; Mnih et al., 2015). In specific, a replay memory is used to store the
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trajectory of the Markov decision process (MDP). At each iteration of DQN, a mini-batch of states,
actions, rewards, and next states are sampled from the replay memory as observations to train the
Q-network, which approximates the action-value function. The intuition behind experience replay
is to achieve stability by breaking the temporal dependency among the observations used in training
the deep neural network.

Second, in addition to the aforementioned Q-network, DQN uses another neural network named
the target network to obtain an unbiased estimator of the mean-squared Bellman error used in train-
ing the Q-network. The target network is synchronized with the Q-network after each period of
iterations, which leads to a coupling between the two networks. Moreover, even if we fix the target
network and focus on updating the Q-network, the subproblem of training a neural network still
remains less well-understood in theory.

In this paper, we focus on a slight simplification of DQN, which is amenable to theoretical
analysis while fully capturing the above two aspects. In specific, we simplify the technique of ex-
perience replay with an independence assumption, and focus on deep neural networks with rectified
linear units (ReLU) (Nair and Hinton, 2010) and large batch size. Under this setting, DQN is re-
duced to the neural fitted Q-iteration (FQI) algorithm (Riedmiller, 2005) and the technique of target
network can be cast as the value iteration. More importantly, by adapting the approximation results
for ReLU networks to the analysis of Bellman operator, we establish the algorithmic and statistical
rates of convergence for the iterative policy sequence obtained by DQN. As we will show in the
main results, the statistical error characterizes the bias and variance that arise from approximating
the action-value function using neural network, while the algorithmic error geometrically decays to
zero as the number of iteration goes to infinity.

Furthermore, we extend DQN to two-player zero-sum Markov games (Shapley, 1953). The
proposed algorithm, named Minimax-DQN, can be viewed as a combination of the Minimax-Q
learning algorithm for tabular zero-sum Markov games (Littman, 1994) and deep neural networks
for function approximation. Compared with DQN, the main difference lies in the approaches to
compute the target values. In DQN, the target is computed via maximization over the action space.
In contrast, the target obtained computed by solving the Nash equilibrium of a zero-sum matrix
game in Minimax-DQN, which can be efficiently attained via linear programming. Despite such a
difference, both these two methods can be viewed as approximately applying the Bellman opera-
tor to the Q-network. Thus, borrowing the analysis of DQN, we also establish theoretical results
for Minimax-DQN. Specifically, we quantify the suboptimality of policy returned by the algorithm
by the difference between the action-value functions associated with this policy and with the Nash
equilibrium policy of the Markov game. For this notion of suboptimality, we establish the both algo-
rithmic and statistical rates of convergence, which implies that the action-value function converges
to the optimal counterpart up to an unimprovable statistical error in geometric rate.

Our contribution is three-fold. First, we establish the algorithmic and statistical errors of the neu-
ral FQI algorithm, which can be viewed as a slight simplification of DQN. Under mild assumptions,
our results show that the proposed algorithm obtains a sequence of Q-networks that geometrically
converges to the optimal action-value function up to an intrinsic statistical error induced by the ap-
proximation bias of ReLU network and finite sample size. Second, as a byproduct, our analysis
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justifies the techniques of experience replay and target network used in DQN, where the latter can
be viewed as a single step of the value iteration. Third, we propose the Minimax-DQN algorithm
that extends DQN to two-player zero-sum Markov games. Borrowing the analysis for DQN, we
establish the algorithmic and statistical convergence rates of the action-value functions associated
with the sequence of policies returned by the Minimax-DQN algorithm.
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