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Abstract

Stochastic gradient descent (SGD) has taken
the stage as the primary workhorse for large-
scale machine learning. It is often used
with its adaptive variants such as AdaGrad,
Adam, and AMSGrad. This paper pro-
poses an adaptive stochastic gradient descent
method for distributed machine learning,
which can be viewed as the communication-
adaptive counterpart of the celebrated Adam
method — justifying its name CADA. The
key components of CADA are a set of new
rules tailored for adaptive stochastic gradi-
ents that can be implemented to save commu-
nication upload. The new algorithms adap-
tively reuse the stale Adam gradients, thus
saving communication, and still have conver-
gence rates comparable to original Adam. In
numerical experiments, CADA achieves im-
pressive empirical performance in terms of
total communication round reduction.

1 Introduction

Stochastic gradient descent (SGD) method [40] is
prevalent in solving large-scale machine learning prob-
lems during the last decades. Although simple to use,
the plain-vanilla SGD is often sensitive to the choice of
hyper-parameters and sometimes suffer from the slow
convergence. Among various efforts to improve SGD,
adaptive methods such as AdaGrad [11], Adam [24]
and AMSGrad [38] have well-documented empirical
performance, especially in training deep neural net-
works.

To achieve “adaptivity," these algorithms adaptively
adjust the update direction or tune the learning rate,
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or, the combination of both. While adaptive SGD
methods have been mostly studied in the setting where
data and computation are both centralized in a single
node, their performance in the distributed learning set-
ting is less understood. As this setting brings new chal-
lenges to machine learning, can we add an additional
dimension of adaptivity to Adam in this regime?

In this context, we aim to develop a fully adaptive SGD
algorithm tailored for the distributed learning. We
consider the setting composed of a central server and
a set of M workers in M := {1,..., M}, where each
worker m has its local data &, from a distribution =,,.
Workers may have different data distributions {Z,,},
and they collaboratively solve the following problem

) 1
min £(0) =12 > Ln(0) (1a)
meM

with £,,(8) :=E¢,, [£(6;&n)],m € M (1b)
where 6 € R? is the sought variable and {£,,, me M}
are smooth (but not necessarily convex) functions. We
focus on the setting where local data &,,, at each worker
m can not be uploaded to the server, and collaboration
is needed through communication between the server
and workers. This setting often emerges due to the
data privacy concerns, e.g., federated learning [31, 19].

To solve (1), we can in principle apply the single-node
version of the adaptive SGD methods such as Adam
[24]: At iteration k, the server broadcasts 0¥ to all the
workers; each worker m computes V£(6; ¢k ) using a
randomly selected sample or a minibatch of samples
{€k} ~ =,,, and then uploads it to the server; and
once receiving stochastic gradients from all workers,
the server can simply use the aggregated stochastic
gradient V¥ = ﬁZmeM V(6% €F ) to update the pa-
rameter via the plain-vanilla single-node Adam. When
VL(0%; €k ) is an unbiased gradient of £,,(6), the con-
vergence of this distributed implementation of Adam
follows from the original ones [38, 8]. To implement
this, however, all the workers have to upload the fresh
{VE(0*; £k )} at each iteration. This prevents the effi-
cient implementation of Adam in scenarios where the
communication uplink and downlink are not symmet-
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ric, and communication especially upload from work-
ers and the server is costly; e.g., cellular networks [35].
Therefore, our goal is to endow an additional dimen-
sion of adaptivity to Adam for solving the distributed
problem (1). In short, on top of its adaptive learn-
ing rate and update direction, we want Adam to be
communication-adaptive.

1.1 Related work

To put our work in context, we review prior contribu-
tions that we group in two categories.

1.1.1 SGD with adaptive gradients

A variety of SGD variants have been developed re-
cently, including momentum and acceleration [36, 33,
13]. However, these methods are relatively sensitive
to the hyper-parameters such as stepsizes, and require
significant efforts on finding the optimal parameters.

Adaptive learning rate. One limitation of SGD is
that it scales the gradient uniformly in all directions by
a pre-determined constant or a sequence of constants
(a.k.a. learning rates). This may lead to poor per-
formance when the training data are sparse [11]. To
address this issue, adaptive learning rate methods have
been developed that scale the gradient in an entry-wise
manner by using past gradients, which include Ada-
Grad [11, 52|, AdaDelta [58] and other variants [26].
This simple technique has improved the performance
of SGD in some scenarios.

Adaptive SGD. Adaptive SGD methods achieve the
best of both worlds, which update the search direc-
tions and the learning rates simultaneously using past
gradients. Adam [24] and AMSGrad [38] are the rep-
resentative ones in this category. While these methods
are simple-to-use, analyzing their convergence is chal-
lenging [38, 48]. Their convergence in the nonconvex
setting has been settled only recently [8, 9]. However,
most adaptive SGD methods are studied in the single-
node setting where data and computation are both
centralized. Recently, adaptive SGD has been studied
in the shared memory setting [55], where data is still
centralized and the communication is not adaptive.

1.1.2 Communication-efficient distributed
optimization

Popular communication-efficient distributed learning
methods belong to two categories: c¢1) reduce the num-
ber of bits per communication round; and, ¢2) save the
number of communication rounds.

For c1), methods are centered around the ideas of
quantization and sparsification.

Reducing communication bits. Quantization has
been successfully applied to distributed machine learn-
ing. The 1-bit and multi-bits quantization methods

have been developed in [41, 2, 46]. More recently,
signSGD with majority vote has been developed in [4].
Other advances of quantized gradient schemes include
error compensation [54, 23|, variance-reduced quan-
tization [59, 15], and quantization to a ternary vec-
tor [53, 39]. Sparsification amounts to transmitting
only gradient coordinates with large enough magni-
tudes exceeding a certain threshold [44, 1]. To avoid
losing information of skipping communication, small
gradient components will be accumulated and trans-
mitted when they are large enough [29, 42, 3, 51, 17].
Other compression methods also include low-rank ap-
proximation [47] and sketching [16]. However, all these
methods aim to resolve c1). In some cases, other laten-
cies dominate the bandwidth-dependent transmission
latency. This motivates c2).

Reducing communication rounds. One of the
most popular techniques in this category is the pe-
riodic averaging, e.g., elastic averaging SGD [60], local
SGD (a.k.a. FedAvg) [32, 28, 20, 43, 49, 57, 22, 14] or
local momentum SGD [56, 50]. In local SGD, work-
ers perform local model updates independently and
the models are averaged periodically. Therefore, com-
munication frequency is reduced. However, except
[20, 49, 14], most of local SGD methods follow a pre-
determined communication schedule that is nonadap-
tive. Some of them are tailored for the homogeneous
settings, where the data are independent and identi-
cally distributed over all workers. To tackle the hetero-
geneous case, FedProx has been developed in [25] by
solving local subproblems, which pays the price of in-
creasing local gradient computation. Communication-
efficient optimization has also been studied in the con-
trol literature under the name event-triggered control;
see e.g., [10, 34, 30]. However, this line of work pri-
marily focuses on the consensus-based control tasks.

The most related line of work to this paper is the
lazily aggregated gradient (LAG) approach [6]. In
contrast to periodic communication, the communica-
tion in LAG is adaptive and tailored for the hetero-
geneous settings. Parameters in LAG are updated at
the server, and workers only adaptively upload infor-
mation that is determined to be informative enough.
Unfortunately, while LAG has good performance in
the deterministic settings (e.g., with full gradient), as
shown in the recent work [7], its performance will be
significantly degraded in the stochastic settings. In
[7], LAG has been extended to the stochastic setting
by incorporating the plain-vanilla SGD update. Con-
sidering the popularity of adaptive SGD in practice,
this paper generalizes LAG to the regime of running
distributed adaptive SGD such as Adam. Very re-
cently, FedAvg with local adaptive SGD update has
been proposed in [37], which sets a strong benchmark
for communication-efficient learning. When the new
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algorithm in [37] achieves the sweet spot between lo-
cal SGD and adaptive momentum SGD, the proposed
algorithm is very different from ours, and the averag-
ing period and the selection of participating workers
are nonadaptive.

1.2 Our approach

We develop a new adaptive SGD algorithm for dis-
tributed learning, called Communication-Adaptive
Distributed Adam (CADA). Akin to the dynamic
scaling of every gradient coordinate in Adam, the key
motivation of adaptive communication is that during
distributed learning, not all communication rounds be-
tween the server and workers are equally important.
So a natural solution is to use a condition that decides
whether the communication is important or not, and
then adjust the frequency of communication between a
worker and the server. If some workers are not commu-
nicating, the server uses their stale information instead
of the fresh ones. We will show that this adaptive com-
munication technique can considerably reduce the less
informative communication of distributed Adam.

Analogous to the original Adam [24] and its modi-
fied version AMSGrad [38], our new CADA approach
also uses the exponentially weighted stochastic gradi-
ent h*t1 as the update direction of #¥+1, and lever-
ages the weighted stochastic gradient magnitude v*+1
to inversely scale the update direction h**!. Different
from the direct distributed implementation of Adam
that incorporates the fresh (thus unbiased) stochas-
tic gradients V* = L3 V(6% ¢k), CADA expo-
nentially combines the aggregated stale stochastic gra-
dients V¥ = ;3 VU(0F: €F), where V(6 ; k)
is either the fresh stochastic gradient V£(6%;¢F), or
an old copy when éfn £ gk éﬁl # &k Informally, with
ar > 0 denoting the stepsize at iteration k, CADA has
the following update

WM = Bk 4 (1—81)VE, with V’“z% > vy k)
meM
REN
(2b)
(2c)

where 1, 82 > 0 are the momentum weights, VhHL =
diag(9*+1) is a diagonal matrix whose diagonal vec-
tor is 9**1 := max{v**! 9%}, the constant is ¢ > 0,
and [ is an identity matrix. To reduce the memory
requirement of storing all the stale stochastic gradi-
ents {VL(0%; ¢k )}, we can obtain V¥ by refining the
previous aggregated stochastic gradients V*~! stored
in the server via

1
vk =vrl g i > oo (3)

meMFk

Uk+1 — 52,&k + (1 o ﬂz)(Vk)Q

0k+1 _ ek _ ak(d—}—f/kﬂ)*%hk*l

1
Server =gk —aq, (gl + lk"")rz K

o

Figure 1: The CADA implementation.

where 6% := V0(0%; k) — V(0% €F) is the stochas-
tic gradient innovation, and MF is the set of workers
that upload the stochastic gradient to the server at it-
eration k. Henceforth, 6% = 0%, ¢k = ¢k vm ¢ M*
and 0k = k=1 &k — k-1 vim ¢ MF. See CADA’s
implementation in Figure 1.

Clearly, the selection of subset MP* is both critical and
challenging. It is critical because it adaptively deter-
mines the number of communication rounds per itera-
tion |MP¥|. However, it is challenging since 1) the stal-
eness introduced in the Adam update will propagate
not only through the momentum gradients but also
the adaptive learning rate; 2) the importance of each
communication round is dynamic, thus a fixed or non-
adaptive condition is ineffective; and 3) the condition
needs to be checked efficiently without extra overhead.
To overcome these challenges, we develop two adaptive
conditions to select M* in CADA.

With details deferred to Section 2, the contributions
of this paper are listed as follows.

c1) We introduce a novel communication-adaptive dis-
tributed Adam (CADA) approach that reuses stale
stochastic gradients to reduce communication for dis-
tributed implementation of Adam.

c2) We develop a new Lyapunov function to estab-
lish convergence of CADA under both the nonconvex
and Polyak-f.ojasiewicz (PL) conditions even when the
datasets are non-i.i.d. across workers. The conver-
gence rate matches that of the original Adam.

¢3) We confirm that our novel fully-adaptive CADA
algorithms achieve at least 60% performance gains in
terms of communication upload over some popular al-
ternatives using numerical tests on logistic regression
and neural network training.

2 CADA: Communication-Adaptive
Distributed Adam

In this section, we revisit the recent LAG method
[6] and provide insights why it does not work
well in stochastic settings, and then develop our
communication-adaptive distributed Adam approach.
To be more precise in our notations, we henceforth
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use 7% > 0 for the staleness or age of the information
from worker m used by the server at iteration k, e.g.,
A k

0% = 6*~Tm. An age of 0 means “fresh."

2.1 The ineffectiveness of LAG with
stochastic gradients

The LAG method [6] modifies the distributed gradi-
ent descent update. Instead of communicating with
all workers per iteration, LAG selects the subset of
workers MF¥ to obtain fresh full gradients and reuses
stale full gradients from others, that is

g1 :e’t% 3 vam(ek—ﬁ%)f”ﬁ’“ 3 VL (6Y)
meM\MFE meMk
(4)

where MP* is adaptively decided by comparing the gra-
dient difference ||V L, (6%) — Vﬁm(ﬁk T m)]||. Following
this principle, the direct (or “naive") stochastic ver-
sion of LAG selects the subset of workers MF* to ob-
tain fresh stochastic gradients VL, (6%; &%), m € MF.
The stochastic LAG also follows the distributed
SGD update, but it selects M* by: if worker m
finds the innovation of the fresh stochastic gradient
VL(0%; €k ) is small such that it satisfies

[weces ety veer—mseh |

dmax

Z H9k+1 d Gk dH (5)

where ¢ > 0 and dpyayx are pre-fixed constants, then
worker m reuses the old gradient, m € M\MP¥, and
sets the staleness 7”CJrl = 7’7’% + 1; otherwise, worker m
uploads the fresh gradient, and sets 77+1 = 1.

o dmax

If the stochastic gradients were full gradients, LAG
condition (5) compares the error induced by using the
stale gradients and the progress of the distributed gradi-
ent descent algorithm, which has proved to be effective
in skipping redundant communication [6]. Neverthe-
less, the observation here is that the two stochastic
gradients (5) are evaluated on not just two different

iterates (6% and 6¥~7m) but also two different samples

k
(€F and §§L_T’") thus two different loss functions.

This subtle difference leads to the ineffectiveness of
(5). We can see this by expanding the left-hand-side
(LHS) of (5) by (see details in supplemental material)

T,’Z)Hﬂ

> B[ |[Veeh: k) - L 09)]]

EIVe(6*5€k) — Ve en (6a)

(6b)
+ E[[Hw (05 68 = VL (6°7) 7]
— VL (057

—E[|VLn(6") 7). (6d)

Even if 0% converges, e.g., % — 6*, and thus the right-
hand-side (RHS) of (5)
of (5) does not, because the variance inherited in (6b)
and (6¢) does not vanish yet the gradient difference
at the same function (6d) diminishes. Therefore, the
key insight here is that the non-diminishing variance of
stochastic gradients makes the LAG rule (5) ineffective
eventually. This will also be verified in our simulations
when we compare CADA with stochastic LAG.

2.2 Algorithm development of CADA

In this section, we formally develop our CADA
method, and present the intuition behind its design.

To overcome the limitations of LAG in stochastic set-
tings, the key of the CADA design is to reduce the
variance of the innovation measure in the adaptive
condition. We introduce two CADA variants, both
of which follow the update (2), but they differ in the
variance-reduced communication rules.

The first one termed CADA1 will calculate two
stochastic gradient innovations with one ok =
VE(G’“ «Sk) - Vf(@ «Sk) at the sample £, and one
Gl = Vi The by (g ek
ple fm ™ where 6 is a snapshot of the previous iterate
0 that Wlll be updated every D iterations. As we will
~ ~ k
show in (8), 6%, — 5% can be viewed as the difference
of two variance-reduced gradients calculated at #* and
g*—"m . Using 5%—55{7

™) at the sam-

k

™ as the error induced by using
stale information, CADA1 will exclude worker m from
MPF if worker m finds

2 <_¢© e o1

dIl’l'dX

|85, - o

[~

=1

In (7), we use the change of parameter 6% averaged
over the past dp.x consecutive iterations to measure
the progress of algorithm. Intuitively, if (7) is satisfied,
the error induced by using stale information will not
large affect the learning algorithm. In this case, worker
m does not upload, and the staleness of information
from worker m increases by 7F+t1 = 7k 4 1; other-
wise, worker m belongs to MF¥, uploads the stochastic
gradient innovation 6%, and resets 7+ = 1.

m?

The rationale of CADAI1. In contrast to the non-
vanishing variance in LAG rule (see (6)), the CADA1
rule (7) reduces its inherent variance. To see this,
we can decompose the LHS of (7) as the difference of
two variance reduced stochastic gradients at iteration
k and k — 7% . Using the stochastic gradient in SVRG
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Algorithm 1 Pseudo-code of CADA; red lines are

run only by CADAT; |blue lines are implemented
only by CADAZ2; not both at the same time.

1: Input: delay counter {70}, stepsize oy, constant
threshold ¢, max delay D.

2: for k=0,1,...,K —1do

3: Server broadcasts 0% to all workers.

4: All workers set 6 = 6* if k mod D=0.

5: for Worker m =1,2,..., M do in parallel
6: Compute VE(0%;¢F ) and VE(0; ).

= k

7 Check condition (7) with stored Su .
8: Compute V£(6%; ¢k ) and VZ(Bzz_T’i;ffn).
9: Check condition (10).
10: if (7) or (10) is violated or 7% > D then
11: Upload 4%, bRl =1
12: else
13: Upload nothing. o 7hH =7k +1
14: end if

15: end for

16: Server updates {h* v*} via (2a)-(2b).
17: Server updates 6% via (2c).

18: end for

as an example [18], the innovation can be written as
5k, — Gk (8)
= (VU(O"5€5) = VU0 €5) + VER(D))
k—1k k—1F ~  k—rk ~
= (VUO* TR ) = VUG EnT) + VL (D))

Define the minimizer of (1) as 6*. With derivations
given in the supplementary document, the expectation
of the LHS of (7) can be upper-bounded by

E[[165, - 5

2] = O(]E[E(O’“)] — £(6%)
+E[L(8"m)] — £(67) + E[L@)] - £(67)). (9)

If 9% converges, e.g., 6%, 9’“*7:4, 6 — 6*, the RHS of (9)
diminishes, and thus the LHS of (7) diminishes. This
is in contrast to the LAG rule (6) lower-bounded by
a non-vanishing value. Notice that while enjoying the
benefit of variance reduction, our communication rule
does not need to repeatedly calculate the full gradient
VL, (6), which is only used for illustration purpose.

In addition to (7), the second rule is termed CADA2.
The key difference relative to CADA1 is that CADA2
k
uses VE(OF;€F) — Vﬁ(@fﬁ_ﬂ”;f,’“n) to estimate the er-
ror of using stale information. CADA2 will reuse the
k k
stale stochastic gradient VE(G?{ T’”;&k,f ") or exclude

worker m from MP¥ if worker m finds

[Ve(or; k) — veor ™ k)|

dmax

< c ZHglﬁtlfd_gkdeQ. (10)
d=1

dmax

If (10) is satisfied, then worker m does not upload, and
the staleness increases by 781 = 7% 4 1; otherwise,
worker m uploads the stochastic gradient innovation
8k and resets the staleness as 751 = 1. Notice that
different from the naive LAG (5), the CADA condition
(10) is evaluated at two different iterates but on the

same sample £F .

The rationale of CADAZ2. Similar to CADAI, the
CADA2 rule (10) also reduces its inherent variance,
since the LHS of (10) can be written as the difference
between a variance reduced stochastic gradient and a
deterministic gradient, that is

v£(6k§ 57’2) - VZ(G’“_T:Z; gykn)
- (W(ek; Eh) = VO + Wm(e’ﬁf’/))
~VEm (6 ), (11)

With derivations deferred to the supplementary docu-
ment, similar to (9) we also have that E[||V£(0%; k) —

VO(0F ;€5 )[|2] = 0 as the iterate 68 — 6*.

For either (7) or (10), worker m can check it locally
with small memory cost by recursively updating the
RHS of (7) or (10). In addition, worker m will update
the stochastic gradient if the staleness satisfies 7'7’% >
D. We summarize CADA in Algorithm 1.

Computational, memory and download cost. In
CADA, checking (7) and (10) will double the computa-
tional cost (gradient evaluation) per iteration. Aware
of this fact, we have compared the number of iterations
and gradient evaluations in simulations (see Figures 2-
5), which will demonstrate that CADA requires fewer
iterations and also fewer gradient queries to achieve
a target accuracy. Thus the extra computation is
small. In addition, the extra memory for large dp,ax is
low. To compute the RHS of (7) or (10), each worker
only stores the norm of model changes (dmax scalars).
Also note that the current CADA1 and CADA2 only
save communication upload during distributed learn-
ing, but they can be extended to save both upload and
download by adapting the server’s rules of LAG [6].

3 Convergence Analysis of CADA

We present the convergence results of CADA. For all
the results, we make some basic assumptions.

Assumption 1. The loss function L(0) is smooth with
the constant L.
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Assumption 2. Samples &L ,€2, ... are indepen-
dent, and the stochastic gradient V{(0;&~) satisfies
Eer, [VE(0;€5)] = VL (0) and [VL(0: &) < om.

Note that Assumptions 1-2 are standard in analyzing
Adam and its variants [24, 38, 8, 55].

3.1 Key steps of Lyapunov analysis

The convergence results of CADA critically builds on
the subsequent Lyapunov analysis. We will start with
analyzing the expected descent in terms of £(6) by
applying one step CADA update.

Lemma 1. Under Assumptions 1 and 2, if ag41 < ag,
then {0%} generated by CADA satisfy

E[L(6"F)] — E[L(6")]
< —ap(1 - B)E Kvg(e’f), (eI + V‘ﬂ*D)*%vkﬂ

— BB [(VLE), (e + VF)~EhF)]
* (5 * 51L> E (0" - 0%|]

+ap(2—B1)o E{zp: ((e—i—vk Dy} (€+Ak+1)*’)}

i=1
(12)

where p is the dimension of 0, o is defined as o =
ﬁ > mem Om, and Bi, € are parameters in (2).

Lemma 1 contains four terms in the RHS of (12): the
first two terms quantify the correlations between the
gradient direction V.£(0*) and the stale stochastic gra-
dient V¥ as well as the state momentum stochastic
gradient h¥; the third term captures the drift of two
consecutive iterates; and, the last term estimates the
maximum drift of the adaptive stepsizes over D + 1
iterations.

From Lemma 1, analyzing the progress of £(6%) un-
der CADA is challenging especially when the effects of
staleness and the momentum couple with each other.
Because the the state momentum gradient k¥ is recur-
sively updated by V¥, we will first need the following
lemma to characterize the regularity of the stale ag-
gregated stochastic gradients V¥, which lays the theo-
retical foundation for incorporating the properly con-
trolled staleness into the Adam’s momentum update.

Lemma 2. Under Assumptions 1 and 2, if the step-

sizes satisfy a1 < ag, < 1/L, then we have

— ayE sz:(a’“), (el + V’CD)évkﬂ

6DLa2e >
RS

meM

o
< _écE [HVﬁ (%) H(eI+vk D)"} -

=

— L k+1—d k—d
+e (12+2Ldm>ZE I —0F)2]

(13)

Lemma 2 justifies the relevance of the stale yet prop-
erly selected stochastic gradients. Intuitively, the first
term in the RHS of (13) resembles the descent of us-
ing SGD with the unbiased stochastic gradient, and
the second and third terms will diminish if the step-
sizes are diminishing since E [||0¥ — 0*~1(]2] = O(a3).
This is achieved by our designed communication rules.

In view of Lemmas 1 and 2, we introduce the following
Lyapunov function:

VE = £(6")

=BT (VL) (T + VR)ERE)
j=k

— L(6%)

D p D
+kaZ(6+ﬁz]’c_d)7% +Zpd||9k+17d_0k7d”2

d=0 i=1 d=1
(14)

where 6* is the solution of (1), {b;}5_, and {pa}L_,
are constants that will be specified in the proof.

The design of Lyapunov function in (14) is motivated
by the progress of £(6*) in Lemmas 1-2, and also cou-
pled with our communication rules (7) and (10) that
contain the parameter difference term. We find this
new Lyapunov function can lead to a much simple
proof of Adam and AMSGrad, which is of independent
interest. The following lemma captures the progress of
the Lyapunov function.

Lemma 3. Under Assumptions 1-2, if {by}5_ | and
{pa}E_, in (14) are chosen properly, we have

E[VE] — E[V¥]

ar(l = B1) o?
< - 5 (6+ T

>_éIE1 [Iv£69)] + a2
(15)

where the constant Cy depends on the CADA and prob-
lem parameters c, By, Ba, €, D, and L, {02 }.

The first term in the RHS of (15) is strictly negative,
and the second term is positive but potentially small
since it is O(aj) with ax — 0. This implies that the
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Figure 2: Logistic regression training loss on covtype dataset averaged over 10 Monte Carlo runs.

function V* will eventually converge if we choose the
stepsizes appropriately. Lemma 3 is a generalization
of SGD’s descent lemma. If we set 1 = 2 = 0 in
(2) and b = 0,pq = 0, Vd, k in (14), then Lemma 3
reduces to that of SGD in terms of £(6%); see e.g., |5,
Lemma 4.4].

3.2 Main convergence results

Building upon our Lyapunov analysis, we first present
the convergence in nonconvex case.

Theorem 1 (nonconvex). Under Assumptions 1, 2, if

we choose oy, = o = (9(\/—%) and B1 < /B2 < 1, then

the iterates {0%} generated by CADA satisfy

1 K-1

K
k=

E [|VL(0%)]2) = O <\/1E> . (16)

0
From Theorem 1, the convergence rate of CADA in
terms of the average gradient norms is O(1/VK),
which matches that of the plain-vanilla Adam [38,
8]. Unfortunately, due to the complicated nature
of Adam-type analysis, the bound in (16) does not
achieve the linear speed-up as analyzed for asyn-
chronous nonadaptive SGD such as [27]. However,
our analysis is tailored for adaptive SGD and does not
make any assumption on the asynchrony, e.g., the set
of uploading workers are independent from the past or
even independent and identically distributed.

Next we present the convergence results under a
slightly stronger assumption on the loss £(6).

Assumption 3. The loss function L(0) satisfies the
Polyak-Lojasiewicz (PL) condition with the constant

p >0, that is £(0) — L(0%) < 5 [1L(O)])*.

The PL condition is weaker than the strongly convex-
ity, which does not even require convexity [21]. And it
is satisfied by a wider range of problems such as least
squares for underdetermined linear systems, logistic
regression, and also certain types of neural networks.

We next establish the convergence of CADA under this
condition.

Theorem 2 (PL-condition). Under Assumptions 1-
. . _ 2

3, if we choose the stepsize as ap = Myl for a

giwen constant Ko, then 0% generated by Algorithm 1

satisfies

E [£(6%)] - £(6*) = O <%) . (17)

Theorem 2 implies that under the PL-condition of the
loss function, the CADA algorithm can achieve the
global convergence in terms of the loss function, with a
fast rate O(1/K). Compared with the previous analy-
sis for deterministic gradient-based LAG [6] and quan-
tized LAG [45], as we highlighted in Section 3.1, the
analysis for CADA is more involved, since it needs to
deal with not only the outdated gradients but also the
stochastic momentum gradients and the adaptive ma-
trix learning rates. We tackle this issue by i) consid-
ering a new set of communication rules (7) and (10)
with reduced variance; and, ii) incorporating the ef-
fect of momentum gradients and the drift of adaptive
learning rates in the new Lyapunov function (14).

4 Simulations

In order to verify our analysis and show the empirical
performance of CADA, we conduct simulations using
logistic regression and training neural networks. Data
are distributed across M = 10 workers during all tests.
We benchmark CADA with some popular methods
such as Adam [24], stochastic version of LAG [6], local
momentum [56] and the state-of-the-art Fed Adam [37].
For local momentum and FedAdam, workers perform
model update independently, which are averaged over
all workers every H iterations. In simulations, critical
parameters are optimized for each algorithm by a grid-
search. All experiments are run on a workstation with
an Intel 19-9960x CPU with 128 GB memory and four
NVIDIA RTX 2080Ti GPUs each with 11GB memory
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using Python 3.6. Due to space limitation, please see ers for 10 classes classification on mnist. We use

the detailed choice of parameters in the supplementary
document. The code can be found in

https://github.com/ChrisYZZ /CADA-master

4.1 Logistic regression

For CADA, the maximal delay is D = 100 and dyax =
10. For local momentum and FedAdam, we manually
optimize the averaging period as H = 10 for ijenni
and H = 20 for covtype. Results are averaged over 10
Monte Carlo runs.

Tests on logistic regression are reported in Figures 2-3.
In our tests, two CADA variants achieve the similar
iteration complexity as the original Adam and out-
perform all other baselines in most cases. Since our
CADA requires two gradient evaluations per iteration,
the gradient complexity (e.g., computational complex-
ity) of CADA is higher than Adam, but still smaller
than that of other baselines. For logistic regression
task, CADA1 and CADAZ2 save the number of commu-
nication uploads by at least one order of magnitude.

4.2 Training neural networks

We train a neural network with two convolution-ELU-
maxpooling layers followed by two fully-connected lay-

the popular ResNet20 model on CIFAR10 dataset,
which has 20 and roughly 0.27 million parameters.
We searched the best values of H from the grid
{1,4,6,8,16} to optimize the testing accuracy vs com-
munication rounds for each algorithm. In CADA, the
maximum delay is D = 50 and the average interval
dmax = 10. See tests under different H in the supple-
mentary material.

Tests on training neural networks are reported in Fig-
ures 4-5. In mnist, CADA1 and CADA2 save the num-
ber of communication uploads by roughly 60% than
local momentum and slightly more than FedAdam.
In cifar10, CADA1 and CADA2 achieve competitive
performance relative to the state-of-the-art algorithms
FedAdam and local momentum. We found that if we
further enlarge H, FedAdam and local momentum con-
verge fast at the beginning, but reached worse test
accuracy (e.g., 5%-15%). It is also evident that the
CADA1 and CADA2 rules achieve more communica-
tion reduction than the direct stochastic version of
LAG, which verifies the intuition in Section 2.1.

5 Conclusions

While Adaptive SGD methods have been widely ap-
plied in the single-node setting, their performance in
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