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Abstract

This work presents a new optimization algorithm for empirical risk minimization. The algorithm bridges the gap between first- and second-order methods by computing a search direction that uses a second-order-type update in one subspace, coupled with a scaled steepest descent step in the orthogonal complement. To this end, partial curvature information is incorporated to help with ill-conditioning, while simultaneously allowing the algorithm to scale to the large problem dimensions often encountered in machine learning applications. Theoretical results are presented to confirm that the algorithm converges to a stationary point in both the strongly convex and non-convex cases. A stochastic variant of the algorithm is also presented, along with corresponding theoretical guarantees. Numerical results confirm the strengths of the new approach on standard machine learning problems.

1 Introduction

This paper presents a novel optimization algorithm for empirical risk minimization:

\[
\min_{w \in \mathbb{R}^d} F(w) := \frac{1}{n} \sum_{i=1}^{n} f(w; x^i, y^i) = \frac{1}{n} \sum_{i=1}^{n} f_i(w),
\]

where \( \{(x^i, y^i)\}_{i=1}^{n} \) are training examples (observations), and \( f_i : \mathbb{R}^d \to \mathbb{R} \) is the composition of a prediction function (parameterized by \( w \in \mathbb{R}^d \)) and a loss function associated with the \( i \)-th training observation (sample). Problems of the form (1.1) arise in a wide variety of machine learning applications [Bishop, 2006, Chang and Lin, 2011, Friedman et al., 2001, LeCun et al., 2015]. The main challenge of solving these problems stems from the fact that they are often high-dimensional and nonlinear, and may be nonconvex.

For many machine learning applications, a common approach is to employ first-order methods such as the Stochastic Gradient method (SGD). SGD and its variance-reduced, adaptive and distributed variants [Robbins and Monro, 1951, Duchi et al., 2011, Schmidt et al., 2017, Johnson and Zhang, 2013, Nguyen et al., 2017, Kingma and Ba, 2014, Recht et al., 2011] are popular because they are simple to implement and have low per-iteration cost. However, these methods often require significant tuning efforts to ensure practical performance, and they struggle on ill-conditioned problems.

One avenue for mitigating the aforementioned issues is the use of second-order or quasi-Newton methods [Nocedal and Wright, 2006, Fletcher, 1987, Dennis and Moré, 1977]. These methods, in the deterministic setting, are relatively insensitive to their associated hyper-parameters and are able to alleviate the effects of ill-conditioning. Unfortunately, a drawback of these methods is that they often do not scale sufficiently well with the high dimensionality (both \( n \) and \( d \)) typical in machine/deep learning problems. Thus, the computational burden of using deterministic higher-order methods is often deemed to be too high.

Recently, attention has shifted towards stochastic second-order [Roosta-Khorasani and Mahoney, 2018, Byrd et al., 2011, Martens, 2010, Gower et al., 2019, Bollapragada et al., 2016] and quasi-Newton
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[Curtis, 2016, Byrd et al., 2016, Berahas et al., 2016, Mokhtari and Ribeiro, 2015, Schraudolph et al., 2007, Berahas and Takáč, 2020, Keskar and Berahas, 2016] methods. These methods attempt to combine the speed of Newton’s method and the scalability of first-order methods by incorporating curvature information in a judicious manner, and have proven to work well for several machine learning tasks [Berahas et al., 2020, Xu et al., 2020]. However, the question of how to balance the accuracy in the gradient and Hessian approximation is yet unresolved, and as such these methods often perform on par with their first-order variants.

Several other attempts have been made to balance the first- versus second-order trade-off, in order to find ways of incorporating partial curvature information to help with ill-conditioning at an acceptable cost. For example, variants of coordinate descent methods that perform second-order-type updates restricted to a low dimensional subspace, are prototypical methods in this niche [Fountoulakis and Tappenden, 2018, Richtárik and Takáč, 2014, Tappenden et al., 2016]. However, while progress has been made, the gap between first- and second-order methods remains.

In this paper, we propose the Symmetric blockwise truncated optimization Algorithm (SONIA). SONIA aims to bridge the gap between first- and second-order methods, but is different in nature to coordinate descent methods because at every iteration a step in the full dimensional space is generated. The search direction consists of two components. The first component lies in an m-dimensional subspace (where m ≪ d is referred to as the ‘memory’ and is user defined), and is generated using a second-order approach. The second component of the update lies in the orthogonal complement, and is an inexpensive scaled steepest descent update. The combination of the two components allows for the overall search direction to explore the full-dimensional space at every iteration.

Contributions

- **Novel Optimization Algorithm.** We propose SONIA for solving empirical risk minimization problems; the method attempts to bridge the gap between first- and second-order methods. SONIA judiciously incorporates curvature information in one subspace (dimension is determined by the user) and takes a gradient descent step in the complement of that subspace. As such, at every iteration, SONIA takes a step in full dimensional space while retaining a low per-iteration cost and storage, similar to that of limited memory quasi-Newton methods.

- **Theoretical Analysis.** We derive convergence guarantees for SONIA (deterministic and stochastic regimes) for strongly convex and nonconvex optimization problems. These guarantees match those of popular quasi-Newton methods such as L-BFGS.

- **Stochastic Variant.** We develop and analyze a stochastic variant of SONIA that uses stochastic gradient and Hessian approximations in lieu of the true gradient and Hessian, respectively.

- **Competitive Numerical Results.** We investigate the performance of SONIA (deterministic and stochastic) on strongly convex (logistic regression) and nonconvex (nonlinear least squares) problems that arise in machine learning. Our proposed methods are competitive with the algorithms of choice in both the deterministic and stochastic settings.

Organization

Related works are described in Section 2. Section 3 presents our proposed algorithm, SONIA, and its stochastic variant. We show the theoretical properties of our proposed method in Section 4. Numerical results on deterministic and stochastic problems are reported in Section 5. Finally, in Section 6 we provide some final remarks and discuss possible avenues for future research.

2 Related Work

The following works employ iterate updates of the form:

$$w_{k+1} = w_k + \alpha_k p_k,$$

(2.1)

where $p_k \in \mathbb{R}^d$ is the search direction and $\alpha_k > 0$ is the step length (or learning rate).

The work in [Paternain et al., 2019] proposes a Newton-type algorithm for nonconvex optimization. At each iteration the construction and eigenvalue decomposition (full dimensional) of the Hessian is required, small (in modulus) eigenvalues are truncated, and a Newton-like search direction is generated using the truncated inverse Hessian instead of the true inverse Hessian. The method works well in practice and is guaranteed to converge to local minima, but is expensive.

Quasi-Newton methods—methods that compute search directions using (inverse) Hessian approximations constructed using past iterate and gradient information—represent some of the most effective algorithms for minimizing nonlinear objective functions. This class of nonlinear optimization algorithms includes BFGS, DFP and SR1; see [Fletcher, 1987, Nocedal and Wright, 2006, Dennis and Moré, 1977] and the references therein.

The Symmetric Rank One (SR1) update is a special case of a rank one quasi-Newton method [Dennis and Moré, 1977]. It is the unique symmetric rank-1 update that satisfies the secant condition.
A key observation is that while work, at each iteration where $M$ via: $B_{k+1} = B_k + \frac{(y_k - B_k s_k)(y_k - B_k s_k)^T}{s_k^T(y_k - B_k s_k)}$.

Hessian approximations using SR1 updates are not guaranteed to be positive definite, and while this was originally seen as a drawback, it is arguably viewed as an advantage in the context of nonconvex optimization. Limited memory variants exist where there is a fixed memory size $m$, and only the last $m$ curvature pairs are kept and used to construct the Hessian approximation [Brust et al., 2017, Lu, 1996]. Let $S_k = [s_k-m+1, \ldots, s_k] \in \mathbb{R}^{d \times m}$ and $Y_k = [y_k-m+1, \ldots, y_k] \in \mathbb{R}^{d \times m}$ denote matrices consisting of the $m$ most recent curvature pairs. As studied in [Byrd et al., 1994], the compact form of L-SR1 is as follows:

$$B_k = B_0 + (Y_k - B_0 S_k) M_k^{-1} (Y_k - B_0 S_k)^T,$$

where $M_k = L_k + D_k + L_k^T - S_k^T B_0 S_k$ and $S_k^T Y_k = L_k + D_k + U_k$. $L_k$ denotes the strictly lower triangular part, $D_k$ is the diagonal and $U_k$ denotes the strictly upper triangular part of $S_k^T Y_k$, respectively, and $B_0$ is an initial approximation (usually set as $B_0 = \eta I$, $\eta > 0$). A key observation is that while $B_{k+1}$ is a full dimensional $d \times d$ matrix, the inverse in (2.2) is a small $m \times m$ matrix. Recent works that employ the compact L-SR1 update include [Erway et al., 2019, Brust et al., 2017, Berahas et al., 2019], where (2.2) defines the quadratic model within a trust region algorithm.

Rather than maintaining a history of the $m$ most recent curvature pairs, the work [Berahas et al., 2019] proposed a sampled variant of the L-SR1 update. In that work, at each iteration $k \geq 0$, $m$ directions $\{s_1, \ldots, s_m\}$ are sampled around the current iterate $w_k$ and stored as $S_k = [s_1, \ldots, s_m] \in \mathbb{R}^{d \times m}$. Next, the gradient displacement vectors are computed via

$$Y_k = \nabla^2 F(w_k) S_k,$$

and the matrix $B_0$ is set to zero. In this way, previous curvature information is forgotten, and local curvature information is sampled around the current iterate. Moreover, depending on the way the vectors $\{s_1, \ldots, s_m\}$ are sampled, one can view (2.3) as a sketch of the Hessian [Woodruff, 2014].

The approach proposed here combines quasi-Newton updates for indefinite Hessians [Erway et al., 2019] with sampled curvature pairs [Berahas et al., 2019]. Moreover, a truncation step (as in [Paternain et al., 2019]) allows us to avoid checking conditions on the curvature pairs, and ensures that the Hessian approximations constructed are positive definite. The subspace generation is based on the user-defined hyper-parameter $m$ (user has full control over the computational cost of each iteration), and an eigenvalue decomposition step (performed in reduced dimension and so is cheap).

### 3 Symmetric bloOckwise truNcated optimIzation Algorithm (SONIA)

In this section, we present our proposed algorithm. We begin by motivating and describing the deterministic variant of the method and then discuss its stochastic counterpart. We end this section by discussing the per iteration complexity of SONIA.

#### 3.1 Deterministic SONIA

The SONIA algorithm updates iterates via (2.1). The search direction $p_k$ consists of two components; the first component lies in one subspace and is a second-order based update, while the second component lies in the orthogonal complement and is a scaled steepest descent direction. We now describe how the subspaces are built at each iteration as well as how to compute the second-order component of the search direction.

The algorithm is initialized with a user defined parameter $m \ll d$ (memory size). At each iteration $k \geq 0$ of SONIA, $m$ directions $\{s_1, \ldots, s_m\}$ are randomly sampled, and curvature pair matrices $S_k$ and $Y_k$ are constructed via (2.3). Setting $B_0 = 0$, and substituting into (2.2) gives the compact form of the Hessian approximation used in this work:

$$B_k = Y_k (Y_k^T S_k)^T Y_k^T.$$

Similar to the strategy in [Erway et al., 2019], using the thin QR factorization of $Y_k = Q_k R_k$, where $Q_k \in \mathbb{R}^{d \times m}$ has orthonormal columns and $R_k \in \mathbb{R}^{m \times m}$ is an upper triangular matrix, (3.1) gives

$$B_k = Q_k R_k (Y_k^T S_k)^T R_k^T Q_k^T.$$  

Note that the matrix $B_k$ is symmetric, and by (2.3) $(Y_k^T S_k)^T = (S_k^T \nabla^2 F(w_k) S_k)^T \in \mathbb{R}^{m \times m}$ is symmetric. Thus, by the spectral decomposition, $R_k (Y_k^T S_k)^T R_k^T = V_k \Lambda_k V_k^T$, where the columns of $V_k \in \mathbb{R}^{m \times m}$ form an orthonormal basis (of eigenvectors), and $\Lambda_k \in \mathbb{R}^{m \times m}$ is a diagonal matrix containing the corresponding eigenvalues. Substituting this into (3.2) gives

$$B_k = Q_k V_k \Lambda_k V_k^T Q_k^T.$$  

Since $Q_k$ has orthonormal columns and $V_k$ is an orthogonal matrix, it is clear that

$$\tilde{V}_k := Q_k V_k \in \mathbb{R}^{d \times m} \quad (3.4)$$

If $S_k^T Y_k$ is full rank, then the pseudo-inverse in (3.1) is simply the inverse.
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has orthonormal columns. Finally, the low rank decomposition of the Hessian approximation $B_k$ is

$$B_k = \tilde{V}_k A_k \tilde{V}_k^T. \tag{3.5}$$

The following definition is motivated by [Paternain et al., 2019, Definition 2.1].

**Definition 3.1.** Let $B_k$, $\tilde{V}_k$ and $\Lambda_k$ be the matrices in (3.5), and let $0 < \omega \leq \Omega$. The truncated inverse Hessian approximation of $B_k$ is $A_k := \tilde{V}_k (|\Lambda_k|_0) - 1 \tilde{V}_k^T$, where $(|\Lambda_k|_0)_{ii} = \min \{ \max \{ |\Lambda_k|_{ii}, \omega \}, \Omega \}$.

Definition 3.1 explains that any eigenvalue of $A_k$ below (resp. above) the threshold $\omega$ (resp. $\Omega$) is truncated and set to $\omega$ (resp. $\Omega$). This is useful for several reasons. For one, it ensures that the search direction consists only of directions with non-negligible curvature. Moreover, unlike classical quasi-Newton methods that enforce conditions on the curvature pairs to guarantee that the (inverse) Hessian approximations are well-defined and that the updates are stable [Nocedal and Wright, 2006], SONIA utilizes a truncation step (Definition 3.1) and as such avoids the need for any such safe-guards. The reason for this is that even if $Y_k^T S_k$ is rank deficient, the truncation step ensures that $A_k$ has full rank. This is especially important with SR1-type methods that require matrix-vector products in the checks [Nocedal and Wright, 2006].

Before we proceed, we make a few more observations about our algorithmic choice of constructing the gradient differencing curvature pairs via (2.3). As mentioned above, this ensures that the matrix $Y_k^T S_k$ is symmetric which is a fundamental component of our approach for three reasons. First, it ensures that the Hessian approximations constructed are symmetric. Second, it guarantees that the spectral decomposition exists (see (3.3)). Third, unlike the SR1 method that utilizes only the lower triangular part of the $Y_k^T S_k$ (non-symmetric) matrix to construct Hessian approximations (see (2.2)) and discards possibly useful curvature information, SONIA incorporates information from the full matrix. Furthermore, one can show that constructing curvature pairs in this manner guarantees that the secant equations hold for all curvature pairs, and that the Hessian approximations are scale invariant.

Next, we discuss the subspace decomposition. The gradient is orthogonally decomposed as:

$$\nabla F(w_k) = g_k + g_k^\perp, \tag{3.6}$$

where $g_k = \tilde{V}_k \tilde{V}_k^T \nabla F(w_k)$ and $g_k^\perp = (I - \tilde{V}_k \tilde{V}_k^T) \nabla F(w_k)$.

Clearly, $g_k \in \text{range}(\tilde{V}_k \tilde{V}_k^T)$ and $g_k^\perp \in \ker(\tilde{V}_k \tilde{V}_k^T) \equiv \text{range}(I - \tilde{V}_k \tilde{V}_k^T)$. Vectors $g_k$ and $g_k^\perp$ are orthogonal because the subspaces $\text{range}(\tilde{V}_k \tilde{V}_k^T)$ and $\text{range}(I - \tilde{V}_k \tilde{V}_k^T)$ are orthogonal complements (i.e., $g_k^T g_k^\perp = \nabla F(w_k)^T \tilde{V}_k \tilde{V}_k^T (I - \tilde{V}_k \tilde{V}_k^T) \nabla F(w_k) = 0$).

The SONIA search direction is

$$p_k := -\tilde{V}_k (|\Lambda_k|_0) - 1 \tilde{V}_k^T \nabla F(w_k) - \rho_k (I - \tilde{V}_k \tilde{V}_k^T) \nabla F(w_k) = -\tilde{V}_k (|\Lambda_k|_0) - 1 \tilde{V}_k^T g_k - \rho_k g_k^\perp, \tag{3.7}$$

where for all $k \geq 0$,

$$\rho_k \in \left[ \frac{1}{\Omega}, \hat{\lambda}_k \right], \tag{3.8}$$

and $\hat{\lambda}_k := \max \{ \{ |\Lambda_k|_0 \} - 1 \}_{ii} \}$. \tag{3.9}

Note, $\frac{1}{\Omega} \leq \hat{\lambda}_k \leq \frac{1}{\omega}$. The first component of the search direction lies in the subspace $\text{range}(\tilde{V}_k \tilde{V}_k^T)$, while the second component lies in the orthogonal complement.

**Lemma 3.2.** The search direction $p_k$ in (3.7) is equivalent to $p_k = -A_k \nabla F(w_k)$, where

$$A_k := \tilde{V}_k (|\Lambda_k|_0) - 1 \tilde{V}_k^T + \rho_k (I - \tilde{V}_k \tilde{V}_k^T). \tag{3.10}$$

The search direction $p_k$ in (3.7) can be interpreted as follows. If the memory is chosen as $m = 0$, then $p_k$ is simply a scaled steepest descent direction (in this setting, $\rho_k$ can be any positive number). On the other hand, if $m = d$, then $p_k$ incorporates curvature information in the full dimensional space. If $0 < m < d$, then the algorithm is a hybrid of a second-order method in range($\tilde{V}_k \tilde{V}_k^T$) and steepest descent in the orthogonal complement $\text{null}(\tilde{V}_k \tilde{V}_k^T)$. Thus, this algorithm bridges the gap between first- and second-order methods.

**Remark 3.3.** The following remarks are made regarding the search direction $p_k$.

- The first component of the search direction vanishes only if (i) the memory size is $m = 0$, or if (ii) $\nabla F(w) \in \text{null}(\tilde{V} \tilde{V}^T)$.
- The second component of the search direction vanishes only if (i) the memory size is $m = d$, or if (ii) $\text{range}(\tilde{V} \tilde{V}^T) \equiv \mathbb{R}^d$.

The SONIA algorithm is presented in Algorithm 1. We should note that the SONIA algorithm does not require the construction of the Hessian matrix or of the Hessian approximation matrix. Rather, SONIA is a matrix-free algorithm that utilizes Hessian-vector (or matrix) products to construct the curvature pairs and compute the search direction.

### 3.2 Stochastic SONIA

The SONIA algorithm presented in Section 3.1, requires a gradient evaluation and a Hessian-matrix product (to construct $Y_k$) at every iteration. For many machine learning applications, these computations can be
As is clear from Table 1, we compare the cost and storage to popular limited-memory quasi-Newton methods and the NCN method. We present a stochastic variant of the SONIA algorithm that employs a mini-batch approach.

Stochastic SONIA chooses a set $I_k \subset [n]$, and the new iterate is computed as follows:

$$w_{k+1} = w_k - \alpha_k A_k \nabla F_{I_k}(w_k),$$

where $\nabla F_{I_k}(w_k) = \frac{1}{|I_k|} \sum_{i \in I_k} \nabla F_i(w_k)$ (3.11)

and $A_k$ is the stochastic inverse truncated Hessian approximation. Stochastic SONIA uses stochastic Hessian-matrix products to construct $Y_k$, i.e., $Y_k = \nabla^2 F_{I_k}(w_k)S_k$, where $J_k \subset [n]$. It is important to note that for the theory (Section 4) the sample sets $I_k$ and $J_k$ need to be chosen independently.

3.3 Complexity of SONIA

The per iteration complexity of SONIA consists of: (1) a Hessian-matrix product ($O(ndm^2)$); (2) a QR factorization of an $d \times m$ matrix ($O(dm^3)$); (3) a pseudo-inverse of an $m \times m$ matrix ($O(m^3)$); and (4) a spectral decomposition of an $m \times m$ matrix ($O(m^3)$). The computational cost and storage requirement for the SONIA algorithm are presented in Table 1\textsuperscript{2}, where we compare the cost and storage to popular limited-memory quasi-Newton methods and the NCN method [Paternain et al., 2019]. Note that the SONIA algorithm was developed for the regime where $m \ll d, n$. As is clear from Table 1, SONIA has similar cost and storage to LBFGS and LSR1, and is significantly more efficient, in both regards, to the NCN method. We should note that the computational cost and storage requirements for stochastic SONIA are $O(d)$.

\textsuperscript{2}The computations reported in Table 1 are on top of the function/gradient evaluations that are common to all methods. We highlight that the reported costs are in big O notation and in the regime $m \ll d, n$; in our experiments, we used the precise costs per iteration of each method in order to present meaningful results; see Section 5.

4 Theoretical Analysis

In this section, we present theoretical results for SONIA (deterministic and stochastic settings) for both strongly convex and nonconvex objective functions. Before we present the main theorems, we state two preliminary Lemmas that are used throughout this section. Proofs can be found in Appendix A.

Assumption 4.1. The function $F$ is twice continuously differentiable.

Lemma 4.2. The matrix $A_k$ in (3.10) is positive definite for all $k \geq 0$.

Lemma 4.3. If Assumption 4.1 holds, there exist constants $0 < \mu_1 \leq \mu_2$ such that the inverse truncated Hessian approximations $\{A_k\}$ generated by Algorithm 1 satisfy, $\mu_1 I \preceq A_k \preceq \mu_2 I$, for all $k \geq 0$.

4.1 Deterministic Setting

Strongly Convex Functions The following assumption is standard for strongly convex functions.

Assumption 4.4. There exist positive constants $0 < \mu \leq L$ such that $\mu I \preceq \nabla^2 F(w) \preceq LI$, for all $w \in \mathbb{R}^d$.

Theorem 4.5. Suppose that Assumptions 4.1 and 4.4 hold, and let $F^* = F(w^*)$, where $w^*$ is the minimizer of $F$. Let $\{w_k\}$ be the iterates generated by Algorithm 1, where $0 < \alpha_k = \alpha \leq \frac{\mu}{n^2L}$, and $w_0$ is the starting point. Then, for all $k \geq 0$,

$$F(w_k) - F^* \leq (1 - \alpha \mu \mu_1)^k[F(w_0) - F^*].$$

Theorem 4.5 shows that SONIA converges at a linear rate to the optimal solution of (1.1). The step length range prescribed by SONIA depends on $\mu_1$ and $\mu_2$, as does the rate. This is typical for limited memory quasi-Newton methods [Liu and Nocedal, 1989, Berahas et al., 2019]. In the worst-case, the matrix $A_k$ can make the limit in Theorem 4.5 significantly worse than that of the first-order variant if the update has been unfortunate and generates ill-conditioned matrices. However, this is rarely observed in practice.
Nonconvex Functions The following assumptions are needed for the nonconvex case.

Assumption 4.6. The function $F$ is bounded below by a scalar $\bar{F}$.

Assumption 4.7. The gradients of $F$ are $L$-Lipschitz continuous for all $w \in \mathbb{R}^d$.

Theorem 4.8. Suppose that Assumptions 4.1, 4.4, 4.7 hold. Let $\{w_k\}$ be the iterates generated by Algorithm 1, where $0 < \alpha_k = \alpha \leq \frac{\mu_1}{\mu_2 L}$, and $w_0$ is the starting point. Then, for any $T > 1$,

$$\frac{1}{T} \sum_{k=0}^{T-1} \| \nabla F(w_k) \|^2 \leq \frac{2(F(w_0) - \bar{F})}{\alpha \mu_1 T} \xrightarrow{T \to \infty} 0.$$  

Theorem 4.8 bounds the average norm squared of the gradient and shows that the iterates spend increasingly more time in regions where the objective function has small gradient. By this result one can show that in the limit the iterates converge to a stationary point of $F$.

4.2 Stochastic Setting

Here, we present theoretical convergence results for the stochastic variant of SONIA. Note that, in this section $E_I[\cdot]$ denotes the conditional expectation given $w_k$, whereas $E[\cdot]$ denotes the total expectation over the full history. We make the following standard assumptions.

Assumption 4.9. There exist a constant $\gamma$ such that $E_I[\| \nabla F_T(w) - \nabla F(w) \|^2] \leq \gamma^2$.

Assumption 4.10. $\nabla F_T(w)$ is an unbiased estimator of the gradient, i.e., $E_I[\nabla F_T(w)] = \nabla F(w)$, where the samples $I$ are drawn independently.

Strongly Convex Functions

Theorem 4.11. Suppose that Assumptions 4.1, 4.4, 4.9 and 4.10 hold, and let $F^* = F(w^*)$, where $w^*$ is the minimizer of $F$. Let $\{w_k\}$ be the iterates generated by Algorithm 1, where $0 < \alpha_k = \alpha \leq \frac{\mu_1}{\mu_2 L}$, and $w_0$ is the starting point. Then, for all $k \geq 0$,

$$E[F(w_k) - F^*] \leq (1 - \alpha \mu_1 \mu)^k (F(w_0) - F^* - \frac{\alpha \mu_2 \gamma^2 L}{2 \mu_1 \mu}) + \frac{\alpha \mu_2 \gamma^2 L}{2 \mu_1 \mu}.$$  

The bound in Theorem 4.11 has two components: (1) a term decaying linearly to zero; and, (2) a term identifying the neighborhood of convergence. Notice that a larger step length yields a more favorable constant in the linearly decaying term, at the cost of an increase in the size of the neighborhood of convergence. As in the deterministic case, the step length range and rate of SONIA depends on $\mu_1$ and $\mu_2$. Thus, this result is weaker than that of its first-order variant if the update has been unfortunate and generates ill-conditioned matrices. Again, this is seldom observed in practice.

One can establish convergence of stochastic SONIA to the optimal solution $w^*$ by employing a sequence of step lengths that converge to zero [Robbins and Monro, 1951], but at the slower, sublinear rate. Another way to achieve exact convergence is to employ variance reduced gradient approximations [Johnson and Zhang, 2013, Schmidt et al., 2017], and achieve linear convergence, at the cost of computing the full gradient every so often, or increased storage.

Non-convex Functions

Theorem 4.12. Suppose that Assumptions 4.1, 4.4, 4.7, 4.9 and 4.10 hold. Let $\{w_k\}$ be the iterates generated by Algorithm 1, where $0 < \alpha_k = \alpha \leq \frac{\mu_1}{\mu_2 L}$, and $w_0$ is the starting point. Then, for all $k \geq 0$,

$$E\left[\frac{1}{T} \sum_{k=0}^{T-1} \| \nabla F(w_k) \|^2\right] \leq \frac{2(F(w_0) - \bar{F})}{\alpha \mu_1 T} + \frac{\alpha \mu_2 \gamma^2 L}{\mu_1} \xrightarrow{T \to \infty} 0.$$  

Theorem 4.12 bounds the average norm squared of the gradient of $F$, in expectation. The result states that, in expectation, the iterates spend increasingly more time in regions where the objective function has small gradient. The difference with the deterministic setting is that one cannot show convergence to a stationary point; this is due to the variance in the gradient approximation employed. One can establish such convergence under appropriately diminishing step length schedules.

5 Numerical Experiments

In this section, we present numerical experiments on two standard machine learning problems, and compare the empirical performance of SONIA with that of state-of-the-art first- and second-order methods, in both the stochastic and deterministic settings. We considered four different classes of problems: (1) deterministic and stochastic logistic regression (strongly convex); and, (2) deterministic and stochastic nonlinear least squares (nonconvex), and report results on two standard machine learning datasets. (For brevity we report only a subset of the results here and defer the rest to Appendix D.) We compared the performance of SONIA to algorithms with computational cost and storage requirements linear in both $n$ and $d$. As such, we did not compare against NCN [Paternain et al., 2019] and full-memory quasi-Newton methods. Our metric of comparison was the number of effective passes (or epochs), which we calculated as the number of function evaluations, i.e., $T - 1$.

All codes to reproduce numerical results are available at https://github.com/OptMLGroup/SONIA

See Appendix C.1 for algorithm details.

aia and gisette. Available at: https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/.
(a) Comparison of optimality gap \((F(w) - F^*)\) and Test Accuracy for different algorithms on Logistic Regression Problems.

(b) Comparison of objective function \((F(w))\) and Test Accuracy for different algorithms on Non-Linear Least Squares Problems.

Figure 1: Deterministic Problems. Datasets: \(a1a\), and \(gistte\).

5.1 Deterministic Setting

In the deterministic setting, we compared the performance of SONIA to that of Gradient Descent (GD), L-BFGS [Liu and Nocedal, 1989], L-SR1 [Lu, 1996], NEST+ [Nesterov, 2004] and Newton-CG [Nocedal and Wright, 2006]. We implemented the algorithms with adaptive procedures for selecting the step length (e.g., Armijo backtracking) and/or computing the step (e.g., trust-region subroutine) [Nocedal and Wright, 2006]. (Newton-CG was implemented with a line search for strongly convex problems and with a trust region for nonconvex problems.)

Deterministic Logistic Regression We considered \(\ell_2\) regularized logistic regression problems, \(F(w) = \frac{1}{n} \sum_{i=1}^{n} \log(1 + e^{-y_i x_i^T w}) + \frac{\lambda}{2} \|w\|^2\). Figure 1a shows the performance of the methods in terms of optimality gap \((F(w) - F^*)^6\) and testing accuracy versus number of effective passes. As is clear, the performance of SONIA is on par or better than that of the other methods. Similar behavior was observed on other datasets; see Appendix D.1.

Deterministic Non-Linear Least Squares We considered non-linear least squares problems, \(F(w) = \frac{1}{n} \sum_{i=1}^{n} (y_i - \frac{1}{1 + e^{-w^T x_i}})^2\), described in [Xu et al., 2020]. Figure 1b shows the performance of the methods in terms of objective function and testing accuracy versus number of effective passes. As is clear, the performance of SONIA is always better than the other methods in the initial stages of training, and the final objective and testing accuracy is comparable to the best method for each problem. We should note that in Figure 1b we report results for a single starting point (as is done in [Xu et al., 2020]); the performance of SONIA was robust for all starting points.

5.2 Stochastic Setting

In the stochastic setting, we compared the performance of SONIA to that of SGD [Bottou et al., 2018], SARAH [Nguyen et al., 2017] and SQN [Byrd et al., 2016]. We implemented the algorithms with fixed steplength rules, and tuned this parameter as well as the batch size for every problem; see Section C.3 for more details.

\(^6\)To find \(w^*\) we ran the ASUESA algorithm [Ma et al., 2017]; see Section C.1.
Stochastic Logistic Regression  Figure 2a shows the performance of the stochastic methods on logistic regression problems. We show results for every method in the small batch regime (16) and in the large batch regime (256). As is clear, the stochastic variant of SONIA is competitive with the other methods. We should also mention that as predicted by the theory, using a larger batch size (lower variance in the stochastic gradient approximation) allows for SONIA to converge to a smaller neighborhood around the optimal solution. For more results see Section D.3.

Stochastic Non-Linear Least Squares  Figure 2b shows the performance of the stochastic methods on (nonconvex) nonlinear least squares problems. As is clear, the stochastic variant of SONIA outperforms the other methods for all problems reported. Within a very small number of epochs, SONIA is able to achieve high testing accuracy. We attribute the success of SONIA in the stochastic nonconvex regime to the fact that useful curvature information is incorporated in the search direction. For more results see Section D.4.
5.3 Sampling versus History

A fair question to ask is whether the good empirical performance of SONIA is due to sampling curvature pairs at every iteration. In Figure 3 we compare L-SR1, SONIA with sampling at every iteration to construct curvature pairs, and SONIA with limited-memory history. As is clear, SONIA with sampling appears to outperform the other variants suggesting that there is value to sampling and using new local information in the Hessian approximations even though the per iteration cost (in terms of effective passes) of SONIA with sampling is higher than both L-SR1 and SONIA with history.

5.4 Wall-clock Time Comparison

Finally, we investigated the performance of SONIA in terms of wall-clock time. To this end, Figure 4 shows the performance of the methods on the gisette dataset for all aforementioned problem classes. As is clear, despite the increased per iteration cost of SONIA, the method is competitive on these machine learning tasks. Similar performance is observed for other datasets; see Appendix D.5.

6 Final Remarks and Future Works

This paper describes a deterministic and stochastic variant of a novel optimization method, SONIA, for empirical risk minimization. The method attempts to bridge the gap between first- and second-order methods by computing a search direction that uses a second-order-type update in one subspace, coupled with a scaled steepest descent step in the orthogonal complement. Numerical results show that the method is efficient in both the deterministic and stochastic settings, and theoretical guarantees confirm that SONIA converges to a stationary point for both strongly convex and nonconvex functions.

Future research directions include: (1) developing adaptive memory variants of SONIA, (2) exploring stochastic SONIA variants that use an adaptive number of samples for gradient/Hessian approximations (leveraging ideas from [Byrd et al., 2012, Mokhtari et al., 2016, Jahani et al., 2020, Friedlander and Schmidt, 2012, Bollapragada et al., 2018]), or that employ variance reduced gradients, and (3) a thorough numerical investigation for deep learning problems to test the limits of the methods.
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