Abstract

Models leak information about their training data. This enables attackers to infer sensitive information about their training sets, notably determine if a data sample was part of the model’s training set. The existing works empirically show the possibility of these membership inference (tracing) attacks against complex deep learning models. However, the attack results are dependent on the specific training data, can be obtained only after the tedious process of training the model and performing the attack, and are missing any measure of the confidence and unused potential power of the attack.

In this paper, we theoretically analyze the maximum power of tracing attacks against high-dimensional graphical models, with the focus on Bayesian networks. We provide a tight upper bound on the power (true positive rate) of these attacks, with respect to their error (false positive rate), for a given model structure even before learning its parameters. As it should be, the bound is independent of the knowledge and algorithm of any specific attack. It can help in identifying which model structures leak more information, how adding new parameters to the model increases its privacy risk, and what can be gained by adding new data points to decrease the overall information leakage. It provides a measure of the potential leakage of a model given its structure, as a function of the model complexity and the size of the training set.

1 Introduction

How much is the privacy risk of releasing high-dimensional models which are trained on sensitive data? We focus on measuring information leakage of models about their training data, using tracing (membership inference) attacks. In a tracing attack, given the released model and a target data sample, the adversary aims at inferring whether or not the target sample was a member of the training set. We use the term tracing attack and membership inference attack interchangeably [Dwork et al. 2017; Shokri et al. 2017]. The attack is evaluated based on its power (true positive rate), and its error (false positive rate), in its binary decisional task.

Tracing attacks have been extensively studied for summary statistics, where independent statistics (e.g., mean) of attributes of high-dimensional data are released. Homer et al. (2008) showed the existence of powerful tracing attacks; more recent work provided theoretical frameworks to analyze the upper bound on the power of these inference attacks (Sankaran et al. 2009), and their robustness to noisy statistics (Dwork et al. 2015). The theoretical analysis helps explain the major causes of information leakage and assess the privacy risk even before computing the statistics. However, these analyses are limited to simple models such as product distributions.

Advanced machine learning models, such as deep neural networks, have recently been tested against tracing attacks. In the black-box setting, the attacker can only observe predictions of the model. The attack involves training inference models that can distinguish between members and non-members from the predictions that the target model produces (Shokri et al. 2017). The attacks are tested against deep neural networks as well as machine-learning-as-a-service platforms, and their accuracy is shown to be related to their generalization error (Shokri et al. 2017; Yeom et al. 2018). In the white-box setting, the attacker obtains the parameters of the model, and decides that the target sample is
a member if the gradients of the loss with respect to the model’s parameters computed on the target data sample are aligned with the model’s parameters \cite{nast2019}. Large models are empirically shown to be more vulnerable to the attack, even if they have better generalization performance. These attacks highlight the susceptibility of high-dimensional neural networks to tracing attacks. However, their analysis is limited to empirical measurements of the attack success, after training the models on particular data sets.

**Contributions** Using the above-mentioned existing methods, it is possible to reason theoretically about tracing attacks, yet only for simple models (independent statistics). In parallel, it is possible to perform empirical tracing attacks against complex models (deep neural networks), yet without much theoretical analysis on the maximum power of inference attacks. In this paper, we aim at addressing this gap by providing a theoretical analysis of tracing attacks against high dimensional graphical models, i.e., models with many parameters. We provide a bound on the performance of tracing attacks to quantify the privacy risk that learning a model, with max likelihood estimation (MLE), implies for the training set. Using the bound, one can determine the elements of a released model that contribute to the power of the attacker. Our focus is on probabilistic graphical models, which are very general statistical models that capture the correlations among data attributes, as they are among fundamental models for machine learning, and the basis of deep learning models via e.g., restricted Boltzmann machines.

We use the likelihood ratio test (LR test) as the foundation of our tracing attack \cite{sankararaman2009}. This enables us to design the most powerful attack against any probabilistic model. Thus, for any given error, there exists no other attack strategy that can achieve a higher power. Our objective is not to empirically evaluate the performance of attacks (even the theoretically strongest one) on trained models. We instead compute the maximum achievable power of tracing attacks. This upper bound can be used as a measure to evaluate the effectiveness of different attack algorithms by comparing their achieved power to the bound for any false positive error.

Our objective is to identify the elements of a model that cause membership information leakage and measure their influence. We prove that, for a given model structure, the potential leakage of the model (the leakage that corresponds to the most powerful attack for any given error) is proportional to the square root of the model’s complexity (defined as the number of its independent parameters), and is inversely proportional to the square root of the size of the training set. Thus, the theoretical bound enables us to quantify the potential leakage of a model before even learning the parameters of the model on that structure. This can be used to efficiently compare different model structures based on their susceptibility to tracing attacks. The theoretical bound can quantify the power that the attack gains/loses if a new attribute is added/removed from the data, or when the model requires capturing/removing the correlation between certain attributes. It can also determine the size of the training set for a very high-dimensional model that leaks a similar amount of information as a small model leaks on a small set of data.

We evaluate our attack against real (sensitive) data: location check-ins, purchase history, and genome data. We empirically show that the upper bound is tight, and the power (true positive rate) of the likelihood ratio test attacker is extremely close to the bound for any error (false positive rate).

## 2 Probabilistic Graphical Models

Probabilistic graphical models make use of a graph-based representation to encode the dependencies and conditional independence between random variables \cite{koller2009}. Each node $X_i$ in a graph $G$ is a random variable, and the edges represent the dependencies. In this paper, we focus on Bayesian networks. However, our attack framework is easily applicable to Markov random fields. In Bayesian networks, the model structure is a directed acyclic graph, and the model $\langle G, \theta \rangle$ enables factoring the joint probability over the random variables. Given all its parents in the graph, a random variable is conditionally independent of other random variables. Therefore, the joint distribution can be factored as follows.

$$
\Pr[X_1, X_2, \cdots, X_m] = \prod_{i=1}^{m} \Pr[X_i|Pa^G_{X_i}; \theta],
$$

where $Pa^G_{X_i}$ is the parent random variables of $X_i$. The parameters $\theta$ of the model encode the conditional probabilities.

We define the complexity $C(G)$ of a Bayesian network $\langle G, \theta \rangle$ with discrete random variables as the number of independent parameters used to define its probability distribution. Let $V(X)$ be the number of distinct values that a random variable $X$ can take. For each conditional probability $\Pr[X_i|Pa^G_{X_i}; \theta]$, we need $|V(Pa^G_{X_i})|(|V(X_i)|-1)$ independent parameters. Thus, the total complexity of a model is:

$$
C(G) = \sum_{i=1}^{m} |V(Pa^G_{X_i})|(|V(X_i)|-1).
$$
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3 Problem Statement

We consider a set of \( n \) independent \( m \)-dimensional data samples from a population. We refer to this set as the pool. We do not make any assumption about the probability distribution of the data points in the general population. Given a graphical model structure \( G \), the pool data is used to train a graphical model, i.e., to estimate the parameters \( \theta \) of the probabilistic graphical model \( \langle G, \theta \rangle \). The estimation can be either Max likelihood estimation (MLE) or Max a posteriori (MAP) estimate. This model is released. Our objective is to quantify the privacy risks of releasing such models for the members of their training data.

Let us consider an adversary who observes the released model \( \langle G, \theta \rangle \). We assume that the attacker can collect a set of independent samples from the population. We refer to this set as the reference population. The objective of the adversary is to perform a tracing attack (also known as membership inference attack) against the released model, on any target data point \( x \): create a decision rule that determines whether \( x \) was used in the training of the parameters of \( \langle G, \theta \rangle \) or not, i.e. to classify \( x \) as being in the pool (IN) or not (OUT).

The accuracy of the tracing attack indicates the information leakage from the model about the members of its training set. We quantify the attacker’s success using two metrics: the adversary’s power (the true positive rate), and his error (the false positive rate). The power measures the conditional probability that the attacker classifies \( x \) as IN, given that \( x \) is indeed in the pool, i.e. \( \text{Pr}[IN|x \in \text{pool}] \). The error measures the conditional probability that the attacker classifies \( x \) as IN, given that \( x \) is not in the pool, i.e. \( \text{Pr}[IN|x \notin \text{pool}] \).

The ROC curve (Receiver Operating Characteristic), which is a plot of power versus error, captures the trade-off between power and error. Thus, the area under the ROC curve (AUC) is a single metric for measuring the strength of the attack. The AUC can be interpreted as the probability that a randomly drawn data point from the pool will be assigned larger probability of being IN than a data point randomly drawn from outside the pool. So AUC = 1 implies that the attacker can correctly classify all data samples as IN or OUT.

3.1 Membership Inference Attack against Graphical Models

Given the released model, the reference population, and the target data point, the adversary aims at distinguishing between two hypothesis. Each hypothesis describes a possible world that could have resulted in the observation of the adversary, where in one world the target data was part of the training set (pool), while in the other one the target data is a random sample from the population.

- Null hypothesis (H\(_{\text{OUT}}\)): The pool is constructed by drawing \( n \) independent samples from the general population. Parameters \( \theta \) of the model \( \langle G, \theta \rangle \) are learned on the pool data. Target data \( x \) is drawn from the general population, independently from the pool.

- Alternative hypothesis (H\(_{\text{IN}}\)): The pool is constructed by drawing \( n \) independent samples from the general population. Parameters \( \theta \) of the model \( \langle G, \theta \rangle \) are learned on the pool data. Target data \( x \) is drawn from the pool.

This generalizes the hypothesis test designed by Sankararaman et al. (2009), in which the released model follows a product distribution, i.e. the random variables corresponding to data attributes are independent (equivalent to a probabilistic graphical model without any dependency edges between the nodes).

We use the Likelihood Ratio test to distinguish the two hypotheses. The goal of hypothesis testing is to find whether there is enough evidence to reject the null hypothesis in favor of the alternative hypothesis, i.e. whether the likelihood \( L_{\text{IN}} \) of the alternative hypothesis is large enough compared to the likelihood \( L_{\text{OUT}} \) of the null hypothesis. The only information we know about the pool is \( \theta \), the parameters of the released model learned using the pool data. Hence, we must calculate these exact same parameters under null hypothesis (i.e., learn the parameters using general population). Let \( \theta \) be the result of this computation, i.e., the parameters of \( G \) trained on a large reference population. We calculate \( L_{\text{IN}} \) as the likelihood of the parameters of \( G \) taking the value \( \theta \), which is equal to \( \text{Pr}[x; \langle G, \theta \rangle] \). Similarly, we calculate \( L_{\text{OUT}} \) as the likelihood of the parameters of \( G \) taking the value \( \theta \), which is equal to \( \text{Pr}[x; \langle G, \theta \rangle] \).

Hence, the log likelihood statistic is computed as follows.

\[
L(x) = \log \left( \frac{\text{Pr}[x; \langle G, \theta \rangle]}{\text{Pr}[x; \langle G, \theta \rangle]} \right)
\]  

(3)

The LR test is a comparison of the log likelihood statistic \( L(x) \) with a threshold. If \( L(x) \leq \text{threshold} \), then the attacker decides in favor of H\(_{\text{IN}}\) (rejects H\(_{\text{OUT}}\)); else, he decides in favor of H\(_{\text{OUT}}\) (more precisely, he fails to reject H\(_{\text{OUT}}\) because there is not enough evidence to support this rejection in favor of H\(_{\text{IN}}\)). To determine the threshold, the attacker selects a (false positive rate) error \( \alpha \) that he is willing to tolerate. He then empirically or theoretically estimates the distribution of \( L(x) \) under the null hypothesis, using his reference
population. We denote the CDF of this distribution as \( F \). Given \( \alpha \) and \( F \), the attacker computes a threshold value \( F^{-1}(\alpha) \) and compares it to \( L(x) \), to decide whether to reject the null hypothesis. This concludes the hypothesis test.

The power of the test, as defined earlier, can be expressed as \( \Pr[L(x) \leq F^{-1}(\alpha)] \), computed under the alternative hypothesis, for an individual data point \( x \) randomly drawn from the pool. In other words, it is the fraction of pool data points that are correctly classified by the test. By varying \( \alpha \), and thus the threshold \( F^{-1}(\alpha) \), we can draw the ROC curve and compute the AUC metric. It is worth emphasizing that according to the Neyman and Pearson (1933) lemma, the LR test achieves the maximum power among all decision rules with a given error (false positive rate). So, any other decision rule would result in a lower AUC.

4 Theoretical analysis - Bound on power of attack

Our objective is to compute the maximum power \( \beta \) for any false positive error \( \alpha \) of an adversary that observes the released model \( \langle G, \hat{\theta} \rangle \) which has been trained on a pool of size \( n \). In our main result, Theorem 1, we show which combinations of \( \alpha \) and \( \beta \) are possible for the attacker, and we find the major factors that determine these combinations, as a function of the model complexity and size of the dataset. To derive our main result about the best achievable power-error tradeoff, we assume that the released parameters satisfy the below conditions.

- The value of every released parameter is learned from a large enough number of samples for the central limit theorem to hold good.

- The value of every released parameter is non-trivial i.e., it is bounded away from 0 and 1 (Sankaran et al. 2009).

These are valid assumptions to make on part of the model publisher, as it is not beneficial to publish statistically insignificant or trivial estimates. In fact, the recently published methodology of learning Bayesian Networks on Cancer Analysis System (CAS) database in the National Cancer Registration and Analysis Service (NCRAS) has similar assumptions (they use only the parameters that are learned using at least 50 samples).\(^1\)


**Theorem 1.** Let \( \beta \) and \( \alpha \) be the power and error of the LR test, for the membership inference attack, respectively. Let \( n \) be the size of the pool (model’s training set), and \( C(G) \) be the complexity of the released probabilistic graphical model \( \langle G, \hat{\theta} \rangle \). Then, the tradeoff between power and error follows the following relation:

\[
    z_\alpha + z_{1-\beta} \approx \sqrt{\frac{C(G)}{n}},
\]

where \( z_\alpha \) is the quantile at level \( 1-s, 0 < s < 1 \) of the Standard Normal distribution.

**Proof sketch.** To compute \( \beta = \Pr_{\text{pool}}\{L(x) \leq F^{-1}(\alpha)\} \), the power of the LR test for the inference attack, for any error \( \alpha \), we need the distribution of \( L(x) \) when \( x \) is drawn from the pool and when \( x \) is drawn from the population. Our approach to estimating the distributions of \( L(x) \) is through computing its moments \( E(L^k), k > 0 \). To approximate the distribution using its moments, we use an established statistical principle for fitting a distribution with known moments: the maximum-entropy principle. This principle states that the probability distribution which best represents the current state of knowledge is the one with largest entropy (Jaynes 1957a,b).

To simplify the computation of the moments, we take advantage of the Bayesian decomposition to split this \( L(x) \) as sum of simpler terms (one for each attribute \( X_i \)). We start by expanding (3) to give the following expression for \( L(x) \):

\[
    L(x) = \log \left( \frac{\prod_{i=1}^{m} \Pr[X_i | Pa^G_{X_i}; \hat{\theta}]}{\prod_{i=1}^{m} \Pr[X_i | Pa^C_{X_i}; \hat{\theta}]} \right) = \sum_{i=1}^{m} \log \left( \frac{\Pr[X_i | Pa^G_{X_i}; \hat{\theta}]}{\Pr[X_i | Pa^C_{X_i}; \hat{\theta}]} \right)
\]

where the \( X_i \) are the attributes of the data point \( x \), which is now a random variable as it is drawn from the pool (or population), as just mentioned. We define \( L_i \) as the contribution of attribute \( X_i \) to the likelihood ratio \( L \). Hence the value of \( L_i \) can be calculated as:

\[
    L_i = \log \left( \frac{\Pr[X_i | Pa^G_{X_i}; \hat{\theta}]}{\Pr[X_i | Pa^C_{X_i}; \hat{\theta}]} \right)
\]

We calculate the first two moments of \( L(x) \) for our approximation. The mean and variance of \( L(x) \) are \( \mu_0 = \frac{C(G)}{2n}, \sigma_0^2 = \frac{C(G)}{2n} \) under the null hypothesis and \( \mu_1 = -\frac{C(G)}{2n}, \sigma_1^2 = \frac{C(G)}{2n} \) under the alternative hypothesis (See proof in Appendix A). For a known mean \( \mu \) and variance \( \sigma^2 \), the max-entropy distribution that matches the target distribution is a Gaussian \( N(\mu, \sigma^2) \).
Deriving higher order moments of $L(x)$ requires information about the exact distribution that generated the data. Note that in our analysis, we do not make any assumption on the distribution from which data is generated. We just assume that the pool and the population are from the same distribution. Making assumptions on the distribution that generated the data limits the practical utility of such bounds (as we want to estimate potential leakage from a model, before touching the data). See Appendix A for details on how the data generator distribution affects the distribution of the log-likelihood ratio.

Given this approximation, and the computed mean and variance, the relationship between power $\beta$, and error $\alpha$ is 

$$\mu_0 - z_{\alpha}\sigma_0 = \mu_1 - z_{\beta}\sigma_1 \quad (7)$$

where $z_s$ is the quantile at level $1 - s, 0 < s < 1$ of the standard normal distribution. This equation can be derived by equating quantiles at level $\beta, \alpha$ in the pool and population distribution respectively.

Substituting $\mu_0, \sigma_0, \mu_1, \sigma_1$ into (7), we derive the main result.

In case of high-dimension models, the log-likelihood ratio distribution is very close to normal distribution (as it is a sum of large number of independent random variables) and assuming it follows a normal distribution is a good approximation for most practical purposes. As we will show in the latter sections (Section 5.2 and Section 4.1), the contribution of higher order moments to the estimates of privacy risk and understanding of the sources of information leakage is marginal. We illustrate this by comparing our theoretical bound with the empirically observed maximum power for any error and explaining the power of attacks using parameter estimation errors.

The intuition behind our result is that the centers ($\mu_0 = \frac{C(G)}{2n}$ and $\mu_1 = -\frac{C(G)}{2n}$) of $L(x)$ under the null and alternative hypotheses are separated by a distance of $\frac{C(G)}{n}$. The overlap between the distributions is determined by variance $\frac{C(G)}{n}$ of the statistic, and the amount of the overlap between the two distributions determines the power $\beta = \Pr_{pool}\{L(x) \leq F^{-1}(\alpha)\}$ for any error $\alpha$.

Our result generalizes that of Sankararaman et al. (2009) on releasing independent marginals. In their case, the released graph has no edges and nodes are binary variables. The complexity of such a graph is equal to the number of nodes $m$. Hence, for independent marginals we recover Sankararaman et al’s relation:

$$z_{\alpha} + z_{1-\beta} = \sqrt{\frac{m}{n}}. \quad (8)$$

4.1 Insights from the bound:

The bound in Theorem 1 is independent of the exact values of the data in the pool and depends only on the metadata of the model: pool size $n$, number of attributes $m$ and model structure $G$. This implies that the analysis is robust to varying the details of the dataset, but it is expressive enough to capture and resolve questions like the following:

- Which one of many model structures has the largest/smallest leakage?
- What is the additional leakage caused by releasing one more attribute for each data point in the pool?
- How do the dependencies among a certain group of attributes affect the leakage?
- How exactly does the pool size affect leakage?

Using the bound, we can observe and quantify the effect of releasing a model in terms of its complexity $C(G)$. Releasing more parameters helps the attacker, and we also see that e.g. quadrupling $C(G)$ would double the sum $z_{\alpha} + z_{1-\beta}$, thus reducing the error or increasing the power or both. The amount of improvement depends on how large the sum already is and there are diminishing returns. In contrast, increasing the pool size $n$ has the opposite effect to increasing $C(G)$: the attack performance becomes worse. This makes sense, as a larger pool is more similar to (has more overlap with) the population, so it is more difficult for the attacker to distinguish between them.

It is also possible to see whether a heuristic attack can be improved by comparing its error and power to the ones implied by the main theorem for a given complexity and pool size. From the heuristic attack’s error and power, we can compute the corresponding Standard Normal quantiles and compare their sum to $\sqrt{\frac{C(G)}{n}}$. If the sum is far from the bound, then the attack can be improved. From a defender’s point of view, we can quantify the maximum leakage associated with releasing various models without having to train each model and without having to perform any attack. We can reason about the ultimate maximum power of the attacker, e.g. one with perfect knowledge about the population, so as to guide our choice of a model to release.

It is also interesting to note that the natural complexity behind the structure of a graphical model captures its privacy risk. The difference between an estimated parameter value (calculated from the pool) and the actual parameter value (calculated from the general population) is an estimation error that leaks information about the pool. Since these estimation errors are
independent across parameters of a Bayesian network, each parameter makes a separate contribution to the power of the attacker. Hence, the complexity measure defined as the number of parameters captures the potential privacy risk of the model. See Appendix G for a detailed discussion on why the estimation errors of parameters in graphical models are independent.

5 Experiments

We use two methods for performing and evaluating the attack:

1. **Theoretical:** Given a false positive rate and released model structure $G$, we use our main result (Theorem 1) to calculate the power, error, and AUC.

2. **Empirical:** In empirical analysis, we vary the threshold of LR test from $-\infty$ to $+\infty$ and calculate the power at each value of false positive rate. This is the maximum possible power that can be achieved. Hence we use the power and AUC values calculated here to compare with the bound presented in Theorem 1.

5.1 Data Sets

A summary of all the data sets which are used in our experiments is provided in Table 1.

**Location:** This is a binary data set containing the Foursquare location check-ins by individuals in Bangkok (Shokri et al., 2017). Each record corresponds to an individual and consists of binary attributes reflecting visits to different locations.

**Purchase:** This is a binary data set containing information about individuals and their purchases (Shokri et al., 2017). Each record corresponds to an individual and each attribute represents a product. A value of 1 at attribute $j$ means that the individual purchased the product corresponding to attribute $j$.

**Genome:** OpenSNP is an open source data sharing website, where people can share their genomic data test results. We obtained the data provided by OpenSNP and considered only the individuals sequenced by 23andme. We randomly selected 1000 SNPs on chromosome 1. Individuals with more than 2 missing values were filtered out. After this pre-processing, we were left with 2497 individuals and 1000 SNPs for each individual.

Bayesian Networks have been used to model genome sequences in Agrahari et al., 2018; Su et al., 2013.

### Table 1: Summary of Datasets used

<table>
<thead>
<tr>
<th>Data Set</th>
<th># Attributes</th>
<th>Original Size</th>
<th>Augmented Dataset Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location</td>
<td>446</td>
<td>5010</td>
<td>30000</td>
</tr>
<tr>
<td>Purchase</td>
<td>600</td>
<td>30000</td>
<td>30000</td>
</tr>
<tr>
<td>Genome</td>
<td>1000</td>
<td>2497</td>
<td>10000</td>
</tr>
</tbody>
</table>

We use a similar approach to model the SNPs as a Bayesian Network. Since humans are diploid, at each position, we have two bases i.e. three possible values. While releasing graphical models constructed from genomic data, we only estimate the Minor and Major Allele Frequencies. To calculate the probability of any combination, we assume independence and compute it as the product of Allele Frequencies.

**Data augmentation and Evaluation method:** As the size of the original dataset is small for Location and Genome data, we augment the original dataset with synthetic data sampled independently from a Bayesian network with $\eta = 3$ learned on the original dataset, where $\eta$ is the maximum number of parents a node can have. We use the full augmented set as the general population. See Appendix I for details on data synthesis, structure learning, and parameter learning in Bayesian networks. In all the experiments, the pool and reference population are sampled independently from the general population. To evaluate the attack, all available samples from the general population are used to compute power and false positives. The pool size and reference population size for experiments with the Location and Purchase datasets are 3000 and 15000 respectively. The pool size and reference population size for experiments with the Genome dataset are 1000 and 5000 respectively. We perform each experiment with 50 different and independent splits of pool and reference population and report the average statistics. This random splitting and averaging ensures that the results are not biased by data augmentation or by a single instance of sampling the pool.

5.2 Validity of the theoretical bound

We first present how the complexity of released graphical model affects the power of tracing attack. Table 2 and Figure 1 (column 1) show the AUC and power respectively of the tracing attack when models of various complexities are released. In Figure 1 (columns 2, 3), we compare the observed power of tracing attack with the bound from Theorem 1. Columns 2 and 3 correspond to releasing Bayesian Networks learned with
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<table>
<thead>
<tr>
<th>Data set</th>
<th>No. of Nodes</th>
<th>η</th>
<th>No. of Edges</th>
<th>Complexity</th>
<th>AUC (Empirical)</th>
<th>AUC (Theoretical)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location</td>
<td>446</td>
<td>0</td>
<td>0</td>
<td>446</td>
<td>0.5928</td>
<td>0.6074</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>343</td>
<td>789</td>
<td>0.6337</td>
<td>0.6415</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>566</td>
<td>1222</td>
<td>0.6655</td>
<td>0.6741</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>757</td>
<td>1905</td>
<td>0.6998</td>
<td>0.7134</td>
</tr>
<tr>
<td>Purchase</td>
<td>600</td>
<td>0</td>
<td>0</td>
<td>600</td>
<td>0.5700</td>
<td>0.6241</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>496</td>
<td>1096</td>
<td>0.6266</td>
<td>0.6654</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>941</td>
<td>1942</td>
<td>0.6885</td>
<td>0.7153</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>1358</td>
<td>3431</td>
<td>0.7541</td>
<td>0.7752</td>
</tr>
<tr>
<td>Genome</td>
<td>1000</td>
<td>0</td>
<td>0</td>
<td>1000</td>
<td>0.6729</td>
<td>0.7602</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>729</td>
<td>1729</td>
<td>0.7875</td>
<td>0.8237</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>1244</td>
<td>2706</td>
<td>0.8495</td>
<td>0.8776</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>1712</td>
<td>4323</td>
<td>0.9058</td>
<td>0.9292</td>
</tr>
</tbody>
</table>

Table 2: AUC comparison for model structures we learned on different datasets, with different complexities. We compare the AUC values for empirical attack with the corresponding values computed using the theoretical bound. The variable η represents maximum number of parents a node can have in the graph. We can observe that the empirical values of AUC are closer to the bound and increase with increasing complexity of the model.

η = 0 and η = 3 respectively. The variable η represents maximum number of parents a node can have in the graph.

As shown in Table 2, the AUC values are comparatively smaller for the Purchase data set compared to that of the Genomes dataset. This is because, in case of Purchase data, we only have 600 attributes for a pool size of 3000. In case of Genomic data, we have 1000 attributes for a pool size of 1000. Even then, on Purchase data, if a Bayesian network with η = 3 is released, we can achieve an AUC value of approximately 0.75, compared to 0.57 when only marginals are released. The complexity of a graphical model represents the number of independent parameters in the model. Each of these parameters is learned from individuals in the pool and hence can leak more information about membership in the pool. This leakage contributes to the power of the tracing attack. Hence, we confirm that the higher the complexity of the released model, the higher the power of the tracing attack.

We can clearly observe that the empirical and theoretical power in column 2 and 3 of Figure 1 are very close to each other except for the case of η = 0 on genome data. When η = 0, the model cannot capture any dependency in the data. If the released model does not capture all the dependencies among attributes in data (under fitted), then estimation errors of parameters in released graphical model become correlated. This effectively reduces the amount of information available to perform membership inference. Overall, we can see that the theoretical bound can capture the empirically observed power very effectively. The observed power of tracing attack is close to the value calculated from the theoretical bound demonstrating the validity and usefulness of the bound.

6 Related Work

Homer et al. (2008) developed a statistical test based on likelihood ratio for inferring the presence of a genome sequence, given the Allele frequencies. Sankararaman et al. (2009) extend this work and provide tight bounds on the power of tracing attack for any adversary. This was further extended for continuous Gaussian variables (Micro RNA) data in (Backes et al., 2016). Similar attacks on genomic data using statistics published in association studies are performed in (Shringarpure and Bustamante, 2015; Wang et al., 2009). Dwork et al. (2015) take a different approach and provide a generic framework for tracing attacks based on distance metric, when noisy statistics are released. Im et al. (2012) use a correlation statistic to perform a tracing attack against regression coefficients from quantitative phenotypes. All these works assume independence among data attributes, whereas our work addresses the case of dependent attributes.

Shokri et al. (2017) perform membership inference attacks against black-box machine learning models. The adversary constructs shadow models that mimic the behavior of the target model. The attack is treated as a binary classification problem and the decision rule is a machine learning model trained on data from the shadow models. Salem et al. (2018) follow a similar framework as (Shokri et al., 2017) but relax certain assumptions on the knowledge and power of adversary. Similar attacks were performed against aggregate location data (Pyrgelis et al., 2017), generative adversarial networks (Hayes et al., 2018) and in a collaborative learning setting (Melis et al., 2018; Nasr et al., 2019). These works provide empirical analysis of tracing attack on complex models. A theoretical formulation of Bayes-optimal attack for membership inference against neural networks was given in (Sablayrolles et al., 2019),
which shows that existing techniques based on shadow models \cite{Shokri2017} are approximations of this optimal attack. It is also shown that the power of optimal attack on black box models is the same as that on white box models, but no bound on this power is provided. We present a theoretical bound on the power of the attack, which is independent of the training data and the auxiliary knowledge of the adversary.

Differential Privacy \cite{Dwork2006} has been accepted as the de facto standard notion of privacy. \cite{Zhang2017} learn a Bayesian network in a differentially private way and then use a noisy version of it to generate synthetic data. \cite{Bindschaedler2017} introduce the notion of plausible deniability and propose a mechanism that achieves it by generating synthetic data that is statistically similar to the given input data set. By definition, differential privacy decreases the power of tracing attack and its effect on our bound is discussed in Appendix H.

7 Summary

We provide a theoretical analysis of tracing attacks against probabilistic graphical models to address the existing gap between theoretical analysis for simple average statistics on data with independent attributes and empirical demonstrations for complex models on data with correlated attributes. Our bound quantifies the maximum attack performance measured with the error (false positive rate) and power (true positive rate) of a likelihood-ratio test. We experimentally validate and complement our results using sensitive datasets - location check-ins, purchase history, genomic data.

Figure 1: Power of Attack on Real world data: The effect of model complexity on the power of the attack is shown in the first column. When graphical models of increasing complexity are released, the power of attack increases, as we have more parameters that can leak information. In the second and third columns, we compare the observed powers with their corresponding theoretical bounds. We can clearly observe that the two curves (empirically observed power and theoretical bound) are very close to each other demonstrating the validity and usefulness of the bound.
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