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This supplementary material is for the main text in [5]. We organize it as follow:

• In Appendix A, we provide proofs for theoretical results: Theorem 1, Theorem 2, and Proposition 1 in the
main text.

• In Appendix B, we show more illustrations and geometric properties, and discuss about the rotational and
translational invariance for Flow-based Alignment (FlowAlign) mentioned in the main text.

• In Appendix C, we describe further details for FlowAlign and Depth-based Alignment (DepthAlign), e.g.,
algorithms and complexity for FlowAlign and DepthAlign on applications with or without priori knowledge
about tree structures for probability measures.

• In Appendix D, we illustrate

– further experimental results in quantum chemistry (qm7 dataset), document classification (TWITTER,
RECIPE, CLASSIC, AMAZON datasets) considered in the main text;

– time consumption for the clustering-based tree metric sampling;
– results with different parameters for tree metric sampling;
– and a small experimental setup for performance comparison for k-means clustering on randomly rotated

MNIST dataset.

• In Appendix E, we give some brief reviews for

– the farthest-point clustering;
– clustering-based tree metric sampling;
– tree metric;
– Fβ measure for clustering evaluation;
– and more information for datasets.

• In Appendix F, we provide some further discussions.

• In Appendix G, we investigate empirical relations among the considered discrepancies (e.g., FlowAlign,
DepthAlign, sliced GW (SGW), entropic GW (EGW) and the standard entropic GW where entropic
regularization is used in both transportation plan optimization and objective function computation (EGW0))
for probability measures in different spaces.

Note that we have released code for our proposal at

https://github.com/lttam/FlowBasedAlignment-GW

Notations. We use same notations as in the main text [5].
∗: The first two authors contributed equally.

https://github.com/lttam/FlowBasedAlignment-GW
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A Proofs

In this section, we provide the proofs for the pseudo-distances and properties of FlowAlign and DepthAlign dis-
crepancies, i.e., Theorem 1, Theorem 2, and Proposition 1 in the main text.

A.1 Proof of Theorem 1 in the main text

From the definition of FlowAlign Af , it is symmetric, namely, Af (µ, ν) = Af (ν, µ). In addition, it is clear that
Af (µ, µ) = 0. Finally, we show that Af also satisfies triangle inequality as in Proposition 1.

Proposition 1. Given three probability measures µ, ν, γ in three different metric spaces (TX , dTX ), (TY , dTY ), and
(TZ , dTZ ). Then, we have:

Af (µ, γ) ≤ Af (µ, ν) +Af (ν, γ).

Proof. It is sufficient to demonstrate that

Âf (µ, γ; rx, ry) ≤ Âf (µ, ν; rx, rz) + Âf (ν, γ; ry, rz), (1)

for any roots rx, ry, rz of TX , TY , TZ respectively. Our proof for the above inequality is a direct application of
the gluing lemma in [14]. In particular, for any roots rx, ry, rz of of TX , TY , TZ , we denote T̂ 1 ∈ Π(µ, ν) and
T̂ 2 ∈ Π(ν, γ) as optim al transport plans for Âf (µ, ν; rx, rz) and Âf (ν, γ; ry, rz) respectively. Based on the gluing
lemma, there exists T with marginal of the first and the third factors as T̂ 1 and marginal of the second and
the third factors as T̂ 2. We denote the marginal of its first and second factors as T̄ , which is a transport plan
between µ and γ. Therefore, from the definition of aligned-root FlowAlign discrepancy, we have

Â2
f (µ, γ; rx, ry) ≤

∑
i,j |dTX (rx, xi)− dTY (ry, yj)|2 T̄ij

=
∑
i,j,k |dTX (rx, xi)− dTY (ry, yj)|2 Tijk

=
∑
i,j,k |dTX (rx, xi)− dTZ (rz, zk)|2 Tijk +

∑
i,j,k |dTX (ry, yj)− dTZ (rz, zk)|2 Tijk

−2
∑
i,j,k(dTX (rx, xi)− dTZ (rz, zk))(dTY (ry, yj)− dTZ (rz, zk))Tijk

≤ Â2
f (µ, ν; rx, rz) + Â2

f (ν, γ; ry, rz)

+2Âf (µ, ν; rx, rz)Âf (ν, γ; ry, rz)

= (Âf (µ, ν; rx, rz) + Âf (ν, γ; ry, rz))
2, (2)

where we used Hölder’s inequality for the third term for the second inequality. As a consequence, we obtain the
conclusion of the inequality in Equation (1).

Discussion about A2
f (µ, ν) = 0. As discussed in the main text, when A2

f (µ, ν) = 0, we can find roots r∗x and
r∗z such that µ̃∗ ≡ ν̃∗ where µ̃∗ =

∑
i aiδdTX (r∗x ,xi) and ν̃∗ =

∑
j bjδdTZ (r∗z ,zj). It demonstrates that µ and ν have

the same weights on supports (i.e., flow masses) while the tree metrics of their supports to the corresponding root
r∗x or r∗z (i.e., flow lengths) are identical.

A.2 Proof of Theorem 2 in the main text

In fact, from the definition of DepthAlign Ad, it is clear that Ad(µ, ν) = Ad(ν, µ) and Ad(µ, µ) = 0. Furthermore,
Ad satisfies triangle inequality as in Proposition 2.

Proposition 2. Given three probability measures µ, ν, γ in three different metric spaces (TX , dTX ), (TY , dTY ), and
(TZ , dTZ ). Then, we have:

Ad(µ, γ) ≤ Ad(µ, ν) +Ad(ν, γ).

Proof. Similar to the proof of Proposition 1, it is sufficient to demonstrate that

Âd(µ, γ; rx, ry) ≤ Âd(µ, ν; rx, rz) + Âd(ν, γ; ry, rz), (3)
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for any roots rx, ry, rz of TX , TY , TZ respectively. According to the definition of aligned-root DepthAlign, the
above inequality is equivalent to

∑
h

∑
(x,y)∈M1,2

h−1

T ∗h (x, y)Âf (µT 2
x
, γT 2

y
;x, y) ≤

∑
h

∑
(x,z)∈M1,3

h−1

T̄ ∗h (x, z)Âf (µT 2
x
, νT 2

z
;x, z)

+
∑
h

∑
(y,z)∈M2,3

h−1

T̃ ∗h (y, z)Âf (µT 2
y
, νT 2

z
; y, z), (4)

whereM1,2
h ,M1,3

h ,M2,3
h are respectively sets of optimal aligned pairs at the depth level h from trees TX and TY ,

from trees TX and TZ , and from trees TY and TZ ; T ∗h (x, y), T̄ ∗h (x, z), T̃ ∗h (y, z) are respectively optimal matching
masses for the pairs (x, y) ∈M1,2

h−1, (x, z) ∈M1,3
h−1, (y, z) ∈M2,3

h−1. In order to demonstrate the above inequality,
we only need to verify that

∑
(x,y)∈M1,2

h

T ∗h (x, y)Âf (µT 2
x
, γT 2

y
;x, y) ≤

∑
(x,z)∈M1,3

h

T̄ ∗h (x, z)Âf (µT 2
x
, νT 2

z
;x, z)

+
∑

(y,z)∈M2,3
h

T̃ ∗h (y, z)Âf (µT 2
y
, νT 2

z
; y, z), (5)

for any depth level h ≥ 1. We respectively denote T hX = {x̄(h)
1 , . . . , x̄

(h)
k1,h
}, T hY = {ȳ(h)

1 , . . . , ȳ
(h)
k2,h
}, T hZ =

{z̄(h)
1 , . . . , z̄

(h)
k3,h
} the set of nodes in depth level h of the trees TX , TY , TZ . The inequality in Equation (5)

can be rewritten as

k1,h−1∑
i=1

k2,h−1∑
j=1

∑
x∈S(x̄

(h−1)
i ),y∈S(ȳ

(h−1)
j )

T ∗h (x, y)Âf (µT 2
x
, γT 2

y
;x, y)

≤
k1,h−1∑
i=1

k3,h−1∑
j=1

∑
x∈S(x̄

(h−1)
i ),z∈S(z̄

(h−1)
j )

T̄ ∗h (x, z)Âf (µT 2
x
, νT 2

y
;x, z)

+

k2,h−1∑
i=1

k3,h−1∑
j=1

∑
y∈S(ȳ

(h−1)
i ),z∈S(z̄

(h−1)
j )

T̃ ∗h (y, z)Âf (γT 2
y
, νT 2

y
; y, z). (6)

In order to obtain the conclusion of inequality in Equation (6), we only need to prove that

∑
x∈S(x̄

(h−1)
i ),y∈S(ȳ

(h−1)
j )

T ∗h (x, y)Âf (µT 2
x
, γT 2

y
;x, y)

≤
∑

x∈S(x̄
(h−1)
i ),z∈S(z̄

(h−1)
l )

T̄ ∗h (x, z)Âf (µT 2
x
, νT 2

y
;x, z)

+
∑

y∈S(ȳ
(h−1)
i ),z∈S(z̄

(h−1)
l )

T̃ ∗h (y, z)Âf (γT 2
y
, νT 2

y
; y, z),

for any i ∈ {1, . . . , k1,h−1}, j ∈ {1, . . . , k2,h−1}, and l ∈ {1, . . . , k3,h−1}. We can make use of the gluing lemma [14]
to prove that inequality. In fact, there exists T with marginal of its first and third factors as T̄ ∗h (x, z) and marginal
of its second and third factors as T̄ ∗h (y, z). We denote the marginal of its first and second factors as T̂ , which is
the transport plan for probability measures with supports at x ∈ S(x̄

(h−1)
i ) and y ∈ S(ȳ

(h−1)
j ). Now, we have the
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following inequalities∑
x∈S(x̄

(h−1)
i ),y∈S(ȳ

(h−1)
j )

T ∗h (x, y)Âf (µT 2
x
, γT 2

y
;x, y)

=
∑

x∈S(x̄
(h−1)
i ),y∈S(ȳ

(h−1)
j ),z∈S(z̄

(h−1)
l )

TxyzÂf (µT 2
x
, γT 2

y
;x, y)

≤
∑

x∈S(x̄
(h−1)
i ),y∈S(ȳ

(h−1)
j ),z∈S(z̄

(h−1)
l )

TxyzÂf (µT 2
x
, νT 2

z
;x, z)

+
∑

x∈S(x̄
(h−1)
i ),y∈S(ȳ

(h−1)
j ),z∈S(z̄

(h−1)
l )

TxyzÂf (γT 2
y
, νT 2

z
; y, z)

=
∑

x∈S(x̄
(h−1)
i ),z∈S(z̄

(h−1)
l )

T̄ ∗h (x, z)Âf (µT 2
x
, νT 2

y
;x, z)

+
∑

y∈S(ȳ
(h−1)
i ),z∈S(z̄

(h−1)
l )

T̃ ∗h (y, z)Âf (γT 2
y
, νT 2

y
; y, z).

As a consequence, we obtain the conclusion of the proposition.

Discussion about Ad(µ, ν) = 0. As discussed in the main text, when Ad(µ, ν) = 0, we can find roots r∗x and
r∗z such that all the hierarchical corresponding Âf (µT 2

·
, νT 2

·
; ·, ·) for each depth level along the trees are equal to

0. It demonstrates that µ and ν have the same weights on supports while their supports have the same depth
levels. For each depth level, the tree metrics of supports in the corresponding µT 2

·
, νT 2

·
to the 2-depth-level-tree

roots are identical, i.e., corresponding weight edges are identical.

A.3 Proof of Proposition 1 in the main text

The proof of Proposition 1 in the main text is a direct application of Cauchy-Schwarz. In particular, since the
deepest levels of trees TX and TZ are equal to two for some roots rx and rz respectively, we obtain that

GW2(µ, ν) = min
T∈Π(µ,ν)

∑
i,j,i′,j′

|dTX (xi, xi′)− dTZ (zj , zj′)|2 TijTi′j′

= min
T∈Π(µ,ν)

∑
i,j,i′,j′

|dTX (xi, rx) + dTX (rx, xi′)− dTZ (zj , rz)− dTZ (rz, zj′)|2 TijTi′j′

≤ min
T∈Π(µ,ν)

∑
i,j,i′,j′

2
[
(dTX (xi, rx)− dTZ (zj , rz))

2 + (dTX (rx, xi′)− dTZ (rz, zj′))
2
]
TijTi′j′

= 4Â2
f (µ, ν; rx, rz) (7)

where the inequality is due to the standard Cauchy-Schwarz inequality (a + b)2 ≤ 2(a2 + b2) for any a, b ∈ R.
By taking the infimum over rx, rz, then square root on both sides of the above inequality (7), we obtain the
conclusion of the proposition that

GW(µ, ν) ≤ 2Af (µ, ν).

B Further illustrations, geometric properties, and discussion about rotational
and translational invariance for FlowAlign

In this section, we provide further illustrations for FlowAlign mentioned in the main text.

• In Figure 1a, we illustrate the aligned-root FlowAlign Âf .

• In Figure 1b, we illustrate for supports in Ων in the Case 2 in the efficient computation approach for
FlowAlign Af .
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e4
<latexit sha1_base64="D+kpVqr+JfnuueHS6+EgCrJsP90=">AAAB/HicbVBNS8NAEN3Ur1q/oj16CbaCp5JUQY8VLx4r2FpoQ9hsJ+3SzSbsboQQ4l/x4kERr/4Qb/4bt2kO2vpg4PHezM7O82NGpbLtb6Oytr6xuVXdru3s7u0fmIdHfRklgkCPRCwSAx9LYJRDT1HFYBALwKHP4MGf3cz9h0cQkkb8XqUxuCGecBpQgpWWPLOejYpHMp8lkDfBu2jmntmwW3YBa5U4JWmgEl3P/BqNI5KEwBVhWMqhY8fKzbBQlDDIa6NEQozJDE9gqCnHIUg3K/bm1qlWxlYQCV1cWYX6eyLDoZRp6OvOEKupXPbm4n/eMFHBlZtRHicKOFksChJmqciaJ2GNqQCiWKoJJoLqv1pkigUmSudV0yE4yyevkn675Zy32nftRue6jKOKjtEJOkMOukQddIu6qIcIStEzekVvxpPxYrwbH4vWilHO1NEfGJ8/o0yUvQ==</latexit>

e5
<latexit sha1_base64="9lR+35ugJ9tG0ycBrtOill8OUEs=">AAAB/HicbVBNS8NAEN3Ur1q/oj16CbaCp5JURI8VLx4r2FpoQ9hsJ+3SzSbsboQQ4l/x4kERr/4Qb/4bt2kO2vpg4PHezM7O82NGpbLtb6Oytr6xuVXdru3s7u0fmIdHfRklgkCPRCwSAx9LYJRDT1HFYBALwKHP4MGf3cz9h0cQkkb8XqUxuCGecBpQgpWWPLOejYpHMp8lkDfBu2jmntmwW3YBa5U4JWmgEl3P/BqNI5KEwBVhWMqhY8fKzbBQlDDIa6NEQozJDE9gqCnHIUg3K/bm1qlWxlYQCV1cWYX6eyLDoZRp6OvOEKupXPbm4n/eMFHBlZtRHicKOFksChJmqciaJ2GNqQCiWKoJJoLqv1pkigUmSudV0yE4yyevkn675Zy32nftRue6jKOKjtEJOkMOukQddIu6qIcIStEzekVvxpPxYrwbH4vWilHO1NEfGJ8/pNKUvg==</latexit>

e6
<latexit sha1_base64="zeJ9ZUZRw+2V589bB4LCiEhB00E=">AAAB/HicbVBNS8NAEN3Ur1q/oj16CbaCp5JUUI8VLx4r2FpoQ9hsJ+3SzSbsboQQ4l/x4kERr/4Qb/4bt2kO2vpg4PHezM7O82NGpbLtb6Oytr6xuVXdru3s7u0fmIdHfRklgkCPRCwSAx9LYJRDT1HFYBALwKHP4MGf3cz9h0cQkkb8XqUxuCGecBpQgpWWPLOejYpHMp8lkDfBu2jmntmwW3YBa5U4JWmgEl3P/BqNI5KEwBVhWMqhY8fKzbBQlDDIa6NEQozJDE9gqCnHIUg3K/bm1qlWxlYQCV1cWYX6eyLDoZRp6OvOEKupXPbm4n/eMFHBlZtRHicKOFksChJmqciaJ2GNqQCiWKoJJoLqv1pkigUmSudV0yE4yyevkn675Zy32nftRue6jKOKjtEJOkMOukQddIu6qIcIStEzekVvxpPxYrwbH4vWilHO1NEfGJ8/pliUvw==</latexit>

e7
<latexit sha1_base64="B99tlofNjCLKNddG9rFFEsTR0Es=">AAAB/HicbVA9T8MwEHXKVylfgY4sES0SU5WUoYxFLIxFoi1SG0WOe2mtOk5kO0hRFP4KCwMIsfJD2Pg3uGkGaHnSSU/v3fl8z48Zlcq2v43KxubW9k51t7a3f3B4ZB6fDGSUCAJ9ErFIPPhYAqMc+ooqBg+xABz6DIb+/GbhDx9BSBrxe5XG4IZ4ymlACVZa8sx6Ni4eyXyWQN4Er9PMPbNht+wC1jpxStJAJXqe+TWeRCQJgSvCsJQjx46Vm2GhKGGQ18aJhBiTOZ7CSFOOQ5BuVuzNrXOtTKwgErq4sgr190SGQynT0NedIVYzueotxP+8UaKCKzejPE4UcLJcFCTMUpG1SMKaUAFEsVQTTATVf7XIDAtMlM6rpkNwVk9eJ4N2y7lste/aje51GUcVnaIzdIEc1EFddIt6qI8IStEzekVvxpPxYrwbH8vWilHO1NEfGJ8/p96UwA==</latexit>

x2
<latexit sha1_base64="/G9gOHjkq8oJaxrfB9MnC6/tBvw=">AAAB7HicbVBNT8JAEJ3iF+IX6tHLRjDxRNp60CPGi0dMLJhAQ7bLFjZsd5vdrZE0/AYvHjTGqz/Im//GBXpQ8CWTvLw3k5l5UcqZNq777ZTW1jc2t8rblZ3dvf2D6uFRW8tMERoQyaV6iLCmnAkaGGY4fUgVxUnEaSca38z8ziNVmklxbyYpDRM8FCxmBBsrBfWnvl/vV2tuw50DrRKvIDUo0OpXv3oDSbKECkM41rrruakJc6wMI5xOK71M0xSTMR7SrqUCJ1SH+fzYKTqzygDFUtkSBs3V3xM5TrSeJJHtTLAZ6WVvJv7ndTMTX4U5E2lmqCCLRXHGkZFo9jkaMEWJ4RNLMFHM3orICCtMjM2nYkPwll9eJW2/4V00/Du/1rwu4ijDCZzCOXhwCU24hRYEQIDBM7zCmyOcF+fd+Vi0lpxi5hj+wPn8AcYgjf4=</latexit>x6

<latexit sha1_base64="2G+oSTfMpqpbq2rmaYorFrlZbQ8=">AAAB7HicbVBNTwIxEJ3iF+IX6tFLI5h4IruYqEeMF4+YuEACG9ItXWjodjdt10g2/AYvHjTGqz/Im//GAntQ8CWTvLw3k5l5QSK4No7zjQpr6xubW8Xt0s7u3v5B+fCopeNUUebRWMSqExDNBJfMM9wI1kkUI1EgWDsY38789iNTmsfywUwS5kdkKHnIKTFW8qpP/ctqv1xxas4ceJW4OalAjma//NUbxDSNmDRUEK27rpMYPyPKcCrYtNRLNUsIHZMh61oqScS0n82PneIzqwxwGCtb0uC5+nsiI5HWkyiwnRExI73szcT/vG5qwms/4zJJDZN0sShMBTYxnn2OB1wxasTEEkIVt7diOiKKUGPzKdkQ3OWXV0mrXnMvavX7eqVxk8dRhBM4hXNw4QoacAdN8IACh2d4hTck0Qt6Rx+L1gLKZ47hD9DnD8w0jgI=</latexit>

x7
<latexit sha1_base64="Zvlaq5+htd8yLuOd6aWo6Q2xSeY=">AAAB7HicbVA9TwJBEJ3FL8Qv1NJmI5hYkTsssMTYWGLiAQlcyN6yBxv29i67e0Zy4TfYWGiMrT/Izn/jAlco+JJJXt6bycy8IBFcG8f5RoWNza3tneJuaW//4PCofHzS1nGqKPNoLGLVDYhmgkvmGW4E6yaKkSgQrBNMbud+55EpzWP5YKYJ8yMykjzklBgredWnQaM6KFecmrMAXiduTiqQozUof/WHMU0jJg0VROue6yTGz4gynAo2K/VTzRJCJ2TEepZKEjHtZ4tjZ/jCKkMcxsqWNHih/p7ISKT1NApsZ0TMWK96c/E/r5ea8NrPuExSwyRdLgpTgU2M55/jIVeMGjG1hFDF7a2Yjoki1Nh8SjYEd/XlddKu19yrWv2+Xmne5HEU4QzO4RJcaEAT7qAFHlDg8Ayv8IYkekHv6GPZWkD5zCn8Afr8Ac25jgM=</latexit>

(a) An illustration for the aligned-root FlowAlign Âf
between µ = a1δx6 + a2δx7 + a3δx2 on TX and ν =
b1δz1 + b2δz5 + b3δz6 + b4δz7 on TZ .

rz
<latexit sha1_base64="1cstdBO2optPa8ya+Ju8GRqrCHM=">AAAB8HicbZC7TsMwFIZPuJZwKzCyWDRITFXSBcRUiYWxSPSC2qhyXKe1ajuR7SCVqE/BwgBCrDwOG2+D22aAll+y9Ok/58jn/FHKmTa+/+2srW9sbm2Xdtzdvf2Dw/LRcUsnmSK0SRKeqE6ENeVM0qZhhtNOqigWEaftaHwzq7cfqdIskfdmktJQ4KFkMSPYWOvB81zVf3I9r1+u+FV/LrQKQQEVKNTol796g4RkgkpDONa6G/ipCXOsDCOcTt1epmmKyRgPadeixILqMJ8vPEXn1hmgOFH2SYPm7u+JHAutJyKynQKbkV6uzcz/at3MxFdhzmSaGSrJ4qM448gkaHY9GjBFieETC5goZndFZIQVJsZm5NoQguWTV6FVqwaW72qV+nURRwlO4QwuIIBLqMMtNKAJBAQ8wyu8Ocp5cd6dj0XrmlPMnMAfOZ8/SteOuQ==</latexit><latexit sha1_base64="1cstdBO2optPa8ya+Ju8GRqrCHM=">AAAB8HicbZC7TsMwFIZPuJZwKzCyWDRITFXSBcRUiYWxSPSC2qhyXKe1ajuR7SCVqE/BwgBCrDwOG2+D22aAll+y9Ok/58jn/FHKmTa+/+2srW9sbm2Xdtzdvf2Dw/LRcUsnmSK0SRKeqE6ENeVM0qZhhtNOqigWEaftaHwzq7cfqdIskfdmktJQ4KFkMSPYWOvB81zVf3I9r1+u+FV/LrQKQQEVKNTol796g4RkgkpDONa6G/ipCXOsDCOcTt1epmmKyRgPadeixILqMJ8vPEXn1hmgOFH2SYPm7u+JHAutJyKynQKbkV6uzcz/at3MxFdhzmSaGSrJ4qM448gkaHY9GjBFieETC5goZndFZIQVJsZm5NoQguWTV6FVqwaW72qV+nURRwlO4QwuIIBLqMMtNKAJBAQ8wyu8Ocp5cd6dj0XrmlPMnMAfOZ8/SteOuQ==</latexit><latexit sha1_base64="1cstdBO2optPa8ya+Ju8GRqrCHM=">AAAB8HicbZC7TsMwFIZPuJZwKzCyWDRITFXSBcRUiYWxSPSC2qhyXKe1ajuR7SCVqE/BwgBCrDwOG2+D22aAll+y9Ok/58jn/FHKmTa+/+2srW9sbm2Xdtzdvf2Dw/LRcUsnmSK0SRKeqE6ENeVM0qZhhtNOqigWEaftaHwzq7cfqdIskfdmktJQ4KFkMSPYWOvB81zVf3I9r1+u+FV/LrQKQQEVKNTol796g4RkgkpDONa6G/ipCXOsDCOcTt1epmmKyRgPadeixILqMJ8vPEXn1hmgOFH2SYPm7u+JHAutJyKynQKbkV6uzcz/at3MxFdhzmSaGSrJ4qM448gkaHY9GjBFieETC5goZndFZIQVJsZm5NoQguWTV6FVqwaW72qV+nURRwlO4QwuIIBLqMMtNKAJBAQ8wyu8Ocp5cd6dj0XrmlPMnMAfOZ8/SteOuQ==</latexit><latexit sha1_base64="1cstdBO2optPa8ya+Ju8GRqrCHM=">AAAB8HicbZC7TsMwFIZPuJZwKzCyWDRITFXSBcRUiYWxSPSC2qhyXKe1ajuR7SCVqE/BwgBCrDwOG2+D22aAll+y9Ok/58jn/FHKmTa+/+2srW9sbm2Xdtzdvf2Dw/LRcUsnmSK0SRKeqE6ENeVM0qZhhtNOqigWEaftaHwzq7cfqdIskfdmktJQ4KFkMSPYWOvB81zVf3I9r1+u+FV/LrQKQQEVKNTol796g4RkgkpDONa6G/ipCXOsDCOcTt1epmmKyRgPadeixILqMJ8vPEXn1hmgOFH2SYPm7u+JHAutJyKynQKbkV6uzcz/at3MxFdhzmSaGSrJ4qM448gkaHY9GjBFieETC5goZndFZIQVJsZm5NoQguWTV6FVqwaW72qV+nURRwlO4QwuIIBLqMMtNKAJBAQ8wyu8Ocp5cd6dj0XrmlPMnMAfOZ8/SteOuQ==</latexit>

z2
<latexit sha1_base64="B2rhl11w2Z3S49cPCA8Ow6ZoVgQ=">AAAB8HicbZC7TsMwFIZPuJZwKzCyWDRITFXSBcRUiYWxSPSC2qhyXKe1ajuR7SCVqE/BwgBCrDwOG2+D22aAll+y9Ok/58jn/FHKmTa+/+2srW9sbm2Xdtzdvf2Dw/LRcUsnmSK0SRKeqE6ENeVM0qZhhtNOqigWEaftaHwzq7cfqdIskfdmktJQ4KFkMSPYWOvB89ynfs31vH654lf9udAqBAVUoFCjX/7qDRKSCSoN4VjrbuCnJsyxMoxwOnV7maYpJmM8pF2LEguqw3y+8BSdW2eA4kTZJw2au78nciy0nojIdgpsRnq5NjP/q3UzE1+FOZNpZqgki4/ijCOToNn1aMAUJYZPLGCimN0VkRFWmBibkWtDCJZPXoVWrRpYvqtV6tdFHCU4hTO4gAAuoQ630IAmEBDwDK/w5ijnxXl3Phata04xcwJ/5Hz+AOkYjnk=</latexit><latexit sha1_base64="B2rhl11w2Z3S49cPCA8Ow6ZoVgQ=">AAAB8HicbZC7TsMwFIZPuJZwKzCyWDRITFXSBcRUiYWxSPSC2qhyXKe1ajuR7SCVqE/BwgBCrDwOG2+D22aAll+y9Ok/58jn/FHKmTa+/+2srW9sbm2Xdtzdvf2Dw/LRcUsnmSK0SRKeqE6ENeVM0qZhhtNOqigWEaftaHwzq7cfqdIskfdmktJQ4KFkMSPYWOvB89ynfs31vH654lf9udAqBAVUoFCjX/7qDRKSCSoN4VjrbuCnJsyxMoxwOnV7maYpJmM8pF2LEguqw3y+8BSdW2eA4kTZJw2au78nciy0nojIdgpsRnq5NjP/q3UzE1+FOZNpZqgki4/ijCOToNn1aMAUJYZPLGCimN0VkRFWmBibkWtDCJZPXoVWrRpYvqtV6tdFHCU4hTO4gAAuoQ630IAmEBDwDK/w5ijnxXl3Phata04xcwJ/5Hz+AOkYjnk=</latexit><latexit sha1_base64="B2rhl11w2Z3S49cPCA8Ow6ZoVgQ=">AAAB8HicbZC7TsMwFIZPuJZwKzCyWDRITFXSBcRUiYWxSPSC2qhyXKe1ajuR7SCVqE/BwgBCrDwOG2+D22aAll+y9Ok/58jn/FHKmTa+/+2srW9sbm2Xdtzdvf2Dw/LRcUsnmSK0SRKeqE6ENeVM0qZhhtNOqigWEaftaHwzq7cfqdIskfdmktJQ4KFkMSPYWOvB89ynfs31vH654lf9udAqBAVUoFCjX/7qDRKSCSoN4VjrbuCnJsyxMoxwOnV7maYpJmM8pF2LEguqw3y+8BSdW2eA4kTZJw2au78nciy0nojIdgpsRnq5NjP/q3UzE1+FOZNpZqgki4/ijCOToNn1aMAUJYZPLGCimN0VkRFWmBibkWtDCJZPXoVWrRpYvqtV6tdFHCU4hTO4gAAuoQ630IAmEBDwDK/w5ijnxXl3Phata04xcwJ/5Hz+AOkYjnk=</latexit><latexit sha1_base64="B2rhl11w2Z3S49cPCA8Ow6ZoVgQ=">AAAB8HicbZC7TsMwFIZPuJZwKzCyWDRITFXSBcRUiYWxSPSC2qhyXKe1ajuR7SCVqE/BwgBCrDwOG2+D22aAll+y9Ok/58jn/FHKmTa+/+2srW9sbm2Xdtzdvf2Dw/LRcUsnmSK0SRKeqE6ENeVM0qZhhtNOqigWEaftaHwzq7cfqdIskfdmktJQ4KFkMSPYWOvB89ynfs31vH654lf9udAqBAVUoFCjX/7qDRKSCSoN4VjrbuCnJsyxMoxwOnV7maYpJmM8pF2LEguqw3y+8BSdW2eA4kTZJw2au78nciy0nojIdgpsRnq5NjP/q3UzE1+FOZNpZqgki4/ijCOToNn1aMAUJYZPLGCimN0VkRFWmBibkWtDCJZPXoVWrRpYvqtV6tdFHCU4hTO4gAAuoQ630IAmEBDwDK/w5ijnxXl3Phata04xcwJ/5Hz+AOkYjnk=</latexit>

z3
<latexit sha1_base64="/ZUt+A3LtvbD8mbV1eKRyE5uKHY=">AAAB8HicbZDLSgMxFIbP1Fsdb1WXboIdwVWZqQvFVcGNywr2Iu1QMmmmDU0yQ5IRaulTuHGhiFsfx51vY9rOQlt/CHz85xxyzh+lnGnj+99OYW19Y3OruO3u7O7tH5QOj5o6yRShDZLwRLUjrClnkjYMM5y2U0WxiDhtRaObWb31SJVmibw345SGAg8kixnBxloPnuc+9S5cz+uVyn7FnwutQpBDGXLVe6Wvbj8hmaDSEI617gR+asIJVoYRTqduN9M0xWSEB7RjUWJBdTiZLzxFZ9bpozhR9kmD5u7viQkWWo9FZDsFNkO9XJuZ/9U6mYmvwgmTaWaoJIuP4owjk6DZ9ajPFCWGjy1gopjdFZEhVpgYm5FrQwiWT16FZrUSWL6rlmvXeRxFOIFTOIcALqEGt1CHBhAQ8Ayv8OYo58V5dz4WrQUnnzmGP3I+fwDqn456</latexit><latexit sha1_base64="/ZUt+A3LtvbD8mbV1eKRyE5uKHY=">AAAB8HicbZDLSgMxFIbP1Fsdb1WXboIdwVWZqQvFVcGNywr2Iu1QMmmmDU0yQ5IRaulTuHGhiFsfx51vY9rOQlt/CHz85xxyzh+lnGnj+99OYW19Y3OruO3u7O7tH5QOj5o6yRShDZLwRLUjrClnkjYMM5y2U0WxiDhtRaObWb31SJVmibw345SGAg8kixnBxloPnuc+9S5cz+uVyn7FnwutQpBDGXLVe6Wvbj8hmaDSEI617gR+asIJVoYRTqduN9M0xWSEB7RjUWJBdTiZLzxFZ9bpozhR9kmD5u7viQkWWo9FZDsFNkO9XJuZ/9U6mYmvwgmTaWaoJIuP4owjk6DZ9ajPFCWGjy1gopjdFZEhVpgYm5FrQwiWT16FZrUSWL6rlmvXeRxFOIFTOIcALqEGt1CHBhAQ8Ayv8OYo58V5dz4WrQUnnzmGP3I+fwDqn456</latexit><latexit sha1_base64="/ZUt+A3LtvbD8mbV1eKRyE5uKHY=">AAAB8HicbZDLSgMxFIbP1Fsdb1WXboIdwVWZqQvFVcGNywr2Iu1QMmmmDU0yQ5IRaulTuHGhiFsfx51vY9rOQlt/CHz85xxyzh+lnGnj+99OYW19Y3OruO3u7O7tH5QOj5o6yRShDZLwRLUjrClnkjYMM5y2U0WxiDhtRaObWb31SJVmibw345SGAg8kixnBxloPnuc+9S5cz+uVyn7FnwutQpBDGXLVe6Wvbj8hmaDSEI617gR+asIJVoYRTqduN9M0xWSEB7RjUWJBdTiZLzxFZ9bpozhR9kmD5u7viQkWWo9FZDsFNkO9XJuZ/9U6mYmvwgmTaWaoJIuP4owjk6DZ9ajPFCWGjy1gopjdFZEhVpgYm5FrQwiWT16FZrUSWL6rlmvXeRxFOIFTOIcALqEGt1CHBhAQ8Ayv8OYo58V5dz4WrQUnnzmGP3I+fwDqn456</latexit><latexit sha1_base64="/ZUt+A3LtvbD8mbV1eKRyE5uKHY=">AAAB8HicbZDLSgMxFIbP1Fsdb1WXboIdwVWZqQvFVcGNywr2Iu1QMmmmDU0yQ5IRaulTuHGhiFsfx51vY9rOQlt/CHz85xxyzh+lnGnj+99OYW19Y3OruO3u7O7tH5QOj5o6yRShDZLwRLUjrClnkjYMM5y2U0WxiDhtRaObWb31SJVmibw345SGAg8kixnBxloPnuc+9S5cz+uVyn7FnwutQpBDGXLVe6Wvbj8hmaDSEI617gR+asIJVoYRTqduN9M0xWSEB7RjUWJBdTiZLzxFZ9bpozhR9kmD5u7viQkWWo9FZDsFNkO9XJuZ/9U6mYmvwgmTaWaoJIuP4owjk6DZ9ajPFCWGjy1gopjdFZEhVpgYm5FrQwiWT16FZrUSWL6rlmvXeRxFOIFTOIcALqEGt1CHBhAQ8Ayv8OYo58V5dz4WrQUnnzmGP3I+fwDqn456</latexit>

z4
<latexit sha1_base64="/YOuNLG9fNF3q30YKSd4qXibC6o=">AAAB8HicbZDLSgMxFIbP1Fsdb1WXboIdwVWZKYLiquDGZQV7kXYomTTThiaZIckItfQp3LhQxK2P4863MW1noa0/BD7+cw45549SzrTx/W+nsLa+sblV3HZ3dvf2D0qHR02dZIrQBkl4otoR1pQzSRuGGU7bqaJYRJy2otHNrN56pEqzRN6bcUpDgQeSxYxgY60Hz3Ofeheu5/VKZb/iz4VWIcihDLnqvdJXt5+QTFBpCMdadwI/NeEEK8MIp1O3m2maYjLCA9qxKLGgOpzMF56iM+v0UZwo+6RBc/f3xAQLrccisp0Cm6Fers3M/2qdzMRX4YTJNDNUksVHccaRSdDsetRnihLDxxYwUczuisgQK0yMzci1IQTLJ69Cs1oJLN9Vy7XrPI4inMApnEMAl1CDW6hDAwgIeIZXeHOU8+K8Ox+L1oKTzxzDHzmfP+wmjns=</latexit><latexit sha1_base64="/YOuNLG9fNF3q30YKSd4qXibC6o=">AAAB8HicbZDLSgMxFIbP1Fsdb1WXboIdwVWZKYLiquDGZQV7kXYomTTThiaZIckItfQp3LhQxK2P4863MW1noa0/BD7+cw45549SzrTx/W+nsLa+sblV3HZ3dvf2D0qHR02dZIrQBkl4otoR1pQzSRuGGU7bqaJYRJy2otHNrN56pEqzRN6bcUpDgQeSxYxgY60Hz3Ofeheu5/VKZb/iz4VWIcihDLnqvdJXt5+QTFBpCMdadwI/NeEEK8MIp1O3m2maYjLCA9qxKLGgOpzMF56iM+v0UZwo+6RBc/f3xAQLrccisp0Cm6Fers3M/2qdzMRX4YTJNDNUksVHccaRSdDsetRnihLDxxYwUczuisgQK0yMzci1IQTLJ69Cs1oJLN9Vy7XrPI4inMApnEMAl1CDW6hDAwgIeIZXeHOU8+K8Ox+L1oKTzxzDHzmfP+wmjns=</latexit><latexit sha1_base64="/YOuNLG9fNF3q30YKSd4qXibC6o=">AAAB8HicbZDLSgMxFIbP1Fsdb1WXboIdwVWZKYLiquDGZQV7kXYomTTThiaZIckItfQp3LhQxK2P4863MW1noa0/BD7+cw45549SzrTx/W+nsLa+sblV3HZ3dvf2D0qHR02dZIrQBkl4otoR1pQzSRuGGU7bqaJYRJy2otHNrN56pEqzRN6bcUpDgQeSxYxgY60Hz3Ofeheu5/VKZb/iz4VWIcihDLnqvdJXt5+QTFBpCMdadwI/NeEEK8MIp1O3m2maYjLCA9qxKLGgOpzMF56iM+v0UZwo+6RBc/f3xAQLrccisp0Cm6Fers3M/2qdzMRX4YTJNDNUksVHccaRSdDsetRnihLDxxYwUczuisgQK0yMzci1IQTLJ69Cs1oJLN9Vy7XrPI4inMApnEMAl1CDW6hDAwgIeIZXeHOU8+K8Ox+L1oKTzxzDHzmfP+wmjns=</latexit><latexit sha1_base64="/YOuNLG9fNF3q30YKSd4qXibC6o=">AAAB8HicbZDLSgMxFIbP1Fsdb1WXboIdwVWZKYLiquDGZQV7kXYomTTThiaZIckItfQp3LhQxK2P4863MW1noa0/BD7+cw45549SzrTx/W+nsLa+sblV3HZ3dvf2D0qHR02dZIrQBkl4otoR1pQzSRuGGU7bqaJYRJy2otHNrN56pEqzRN6bcUpDgQeSxYxgY60Hz3Ofeheu5/VKZb/iz4VWIcihDLnqvdJXt5+QTFBpCMdadwI/NeEEK8MIp1O3m2maYjLCA9qxKLGgOpzMF56iM+v0UZwo+6RBc/f3xAQLrccisp0Cm6Fers3M/2qdzMRX4YTJNDNUksVHccaRSdDsetRnihLDxxYwUczuisgQK0yMzci1IQTLJ69Cs1oJLN9Vy7XrPI4inMApnEMAl1CDW6hDAwgIeIZXeHOU8+K8Ox+L1oKTzxzDHzmfP+wmjns=</latexit>

z6
<latexit sha1_base64="XCyyAYsvmeJz5WY7b1GQmHxAsWw=">AAAB8HicbZDLSgMxFIbP1Fsdb1WXboIdwVWZ6ULFVcGNywr2Iu1QMmmmDU0yQ5IRaulTuHGhiFsfx51vY9rOQlt/CHz85xxyzh+lnGnj+99OYW19Y3OruO3u7O7tH5QOj5o6yRShDZLwRLUjrClnkjYMM5y2U0WxiDhtRaObWb31SJVmibw345SGAg8kixnBxloPnuc+9S5cz+uVyn7FnwutQpBDGXLVe6Wvbj8hmaDSEI617gR+asIJVoYRTqduN9M0xWSEB7RjUWJBdTiZLzxFZ9bpozhR9kmD5u7viQkWWo9FZDsFNkO9XJuZ/9U6mYmvwgmTaWaoJIuP4owjk6DZ9ajPFCWGjy1gopjdFZEhVpgYm5FrQwiWT16FZrUSWL6rlmvXeRxFOIFTOIcALqEGt1CHBhAQ8Ayv8OYo58V5dz4WrQUnnzmGP3I+fwDvNI59</latexit><latexit sha1_base64="XCyyAYsvmeJz5WY7b1GQmHxAsWw=">AAAB8HicbZDLSgMxFIbP1Fsdb1WXboIdwVWZ6ULFVcGNywr2Iu1QMmmmDU0yQ5IRaulTuHGhiFsfx51vY9rOQlt/CHz85xxyzh+lnGnj+99OYW19Y3OruO3u7O7tH5QOj5o6yRShDZLwRLUjrClnkjYMM5y2U0WxiDhtRaObWb31SJVmibw345SGAg8kixnBxloPnuc+9S5cz+uVyn7FnwutQpBDGXLVe6Wvbj8hmaDSEI617gR+asIJVoYRTqduN9M0xWSEB7RjUWJBdTiZLzxFZ9bpozhR9kmD5u7viQkWWo9FZDsFNkO9XJuZ/9U6mYmvwgmTaWaoJIuP4owjk6DZ9ajPFCWGjy1gopjdFZEhVpgYm5FrQwiWT16FZrUSWL6rlmvXeRxFOIFTOIcALqEGt1CHBhAQ8Ayv8OYo58V5dz4WrQUnnzmGP3I+fwDvNI59</latexit><latexit sha1_base64="XCyyAYsvmeJz5WY7b1GQmHxAsWw=">AAAB8HicbZDLSgMxFIbP1Fsdb1WXboIdwVWZ6ULFVcGNywr2Iu1QMmmmDU0yQ5IRaulTuHGhiFsfx51vY9rOQlt/CHz85xxyzh+lnGnj+99OYW19Y3OruO3u7O7tH5QOj5o6yRShDZLwRLUjrClnkjYMM5y2U0WxiDhtRaObWb31SJVmibw345SGAg8kixnBxloPnuc+9S5cz+uVyn7FnwutQpBDGXLVe6Wvbj8hmaDSEI617gR+asIJVoYRTqduN9M0xWSEB7RjUWJBdTiZLzxFZ9bpozhR9kmD5u7viQkWWo9FZDsFNkO9XJuZ/9U6mYmvwgmTaWaoJIuP4owjk6DZ9ajPFCWGjy1gopjdFZEhVpgYm5FrQwiWT16FZrUSWL6rlmvXeRxFOIFTOIcALqEGt1CHBhAQ8Ayv8OYo58V5dz4WrQUnnzmGP3I+fwDvNI59</latexit><latexit sha1_base64="XCyyAYsvmeJz5WY7b1GQmHxAsWw=">AAAB8HicbZDLSgMxFIbP1Fsdb1WXboIdwVWZ6ULFVcGNywr2Iu1QMmmmDU0yQ5IRaulTuHGhiFsfx51vY9rOQlt/CHz85xxyzh+lnGnj+99OYW19Y3OruO3u7O7tH5QOj5o6yRShDZLwRLUjrClnkjYMM5y2U0WxiDhtRaObWb31SJVmibw345SGAg8kixnBxloPnuc+9S5cz+uVyn7FnwutQpBDGXLVe6Wvbj8hmaDSEI617gR+asIJVoYRTqduN9M0xWSEB7RjUWJBdTiZLzxFZ9bpozhR9kmD5u7viQkWWo9FZDsFNkO9XJuZ/9U6mYmvwgmTaWaoJIuP4owjk6DZ9ajPFCWGjy1gopjdFZEhVpgYm5FrQwiWT16FZrUSWL6rlmvXeRxFOIFTOIcALqEGt1CHBhAQ8Ayv8OYo58V5dz4WrQUnnzmGP3I+fwDvNI59</latexit>

z1
<latexit sha1_base64="hCjQ1Fz5STbgEySRcMzgHldwAs8=">AAAB8HicbZC7TsMwFIZPuJZwKzCyWDRITFXSBcRUiYWxSPSC2qhyXKe1ajuR7SCVqE/BwgBCrDwOG2+D22aAll+y9Ok/58jn/FHKmTa+/+2srW9sbm2Xdtzdvf2Dw/LRcUsnmSK0SRKeqE6ENeVM0qZhhtNOqigWEaftaHwzq7cfqdIskfdmktJQ4KFkMSPYWOvB89ynfuB6Xr9c8av+XGgVggIqUKjRL3/1BgnJBJWGcKx1N/BTE+ZYGUY4nbq9TNMUkzEe0q5FiQXVYT5feIrOrTNAcaLskwbN3d8TORZaT0RkOwU2I71cm5n/1bqZia/CnMk0M1SSxUdxxpFJ0Ox6NGCKEsMnFjBRzO6KyAgrTIzNyLUhBMsnr0KrVg0s39Uq9esijhKcwhlcQACXUIdbaEATCAh4hld4c5Tz4rw7H4vWNaeYOYE/cj5/AOeRjng=</latexit><latexit sha1_base64="hCjQ1Fz5STbgEySRcMzgHldwAs8=">AAAB8HicbZC7TsMwFIZPuJZwKzCyWDRITFXSBcRUiYWxSPSC2qhyXKe1ajuR7SCVqE/BwgBCrDwOG2+D22aAll+y9Ok/58jn/FHKmTa+/+2srW9sbm2Xdtzdvf2Dw/LRcUsnmSK0SRKeqE6ENeVM0qZhhtNOqigWEaftaHwzq7cfqdIskfdmktJQ4KFkMSPYWOvB89ynfuB6Xr9c8av+XGgVggIqUKjRL3/1BgnJBJWGcKx1N/BTE+ZYGUY4nbq9TNMUkzEe0q5FiQXVYT5feIrOrTNAcaLskwbN3d8TORZaT0RkOwU2I71cm5n/1bqZia/CnMk0M1SSxUdxxpFJ0Ox6NGCKEsMnFjBRzO6KyAgrTIzNyLUhBMsnr0KrVg0s39Uq9esijhKcwhlcQACXUIdbaEATCAh4hld4c5Tz4rw7H4vWNaeYOYE/cj5/AOeRjng=</latexit><latexit sha1_base64="hCjQ1Fz5STbgEySRcMzgHldwAs8=">AAAB8HicbZC7TsMwFIZPuJZwKzCyWDRITFXSBcRUiYWxSPSC2qhyXKe1ajuR7SCVqE/BwgBCrDwOG2+D22aAll+y9Ok/58jn/FHKmTa+/+2srW9sbm2Xdtzdvf2Dw/LRcUsnmSK0SRKeqE6ENeVM0qZhhtNOqigWEaftaHwzq7cfqdIskfdmktJQ4KFkMSPYWOvB89ynfuB6Xr9c8av+XGgVggIqUKjRL3/1BgnJBJWGcKx1N/BTE+ZYGUY4nbq9TNMUkzEe0q5FiQXVYT5feIrOrTNAcaLskwbN3d8TORZaT0RkOwU2I71cm5n/1bqZia/CnMk0M1SSxUdxxpFJ0Ox6NGCKEsMnFjBRzO6KyAgrTIzNyLUhBMsnr0KrVg0s39Uq9esijhKcwhlcQACXUIdbaEATCAh4hld4c5Tz4rw7H4vWNaeYOYE/cj5/AOeRjng=</latexit><latexit sha1_base64="hCjQ1Fz5STbgEySRcMzgHldwAs8=">AAAB8HicbZC7TsMwFIZPuJZwKzCyWDRITFXSBcRUiYWxSPSC2qhyXKe1ajuR7SCVqE/BwgBCrDwOG2+D22aAll+y9Ok/58jn/FHKmTa+/+2srW9sbm2Xdtzdvf2Dw/LRcUsnmSK0SRKeqE6ENeVM0qZhhtNOqigWEaftaHwzq7cfqdIskfdmktJQ4KFkMSPYWOvB89ynfuB6Xr9c8av+XGgVggIqUKjRL3/1BgnJBJWGcKx1N/BTE+ZYGUY4nbq9TNMUkzEe0q5FiQXVYT5feIrOrTNAcaLskwbN3d8TORZaT0RkOwU2I71cm5n/1bqZia/CnMk0M1SSxUdxxpFJ0Ox6NGCKEsMnFjBRzO6KyAgrTIzNyLUhBMsnr0KrVg0s39Uq9esijhKcwhlcQACXUIdbaEATCAh4hld4c5Tz4rw7H4vWNaeYOYE/cj5/AOeRjng=</latexit>

z5
<latexit sha1_base64="R3HbFOJ9RRkKdttHI0G14uNqjUQ=">AAAB8HicbZDLSgMxFIbP1Fsdb1WXboIdwVWZKYjiquDGZQV7kXYomTTThiaZIckItfQp3LhQxK2P4863MW1noa0/BD7+cw45549SzrTx/W+nsLa+sblV3HZ3dvf2D0qHR02dZIrQBkl4otoR1pQzSRuGGU7bqaJYRJy2otHNrN56pEqzRN6bcUpDgQeSxYxgY60Hz3Ofeheu5/VKZb/iz4VWIcihDLnqvdJXt5+QTFBpCMdadwI/NeEEK8MIp1O3m2maYjLCA9qxKLGgOpzMF56iM+v0UZwo+6RBc/f3xAQLrccisp0Cm6Fers3M/2qdzMRX4YTJNDNUksVHccaRSdDsetRnihLDxxYwUczuisgQK0yMzci1IQTLJ69Cs1oJLN9Vy7XrPI4inMApnEMAl1CDW6hDAwgIeIZXeHOU8+K8Ox+L1oKTzxzDHzmfP+2tjnw=</latexit><latexit sha1_base64="R3HbFOJ9RRkKdttHI0G14uNqjUQ=">AAAB8HicbZDLSgMxFIbP1Fsdb1WXboIdwVWZKYjiquDGZQV7kXYomTTThiaZIckItfQp3LhQxK2P4863MW1noa0/BD7+cw45549SzrTx/W+nsLa+sblV3HZ3dvf2D0qHR02dZIrQBkl4otoR1pQzSRuGGU7bqaJYRJy2otHNrN56pEqzRN6bcUpDgQeSxYxgY60Hz3Ofeheu5/VKZb/iz4VWIcihDLnqvdJXt5+QTFBpCMdadwI/NeEEK8MIp1O3m2maYjLCA9qxKLGgOpzMF56iM+v0UZwo+6RBc/f3xAQLrccisp0Cm6Fers3M/2qdzMRX4YTJNDNUksVHccaRSdDsetRnihLDxxYwUczuisgQK0yMzci1IQTLJ69Cs1oJLN9Vy7XrPI4inMApnEMAl1CDW6hDAwgIeIZXeHOU8+K8Ox+L1oKTzxzDHzmfP+2tjnw=</latexit><latexit sha1_base64="R3HbFOJ9RRkKdttHI0G14uNqjUQ=">AAAB8HicbZDLSgMxFIbP1Fsdb1WXboIdwVWZKYjiquDGZQV7kXYomTTThiaZIckItfQp3LhQxK2P4863MW1noa0/BD7+cw45549SzrTx/W+nsLa+sblV3HZ3dvf2D0qHR02dZIrQBkl4otoR1pQzSRuGGU7bqaJYRJy2otHNrN56pEqzRN6bcUpDgQeSxYxgY60Hz3Ofeheu5/VKZb/iz4VWIcihDLnqvdJXt5+QTFBpCMdadwI/NeEEK8MIp1O3m2maYjLCA9qxKLGgOpzMF56iM+v0UZwo+6RBc/f3xAQLrccisp0Cm6Fers3M/2qdzMRX4YTJNDNUksVHccaRSdDsetRnihLDxxYwUczuisgQK0yMzci1IQTLJ69Cs1oJLN9Vy7XrPI4inMApnEMAl1CDW6hDAwgIeIZXeHOU8+K8Ox+L1oKTzxzDHzmfP+2tjnw=</latexit><latexit sha1_base64="R3HbFOJ9RRkKdttHI0G14uNqjUQ=">AAAB8HicbZDLSgMxFIbP1Fsdb1WXboIdwVWZKYjiquDGZQV7kXYomTTThiaZIckItfQp3LhQxK2P4863MW1noa0/BD7+cw45549SzrTx/W+nsLa+sblV3HZ3dvf2D0qHR02dZIrQBkl4otoR1pQzSRuGGU7bqaJYRJy2otHNrN56pEqzRN6bcUpDgQeSxYxgY60Hz3Ofeheu5/VKZb/iz4VWIcihDLnqvdJXt5+QTFBpCMdadwI/NeEEK8MIp1O3m2maYjLCA9qxKLGgOpzMF56iM+v0UZwo+6RBc/f3xAQLrccisp0Cm6Fers3M/2qdzMRX4YTJNDNUksVHccaRSdDsetRnihLDxxYwUczuisgQK0yMzci1IQTLJ69Cs1oJLN9Vy7XrPI4inMApnEMAl1CDW6hDAwgIeIZXeHOU8+K8Ox+L1oKTzxzDHzmfP+2tjnw=</latexit>

z7
<latexit sha1_base64="VoB7P5kKdeTOiZeKphjMy5wtZOM=">AAAB8HicbZDLSgMxFIbP1Fsdb1WXboIdwVWZ6abiquDGZQV7kXYomTTThiaZIckItfQp3LhQxK2P4863MW1noa0/BD7+cw45549SzrTx/W+nsLG5tb1T3HX39g8Oj0rHJy2dZIrQJkl4ojoR1pQzSZuGGU47qaJYRJy2o/HNvN5+pEqzRN6bSUpDgYeSxYxgY60Hz3Of+jXX8/qlsl/xF0LrEORQhlyNfumrN0hIJqg0hGOtu4GfmnCKlWGE05nbyzRNMRnjIe1alFhQHU4XC8/QhXUGKE6UfdKghft7YoqF1hMR2U6BzUiv1ubmf7VuZuKrcMpkmhkqyfKjOOPIJGh+PRowRYnhEwuYKGZ3RWSEFSbGZuTaEILVk9ehVa0Elu+q5fp1HkcRzuAcLiGAGtThFhrQBAICnuEV3hzlvDjvzseyteDkM6fwR87nD/C7jn4=</latexit><latexit sha1_base64="VoB7P5kKdeTOiZeKphjMy5wtZOM=">AAAB8HicbZDLSgMxFIbP1Fsdb1WXboIdwVWZ6abiquDGZQV7kXYomTTThiaZIckItfQp3LhQxK2P4863MW1noa0/BD7+cw45549SzrTx/W+nsLG5tb1T3HX39g8Oj0rHJy2dZIrQJkl4ojoR1pQzSZuGGU47qaJYRJy2o/HNvN5+pEqzRN6bSUpDgYeSxYxgY60Hz3Of+jXX8/qlsl/xF0LrEORQhlyNfumrN0hIJqg0hGOtu4GfmnCKlWGE05nbyzRNMRnjIe1alFhQHU4XC8/QhXUGKE6UfdKghft7YoqF1hMR2U6BzUiv1ubmf7VuZuKrcMpkmhkqyfKjOOPIJGh+PRowRYnhEwuYKGZ3RWSEFSbGZuTaEILVk9ehVa0Elu+q5fp1HkcRzuAcLiGAGtThFhrQBAICnuEV3hzlvDjvzseyteDkM6fwR87nD/C7jn4=</latexit><latexit sha1_base64="VoB7P5kKdeTOiZeKphjMy5wtZOM=">AAAB8HicbZDLSgMxFIbP1Fsdb1WXboIdwVWZ6abiquDGZQV7kXYomTTThiaZIckItfQp3LhQxK2P4863MW1noa0/BD7+cw45549SzrTx/W+nsLG5tb1T3HX39g8Oj0rHJy2dZIrQJkl4ojoR1pQzSZuGGU47qaJYRJy2o/HNvN5+pEqzRN6bSUpDgYeSxYxgY60Hz3Of+jXX8/qlsl/xF0LrEORQhlyNfumrN0hIJqg0hGOtu4GfmnCKlWGE05nbyzRNMRnjIe1alFhQHU4XC8/QhXUGKE6UfdKghft7YoqF1hMR2U6BzUiv1ubmf7VuZuKrcMpkmhkqyfKjOOPIJGh+PRowRYnhEwuYKGZ3RWSEFSbGZuTaEILVk9ehVa0Elu+q5fp1HkcRzuAcLiGAGtThFhrQBAICnuEV3hzlvDjvzseyteDkM6fwR87nD/C7jn4=</latexit><latexit sha1_base64="VoB7P5kKdeTOiZeKphjMy5wtZOM=">AAAB8HicbZDLSgMxFIbP1Fsdb1WXboIdwVWZ6abiquDGZQV7kXYomTTThiaZIckItfQp3LhQxK2P4863MW1noa0/BD7+cw45549SzrTx/W+nsLG5tb1T3HX39g8Oj0rHJy2dZIrQJkl4ojoR1pQzSZuGGU47qaJYRJy2o/HNvN5+pEqzRN6bSUpDgYeSxYxgY60Hz3Of+jXX8/qlsl/xF0LrEORQhlyNfumrN0hIJqg0hGOtu4GfmnCKlWGE05nbyzRNMRnjIe1alFhQHU4XC8/QhXUGKE6UfdKghft7YoqF1hMR2U6BzUiv1ubmf7VuZuKrcMpkmhkqyfKjOOPIJGh+PRowRYnhEwuYKGZ3RWSEFSbGZuTaEILVk9ehVa0Elu+q5fp1HkcRzuAcLiGAGtThFhrQBAICnuEV3hzlvDjvzseyteDkM6fwR87nD/C7jn4=</latexit>

z8
<latexit sha1_base64="sysa1B7MfOcAeDOQcBRRy4HEHpA=">AAAB7nicbZA9TwJBEIbn8AvxC7W02ciZWJE7GilJbLTDRMAELmRv2YMNe3uX3TkTvPAjbCw0xtbfY+e/cfkoFHyTTZ68M5OdecNUCoOe9+0UNja3tneKu6W9/YPDo/LxSdskmWa8xRKZ6IeQGi6F4i0UKPlDqjmNQ8k74fh6Vu88cm1Eou5xkvIgpkMlIsEoWqvjuk/9uuv2yxWv6s1F1sFfQgWWavbLX71BwrKYK2SSGtP1vRSDnGoUTPJpqZcZnlI2pkPetahozE2Qz9edkgvrDEiUaPsUkrn7eyKnsTGTOLSdMcWRWa3NzP9q3QyjepALlWbIFVt8FGWSYEJmt5OB0JyhnFigTAu7K2EjqilDm1DJhuCvnrwO7VrVt3xXqzRul3EU4QzO4RJ8uIIG3EATWsBgDM/wCm9O6rw4787HorXgLGdO4Y+czx+Moo5m</latexit><latexit sha1_base64="sysa1B7MfOcAeDOQcBRRy4HEHpA=">AAAB7nicbZA9TwJBEIbn8AvxC7W02ciZWJE7GilJbLTDRMAELmRv2YMNe3uX3TkTvPAjbCw0xtbfY+e/cfkoFHyTTZ68M5OdecNUCoOe9+0UNja3tneKu6W9/YPDo/LxSdskmWa8xRKZ6IeQGi6F4i0UKPlDqjmNQ8k74fh6Vu88cm1Eou5xkvIgpkMlIsEoWqvjuk/9uuv2yxWv6s1F1sFfQgWWavbLX71BwrKYK2SSGtP1vRSDnGoUTPJpqZcZnlI2pkPetahozE2Qz9edkgvrDEiUaPsUkrn7eyKnsTGTOLSdMcWRWa3NzP9q3QyjepALlWbIFVt8FGWSYEJmt5OB0JyhnFigTAu7K2EjqilDm1DJhuCvnrwO7VrVt3xXqzRul3EU4QzO4RJ8uIIG3EATWsBgDM/wCm9O6rw4787HorXgLGdO4Y+czx+Moo5m</latexit><latexit sha1_base64="sysa1B7MfOcAeDOQcBRRy4HEHpA=">AAAB7nicbZA9TwJBEIbn8AvxC7W02ciZWJE7GilJbLTDRMAELmRv2YMNe3uX3TkTvPAjbCw0xtbfY+e/cfkoFHyTTZ68M5OdecNUCoOe9+0UNja3tneKu6W9/YPDo/LxSdskmWa8xRKZ6IeQGi6F4i0UKPlDqjmNQ8k74fh6Vu88cm1Eou5xkvIgpkMlIsEoWqvjuk/9uuv2yxWv6s1F1sFfQgWWavbLX71BwrKYK2SSGtP1vRSDnGoUTPJpqZcZnlI2pkPetahozE2Qz9edkgvrDEiUaPsUkrn7eyKnsTGTOLSdMcWRWa3NzP9q3QyjepALlWbIFVt8FGWSYEJmt5OB0JyhnFigTAu7K2EjqilDm1DJhuCvnrwO7VrVt3xXqzRul3EU4QzO4RJ8uIIG3EATWsBgDM/wCm9O6rw4787HorXgLGdO4Y+czx+Moo5m</latexit><latexit sha1_base64="sysa1B7MfOcAeDOQcBRRy4HEHpA=">AAAB7nicbZA9TwJBEIbn8AvxC7W02ciZWJE7GilJbLTDRMAELmRv2YMNe3uX3TkTvPAjbCw0xtbfY+e/cfkoFHyTTZ68M5OdecNUCoOe9+0UNja3tneKu6W9/YPDo/LxSdskmWa8xRKZ6IeQGi6F4i0UKPlDqjmNQ8k74fh6Vu88cm1Eou5xkvIgpkMlIsEoWqvjuk/9uuv2yxWv6s1F1sFfQgWWavbLX71BwrKYK2SSGtP1vRSDnGoUTPJpqZcZnlI2pkPetahozE2Qz9edkgvrDEiUaPsUkrn7eyKnsTGTOLSdMcWRWa3NzP9q3QyjepALlWbIFVt8FGWSYEJmt5OB0JyhnFigTAu7K2EjqilDm1DJhuCvnrwO7VrVt3xXqzRul3EU4QzO4RJ8uIIG3EATWsBgDM/wCm9O6rw4787HorXgLGdO4Y+czx+Moo5m</latexit>
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(b) An illustration for supports in Ων in the Case 2 in the
efficient computation approach for Af .

Figure 1: In (a), in Âf , we consider the flows from the root to each support of a measure as illustrated in
the corresponding right figures where the length of each edge in the right figures is equal to the length of the
path from the root to that node on the corresponding tree T· in the left figures respectively. In (b), assume
that Ων = {z1, z2, z3, z7, z8, z9, z10, z11} and the new root r̄z = z4 (emphasized by the square border). We have
supports z7, z10, z11 for Case 2a (blue dots), supports z1, z2 for Case 2b (green dots), and supports z3, z8, z9

for Case 2c (purple and orange dots) where the corresponding closest common ancestors ζ3 = z1, ζ8 = z2, and
ζ9 = z2 respectively. Note that, ζ8 = ζ9 (orange dots), therefore the order of supports z8, z9 is preserved when
one changes into the new root.

Rotational and translational invariance for FlowAlign. In practice, we usually do not have priori knowl-
edge about tree structures for probability measures1. Therefore, we need to choose or sample trees TX and TZ
from support data points, e.g. by clustering-based tree metric sampling [6].

For the clustering-based tree metric sampling2, the farthest-point clustering3 within the clustering-based tree
metric sampling gives the same results for rotational and/or translational support data points and for the original
ones, when one uses the same corresponding point in the given finite set of support data points as its initialization).
Therefore, tree metric sampled from the clustering-based tree metric sampling is rotational and translational
invariance (i.e., tree structure and lengths of edges are the same, only nodes are represented for the corresponding
rotational and/or translational support data points instead of the original ones.). Consequently, the FlowAlign has
rotational and translational invariance. As showed in the main text (§6.1), the FlowAlign works well with the
quantum chemistry (in a real dataset: qm7) where one needs translational and rotational invariance for the relative
positions of atoms in R3 for each molecule.

As a trivial extension, due to rotational and translation invariance for tree metrics sampled from the clustering-
based tree metric sampling, DepthAlign also has rotational and translational invariance.

C Further details for FlowAlign and DepthAlign

In this section, we first derive a computation for a univariate optimal transport for empirical measures. Then, we
give some further details about FlowAlign and DepthAlign proposed in the main text.

C.1 Univariate optimal transport (OT) for empirical measures

Recall that the univariate OT, i.e., univariate Wasserstein, is equal to the integral of the absolute difference
between the generalized quantile functions of two univariate probability distributions [11] (§2). Therefore, one
only needs to sort their supports for the computation with linearithmic complexity.

In particular, given two empirical measures µ =
∑
i∈[n] āiδx̄i and ν =

∑
j∈[m] b̄jδz̄j whose supports are in

one-dimensional space, i.e., x̄i, z̄j ∈ R,∀i ∈ [n], j ∈ [m]. Firstly, we sort supports of µ, ν in an increasing order,
denoted as µ =

∑
i∈[n] aiδxi

and ν =
∑
j∈[m] bjδzj (i.e., x1 ≤ x2 ≤ · · · ≤ xn, and z1 ≤ z2 ≤ · · · ≤ zm). Without

loss of generality, assume that n ≥ m, the complexity of this sorting is O(n log n). We summarize the algorithm

1For a priori tree metric space, recall that tree metric space is finite. So, rotation/translation may not be directly
well-defined in tree metric space.

2see Appendix E.2 for a review
3see Appendix E.1 for a review
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Algorithm 1 Univariate optimal transport for empirical measures

Input: Input empirical measures with sorted supports µ =
∑
i∈[n] aiδxi

, and ν =
∑
j∈[m] bjδzj (i.e., x1 ≤ x2 ≤

· · · ≤ xn, and z1 ≤ z2 ≤ · · · ≤ zm), and a ground distance ` (e.g., `(x, z) = `1(x, z) = |x− z|).
Output: OT distance d and optimal transport plan T .
1: Initialize d← 0, T ← 0n×m, i← 1, j ← 1.
2: while i ≤ n and j ≤ m do
3: if ai ≤ bj then
4: Tij ← ai.
5: d← d+ ai`(xi, zj).
6: Update bj ← bj − ai, i← i+ 1.
7: if bj == 0 then
8: j ← j + 1.
9: end if
10: else
11: Tij ← bj .
12: d← d+ bj`(xi, zj).
13: Update ai ← ai − bj , j ← j + 1.
14: if ai == 0 then
15: i← i+ 1.
16: end if
17: end if
18: end while

for the univariate OT between µ and ν (whose supports are already sorted) in Algorithm 1.

The complexity of Algorithm 1 is O(n). Therefore, the complexity of the univariate OT for empirical measures is
O(n log n), or its main complexity is to sort supports of empirical measures.

C.2 FlowAlign

There are two types of applications: without or with priori knowledge about tree metrics for supports in probability
measures.

Algorithm 2 FlowAlign for probability measures by sampling aligned-root tree metrics

Input: Input probability measures µ =
∑
i∈[n] aiδxi

, and ν =
∑
j∈[m] bjδzj .

Output: FlowAlign discrepancy d.
1: Sample aligned-root tree metrics TX , TZ for µ, ν respectively, e.g., by choosing a mean of support data as its

root for the clustering-based tree metric sampling [6].
2: Construct µ̃←

∑
i∈[n] aiδdTX (rx,xi) and ν̃ ←

∑
j∈[m] bjδdTZ (rz,zj)

3: Sort support(s) dTX (rx, xi) |i∈[n] and dTZ (rz, zj) |j∈[m], then d← Algorithm 1 for µ̃ and ν̃.

C.2.1 Applications without priori knowledge about tree metrics for supports in probability
measures

In general applications, one usually does not have priori knowledge about tree metrics for supports in probability
measures. However, one can sample tree metrics for the space of supports of probability measures, e.g., using
clustering-based tree metric sampling [6] (§4), for FlowAlign.

One can compute FlowAlign between µ =
∑
i∈[n] aiδxi and ν =

∑
j∈[m] bjδzj as follow:

• Step 1: Sample aligned-root tree metrics TX and TZ for supports xi |i∈[n], and zj |j∈[m] of probability
measures µ and ν respectively, e.g., by choosing means of support data distributions as roots when using
the clustering-based tree metric sampling [6] (§4) (See Section E.2 for a review about clustering-based tree
metric sampling).
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• Step 2: Based on the sampled aligned-root tree metrics, FlowAlign (Equation (2) in the main text) is equivalent
to aligned-root FlowAlign (Equation (4) in the main text). Consequently, FlowAlign between µ and ν
is equivalent to the univariate OT distance between µ̃ :=

∑
i∈[n] aiδdTX (rx,xi) and ν̃ :=

∑
j∈[m] bjδdTZ (rz,zj)

where rx, rz are roots of TX , TZ respectively.

• Step 3: Sort supports of µ̃ and ν̃, and then apply Algorithm 1 to compute the univariate OT between µ̃ and
ν̃.

We summarize this computation of FlowAlign in Algorithm 2. We next show a complexity analysis for FlowAlign:

• The complexity of Step 1 is O(N̄HT log κ) where HT is a predefined deepest level of tree T and κ is the
number of clusters in the farthest-point clustering used in the clustering-based tree metric sampling [6];
N̄ is the input number of supports4. Let N be the number of nodes in the sampled tree T , we have
N ≤

(
κHT − 1

)
/ (κ− 1).

• The complexity of Step 2 is O(nHT ) for computing supports of µ̃, ν̃.

• The complexity of Step 3 is O(n log n) as in Section C.1.

In general, one usually chooses small values for HT and κ (e.g., (HT = 6, κ = 4) are suggested parameters for the
clustering-based tree metric sampling [6]); and has n ≤ N (each support is corresponding to a node in a tree).
Therefore, the overall complexity of FlowAlign is O(N̄HT log κ+ nHT + n log n), or approximately O(N logN).

Algorithm 3 FlowAlign for probability measures with priori tree metrics by exhaustively searching optimal pair
of roots
Input: Input probability measures µ =

∑
i∈[n] aiδxi

, and ν =
∑
j∈[m] bjδzj where xi |i∈[n] in tree TX , and

zj |j∈[m] in tree TZ .
Output: FlowAlign discrepancy d.
1: Initialize d←∞.
2: for each x ∈ TX do
3: Construct µ̃←

∑
i∈[n] aiδdTX (x,xi), then sort support(s) dTX (x, xi) |i∈[n].

4: for each z ∈ TZ do
5: Construct ν̃ ←

∑
j∈[m] bjδdTZ (z,zj), then sort support(s) dTZ (z, zj) |j∈[m].

6: d̃← Algorithm 1 for µ̃ and ν̃.
7: if d > d̃ then
8: d← d̃.
9: end if
10: end for
11: end for

C.2.2 Applications with priori knowledge about tree metrics for supports in probability
measures

In some specific applications where one has a priori knowledge about tree metric for supports in each probability
measure. One can compute FlowAlign as in Equation (2) in the main text, where one can exhaustedly search the
optimal aligned roots (as summarized in Algorithm 3), or apply the efficient computation in Section 3.2 in the
main text to reduce this complexity (as summarized in Algorithm 4).

Assume that one have priori knowledge about tree metrics5 TX , TZ for supports of probability measure µ, ν
respectively. In general, one needs to search the optimal aligned roots rx, rz for tree TX , TZ . The complexity of
exhausted search is O(N2) where N is the number of nodes in trees. Additionally, the complexity of aligned-root

4One can use supports of the input probability measures, or a (sub)set of supports from several input probability
measures, e.g., in case, supports are in non-registered, but same-dimensional spaces, to sample tree metrics having the
same tree structure. Therefore, we have N̄ ≈ tn, where t is the number of probability measures whose supports are used
to sample tree metrics.

5Assume that for each tree metric, each node has at most κ child nodes, and the deepest level is HT .
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FlowAlign is O(N̄HT log κ+ nHT + n log n), or approximately O(N logN) (See Section C.2.1). Therefore, the
overall complexity of FlowAlign with exhausted search for optimal aligned-roots is O(N̄HT log κ + N2nHT +
N2n log n+N2)6, or approximately O(N3 logN).

Algorithm 4 Efficient computation for FlowAlign for probability measures with priori tree metrics (Following
Section 3.2 in the main text)

Input: Input probability measures µ =
∑
i∈[n] aiδxi

, and ν =
∑
j∈[m] bjδzj where xi |i∈[n] in tree TX , and

zj |j∈[m] in tree TZ .
Output: FlowAlign discrepancy d.
1: Choose rx as a root of tree TX , and compute dTX (rx, x) and save path P(rx, x) for all x ∈ TX .
2: Construct µ̃rx ←

∑
i∈[n] aiδdTX (rx,xi) with rx as a root of TX .

3: Sort supports dTX (rx, xi) |i∈[n].
4: for each x ∈ TX and x 6= rx do
5: % Change root from rx to x for tree TX
6: Construct µ̃x ←

∑
i∈[n] aiδdTX (x,xi) with x as a root of TX (note that dTX (x, xi) = dTX (rx, x) + dTX (rx, xi)−

2dTX (rx, ζi) where ζi is the closet ancestor of x and xi and ζi ∈ P(rx, x), ζi ∈ P(rx, xi)).
7: Sort supports dTX (x, xi) |i∈[n]. (Option: using efficient computation in Section 3.2 in the main text to

reduce the complexity from O(n log n) into nearly O(n) by leveraging the sorted order at root rx).
8: end for
9: Choose rz as a root of tree TZ , and compute dTZ (rz, z) and save path P(rz, z) for all z ∈ TZ .
10: Construct ν̃rz ←

∑
j∈[m] bjδdTZ (rz,zj) with rz as a root of TZ .

11: Sort supports dTZ (rz, zj) |j∈[m].
12: for each z ∈ TZ and z 6= rz do
13: % Change root from rz to z for tree TZ
14: Construct ν̃z ←

∑
j∈[m] bjδdTZ (z,zj) with z as a root of TZ (note that dTZ (z, zj) = dTZ (rz, z) + dTZ (rz, zj)−

2dTZ (rz, ζj) where ζj is the closet ancestor of z and zj and ζj ∈ P(rz, z), ζj ∈ P(rz, zi)).
15: Sort supports dTZ (z, zi) |j∈[m]. (Option: using efficient computation in Section 3.2 in the main text to

reduce the complexity from O(m logm) into nearly O(m) by leveraging the sorted order at root rz).
16: end for
17: Initialize d←∞.
18: for each x ∈ TX do
19: Retrieve µ̃x with sorted support(s).
20: for each z ∈ TZ do
21: Retrieve ν̃z with sorted support(s).
22: d̃← Algorithm 1 for µ̃x and ν̃z.
23: if d > d̃ then
24: d← d̃.
25: end if
26: end for
27: end for

As described in Section 3.2 in the main text, those computational steps, e.g., tree metrics between a root to each
support, and sorting for those tree metrics between a root to each support or its efficient computation, can be
done separately for each tree before one applies Algorithm 1 for those sorted tree metrics between a root and
each support, then compares those N2 values to find the optimal pair of roots, one can reduce the complexity of
FlowAlign

• into O(N̄HT log κ + NnHT + n log n + N2), or O(N2) for Case 1 in the main text, since one needs to
compute tree metrics from a root to each support with complexity O(nHT ) for N times due to changing a
root in a tree; sort tree metrics between a root to each support for only 1 time; and compare aligned-root
FlowAlign results for N2 cases of pairs of roots.

• or nearly into O(N̄HT log κ+NnHT + n log n+Nn+N2), or nearly O(N2) for Case 2 in the main text,
6Naively computing N2 aligned-roots FlowAlign, and comparing those N2 values to obtain the optimal.
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since one needs to compute tree metrics from a root to each support with complexity O(nHT ) for N times
due to changing a root in a tree; sort tree metrics between a root to each support for only 1 time; merge
some ordered arrays with complexity nearly O(n) for N times due to changing a root in a tree; and compare
aligned-root FlowAlign results for N2 cases of pairs of roots.

When the degenerated case happens, one needs to merge n ordered arrays, where each array only has 1 node.
Therefore, the complexity is O(n log n), or one simply needs to resort for those n tree metrics from a root
to each support when changing a root of a tree. Hence, the overall complexity for the degenerated case is
O(N̄HT log κ+NnHT +Nn log n+N2), or approximately O(N2 logN).

Thus, for FlowAlign, one can reduce its complexity O(N3 logN) for a naive implementation (Algorithm 3) into
nearly O(N2) (or into O(N2 logN) for the degenerate case) with the proposed efficient computation in Section
3.2 in the main text (Algorithm 4).

Note that when one can not screen out any aligned-root FlowAligns, the computation of FlowAlign requires at
least N2 comparisons among aligned-root FlowAlign (choosing the optimal pair of roots from the values of N2

aligned-root FlowAlign). Therefore, for this case, O(N2) is also the optimal complexity for FlowAlign.

C.3 DepthAlign

Similar to FlowAlign in Section C.2, there are two types of applications: without or with priori knowledge about
tree metrics for supports in probability measures. For general applications where one usually does not have priori
knowledge about tree metrics for probability measures, one can apply clustering-based tree metric sampling [6] to
sample tree metrics for supports of probability measures. For some specific applications where one knows tree
metric for each probability measure, one needs to search the optimal aligned roots, e.g., by exhausted search.

C.3.1 Applications without priori knowledge about tree metrics for supports in probability
measures

For those general applications without priori knowledge about tree metrics for supports in probability measures,
one can use clustering-based tree metric approach to sample tree metrics for supports of the probability measures.

One can compute DepthAlign between µ =
∑
i∈[n] aiδxi

and ν =
∑
j∈[m] bjδzj as follow:

• Step 1: Sample aligned-root tree metrics TX and TZ for supports xi |i∈[n] and zj |j∈[m] in probability measures
µ and ν respectively (similar to Step 1 for FlowAlign).

• Step 2: Based on the sampled aligned-root tree metrics, DepthAlign (Equation (7) in the main text) is
equivalent to aligned-root DepthAlign (Equation (6) in the main text). For each probability measure, we
construct 2-depth-level tree for all nodes from the tree root to each support of the probability measure as in
Algorithm 57.

Algorithm 5 Construct 2-depth-level tree

Input: Input empirical measure µ =
∑
i∈[n] aiδxi

, tree metric TX .
Output: Set of 2-depth-level trees for µ.
1: Construct a set of paths Sp̃ for supports xi |i∈[n] where each element is a path from a root to each support.
2: From the set of paths Sñ, construct a set of nodes where each node belongs to at least one path of the set of

paths Sp̃.
3: For each node in Sñ, construct a 2-depth-level tree for that node in tree T for µ, as in Section 4 in the main

text.
4: Gather all those 2-depth-level trees to form the set of 2-depth-level trees for µ.

7Constructing 2-depth-level tree for all nodes from the tree root to each support of probability measures as in Algorithm 5
can be considered as a preprocessing step since those 2-depth-level trees are needed during the hierarchical alignment
along each deep level in trees for a computation of DepthAlign.
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Algorithm 6 DepthAlign for probability measures by sampling aligned-root tree metrics

Input: Input probability measures µ =
∑
i∈[n] aiδxi

, and ν =
∑
j∈[m] bjδzj .

Output: DepthAlign discrepancy d.
1: Sample aligned-root tree metrics TX , TZ for µ, ν respectively, e.g., by choosing a mean of support data as its

root for the clustering-based tree metric sampling [6].
2: Construct STX , STZ : sets of 2-depth-level trees for µ, ν in tree TX , TZ respectively by using Algorithm 5.
3: Initialization with a pair of roots (rx, rz) of tree TX , TZ respectively, and the optimal matching mass
T ∗(rx, rz) = 1, and d← 0.

4: Push {(rx, rz), T ∗(rx, rz)} into a queue Q.
5: while Q is not empty do
6: Pull (x, z), T ∗(x, z) from queue Q.
7: Get corresponding 2-depth-level trees: T 2

x , T 2
z for µ, ν from STX , STZ respectively.

8: % For two simple 2-depth-level trees, the discrepancy between µT 2
x
, νT 2

z
is equal to 0.

9: if One of two 2-depth-level trees T 2
x , T 2

z is simple, but not both of them then
10: if T 2

x is simple then
11: Get all paths from x to each support of µ in the subtree of TX rooted at x.
12: Normalize for weights of those supports of corresponding paths.
13: Compute d̃ as a sum of weighted lengths for those paths.
14: d← d+ T ∗(x, z)d̃.
15: else
16: Get all paths from z to each support of ν in the subtree of TZ rooted at z.
17: Normalize for weights of those supports of corresponding paths.
18: Compute d̃ as a sum of weighted lengths for those paths.
19: d← d+ T ∗(x, z)d̃.
20: end if
21: else if Two 2-depth-level trees T 2

x , T 2
z are not simple then

22: Sort the distances from a root to each node in tree T 2
x , T 2

z .
23: Compute univariate OT d̃ and the optimal transportation plan T̃ ∗ for empirical measures with sorted

supports µT 2
x
, νT 2

z
by using Algorithm 1.

24: d← d+ T ∗(x, z)d̃.
25: Compute weighted optimal transport plan T̃ ∗ ← T ∗(x, z)T̃ ∗.
26: For all child nodes u, v of T 2

x , T 2
z respectively, if their optimal matching mass T̃ ∗(u, v) > 0, push

{(u, v), T̃ ∗(u, v)} into queue Q.
27: end if
28: end while

• Step 3: Compute the aligned-root DepthAlign (Equation (6) in the main text). It starts from a comparison
between 2-depth-level tree constructed from each root of TX , and TZ for µ and ν respectively, with optimal
matching mass 1.

– If it is not a simple case8, then we compute the disrepancy between 2-depth-level tree as aligned-root
FlowAlign by simply sorting supports and using Algorithm 1. Then, we push all the matching pairs
between child nodes and their optimal matching mass into the queue.

– If it is a simple case where both two nodes of the considered pair do not have child nodes, or sum of
their child-node weights is equal to 0, then their discrepancy is equal to 0.

– If it is a simple case where one of two considered nodes, but not both of them, does not have child nodes,
or sum of its child-node weights is equal to 0, then their discrepancy is equal to sum of normalized-
weighted lengths of paths from that node to supports of a corresponding measure which are in the
subtree rooted at that node.

We stop the computation when the queue is empty. The aligned-root DepthAlign is equal to sum of all
weighted discrepancies between 2-depth-level trees.

8A simple case for a pair of considered nodes is defined as: at least one node of the considered pair does not have child
nodes, or sum of its child-node weights is equal to 0.
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We summarize the computation for DepthAlign by sampling aligned-root tree metrics in Algorithm 6.

We next give a complexity analysis for DepthAlign:

• Recall that the complexity of sampling tree metric O(N̄HT log κ) where HT is a predefined deepest level of
tree T and κ is the number of clusters in the farthest-point clustering for the clustering-based tree metric
sampling [6]; N̄ is the input number of supports.

• The complexity of constructing 2-depth-level trees is O(nHT κ) (we have n supports, each path from a root
to a support has less than HT nodes, and each 2-depth-level tree has less than or equal (κ+ 1) nodes).

• The complexity to compute the univariate OT between 2-depth-level trees is O(κ log κ).

• At deep level (h+ 1), the number of nodes is not more than κh. So, the number of pairs of nodes at deep
level (h+ 1) is not more than κ2h. Let ∆ be the number of comparisons ∆ for 2-depth-level trees, we have
∆ ≤

(
κ2HT − 1

)
/
(
κ2 − 1

)
.

Therefore, one can implement the computation of DepthAlign with a complexity O(N̄HT log κ+nHT κ+∆κ log κ).

C.3.2 Applications with priori knowledge about tree metrics for supports in probability
measures

For some specific applications where one has a priori knowledge about tree metric for supports in each probability
measures, one can easily tailor Algorithm 6 with existing tree metrics to compute aligned-root DepthAlign. Thus,
for the DepthAlign, one needs to search the optimal pair of roots for the given tree metrics9, where one uses the
aligned-root DepthAlign for each pair of roots. Overall, the complexity of DepthAlign with exhausted search for
the optimal pair of roots is approximately O(N2nHT κ+N2∆κ log κ).

D Further experimental results

We denote EGW0 for the standard entropic Gromov-Wasserstein where we use entropic regularization for both
optimizing the transport plan and computing entropic GW.

D.1 Further experimental results on quantum chemistry and document classification

We illustrate the trade-off between performances and time consumption for the discrepancies for probability
measures in different spaces when their parameters are changed, e.g., entropic regularization in EGW and EGW0,
and the number of (tree) slices in SGW, FlowAlign (FA), and DepthAlign (DA)

• for quantum chemistry (qm7 dataset) in Figure 2a,

• for document classification

– in TWITTER dataset in Figure 2b,
– in RECIPE dataset in Figure 2c,
– in CLASSIC dataset in Figure 2d,
– in AMAZON dataset in Figure 2e.

The entropic term in standard entropic GW (EGW0) may harm its performances (comparing with EGW) (e.g.,
in qm7, RECIPE, CLASSIC datasets illustrated in Figure 2a, Figure 2c, Figure 2d respectively). Performances of
EGW and the standard EGW0 are improved when entropic regularization (eps) is smaller, but their computational
time is considerably increased.

9Assume that for each tree metric, each node has at most κ child nodes, the tree deep is HT , and the number of nodes
in tree is about N .
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(a) In qm7 dataset.

(b) In TWITTER dataset. (c) In RECIPE dataset.

(d) In CLASSIC dataset. (e) In AMAZON dataset.

Figure 2: In (a), results of MAE and time consumption for the discrepancies with different parameters (e.g.
entropic regularization in EGW0/EGW, and number of (tree) slices in SGW/FA) in k-NN regression in qm7
dataset. For clustering-based tree metric approach, we used its suggested parameters (κ = 4, HT = 6). In (b,
c, d, e), results of averaged accuracy and time consumption for the discrepancies with different parameters,
e.g., entropic regularization in EGW0/EGW, and the number of (tree) slices in SGW/FA in k-NN in TWITTER,
RECIPE, CLASSIC, AMAZON datasets respectively. For clustering-based tree metric approach, we used its suggested
parameters (κ = 4, HT = 6).
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D.2 Time consumption for the clustering-based tree metric sampling

Time consumption for tree metric sampling by the clustering-based tree metric method [6] is negligible in
computation for both FlowAlign and DepthAlign. Indeed, we illustrate time consumption for tree metric sampling
with different parameters, e.g., the predefined deepest level HT , the number of clusters κ, for the clustering-based
tree metric sampling [6] in qm7, TWITTER, RECIPE, CLASSIC, AMAZON datasets in Figure 3. For examples, for
each tree metric sampling with the suggested parameters (HT = 6, κ = 4), it only took about 0.4 seconds for
qm7 dataset, 1.5 seconds for TWITTER dataset, 11.0 seconds for RECIPE dataset, 17.5 seconds for CLASSIC dataset,
and 20.5 seconds for AMAZON dataset. Furthermore, we give a brief review for the clustering-based tree metric
sampling in Section E.2.
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Figure 3: Time consumption (seconds) for a tree metric sampling in FlowAlign and DepthAlign by the clustering-
based tree metric method [6] with different parameters (e.g. the predefined deepest level HT , the number
of clusters κ) in quantum chemistry (qm7 dataset), and document classification (TWITTER, RECIPE, CLASSIC,
AMAZON datasets).

D.3 Experiment results with different parameters for tree metric sampling

We illustrate results of mean absolute error (MAE) and time consumption for FlowAlign (10 tree slices) with
different parameters, e.g., the predefined deepest level HT , the number of clusters κ, in the clustering-based tree
metric sampling:

• in qm7 dataset in Figure 4a,

• in TWITTER dataset in Figure 4b,

• in RECIPE dataset in Figure 4c,

• in CLASSIC dataset in Figure 4d,

• in AMAZON dataset in Figure 4e.

D.4 Further experimental results: k-means clustering on a small experimental setup for
performance comparison on random rotated MNIST dataset

We follow the small experimental setup for performance comparison on random rotated MNIST dataset as in [9].
We randomly select 50 point clouds from each digits 0 to 4, apply k-means clustering with k = 5, and k-means++
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(a) In qm7 dataset.

(b) In TWITTER dataset. (c) In RECIPE dataset.

(d) In CLASSIC dataset. (e) In AMAZON dataset.

Figure 4: Results of mean absolute error and time consumption for FlowAlign (10 tree slices) with different
parameters (e.g. the predefined deepest level HT , the number of clusters κ) in the clustering-based tree metric
sampling.
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initialization. We show the performance comparison for k-means clustering in Figure 510. The performances of
FlowAlign are comparative with EGW. Moreover, FlowAlign is several order faster than EGW. The performances
of EGW are better when entropic regularization (eps) is smaller, but the time consumption is also higher.

FA

EGW (eps=0.01)

EGW (eps=0.1)
101

102

103

104

105

Ti
m

e 
C

on
su

m
pt

io
n 

(s
) 

FA

EGW (eps=0.01)

EGW (eps=0.1)
40

45

50

55

60

65

F
 m

ea
su

re

Figure 5: Results of k-means clustering on a small experiment setup for performance comparison on random
rotated MNIST dataset.

E Some brief reviews

We give brief reviews for the farthest-point clustering [3] (a more detail summarization and discussion can be seen
in [6]), the clustering-based tree metric sampling [6], tree metric in [12], and Fβ measure for clustering evaluation
[8] where β is chosen as in [4].

E.1 The farthest-point clustering

The farthest-point clustering [3] is a simple fast greedy approach for a κ-center problem. The κ-center problem
is defined as finding a partition of n points into κ clusters to minimize the maximum radius of clusters. The
complexity of a direct implementation, e.g., Algorithm 7, is O(nκ). Moreover, by using the algorithm in [2]11, the
complexity for the farthest-point clustering can be reduced into O(n log κ).

Algorithm 7 The farthest point clustering

Input: X =
{
xi |i∈[n]

}
is a set of n input data points, and κ is the predefined number of clusters for the

farthest-point clustering.
Output: A set of clustering centers C =

{
ci |i∈[κ]

}
, and cluster indices for xi |i∈[n].

1: Initialize C ← ∅.
2: c1 ← a random data point x ∈ X.
3: C ← c1.
4: i← 1.
5: while i < κ and n− i > 0 do
6: i← i+ 1.
7: ci ← maxx∈X minc∈C ‖x− c‖. % (find the farthest point x ∈ X to C).
8: C ← C ∪ ci. % (add the new cluster center into C).
9: end while
10: Each data point x ∈ X is assigned to its nearest cluster center c ∈ C.

E.2 Clustering-based tree metric sampling

The clustering-based tree metric sampling [6] is a practical fast approach to sample tree metric from input data
points. Its main idea is to use a (fast) clustering method, e.g., the farthest-point clustering, to cluster input data
points hierarchically to build a tree structure, as summarized in Algorithm 812. As discussed in [6], one can use
any clustering method for the clustering-based tree metric sampling. The farthest-point clustering is suggested

10The barycenter for SGW is not published yet.
11Code is available at https://github.com/vmorariu/figtree/blob/master/matlab/figtreeKCenterClustering.m
12Code is available at https://github.com/lttam/TreeWasserstein/blob/master/BuildTreeMetric_HighDim_V2.m
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due to its fast computation (see Section E.1). The complexity of the clustering-based tree metric sampling for n
input data points where one uses the same number of clusters κ for the farthest-point clustering and HT for the
predefined deepest level of tree T , is O(nHT log κ). Therefore, the clustering-based tree metric sampling is very
fast for applications.

A cluster sensitivity problem. As discussed in [6], for data points near a border of adjacent, but different
clusters, they are close to each other but in different clusters. The fact that whether those data points are
clustered in the same cluster or not, depends on an initialization of the farthest-point clustering. Therefore, by
leveraging various clustering results, obtained with different initializations for the farthest-point clustering, e.g.
as in our proposed flow-based alignment approaches: FlowAlign and DepthAlign, one can reduce an affect of the
cluster sensitivity problem.

Algorithm 8 Clustering-based tree metric (with the farthest-point clustering)

Input: X is a set of m input data points, x̃p is a parent node for those input data points in X, h is a current
depth level, HT is the predefined deepest level of tree T , κ is the predefined number of clusters for the
farthest-point clustering.

Output: tree metric T
1: if m > 0 then
2: if h > 0 then
3: Node x̃c ← a center of X, e.g., the mean data point of X.
4: Length of edge (x̃p, x̃c) ← distance (x̃p, x̃c).
5: else
6: Node x̃c ← x̃p.
7: end if
8: if m > 1 and h < HT then
9: Run the farthest-point clustering for X into κ clusters Xi |i∈[κ].
10: for each cluster Xi |i∈[κ] do
11: Recursive the clustering-based tree metric for input data points in set Xi, a parent node x̃c, a current

depth level (h + 1) with the predefined deepest level HT for tree T , and the predefined number of
clusters κ for the farthest-point clustering).

12: end for
13: end if
14: end if

E.3 Tree metric

We recall the definition of tree metric in [12] (§7, p.145–182).

Definition 1. A metric d : Ω×Ω→ R+ is a tree metric on a finite set Ω if there exists a tree T with non-negative
edge lengths such that all elements of Ω are nodes in T , and for x, z ∈ Ω, d(x, z) equals to the length of the
(unique) path in T between x and z.

E.4 Fβ measure for clustering evaluation

We summarize the Fβ measure for clustering evaluation as in [8] where β is chosen as in [4]. The main idea is
that a pair of data points is assigned to the same cluster if and only if they are in the same class and otherwise.
We have some following quantities:

• TP: the number of a true positive decisions which assign a pair of data points in the same class to the same
cluster.

• TN: the number of a true negative decisions which assign a pair of data points in the different classes to the
different clusters.

• FP: the number of a false positive decisions which assign a pair of data points of different classes to the same
cluster.
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• FN: the number of a false negative decisions which assign a pair of data points of the same class to different
clusters.

Consequently, we have the precision

P =
TP

TP + FP
, (8)

and recall
R =

TP
TP + FN

. (9)

Note that we usually have many more pairs of data points in different classes than in the same class in clustering.
Therefore, we need to penalize false negative error more strongly than false positive error. Fβ measure can take
into account of this idea by using a scalar β > 1, defined as follow:

Fβ =

(
β2 + 1

)
PR

β2P + R
. (10)

Following [4], we plug Equation (8), and Equation (9) into Equation (10), and observe that Fβ penalizes false
negative error β2 times more than false positive error. Then, we can set

β =

√
|D|
|S|
, (11)

where | · | denotes a cardinality of a set let; D, S are sets of pairs of data points in different and same classes
respectively.

E.5 More information about datasets

Quantum chemistry. One can download qm7 dataset from: http://quantum-machine.org/datasets/. We
emphasize that for simplicity, we only use the Cartesian coordinate of each atom (R3) in the molecules. We
do not use the atomic nuclear charge for each molecule for the atomization energy prediction task as used in
experiments of [9, 10].

There are 7165 molecules and each molecule has no more than 23 atoms in qm7 dataset.

Document classification with non-registered word embeddings. One can download document datasets,
e.g., TWITTER, RECIPE, CLASSIC, AMAZON datasets from: https://github.com/mkusner/wmd.

After preprocessing, there are

• 3108 documents in 3 classes where each document length is not more than 29 in TWITTER dataset,

• 4370 documents in 15 classes where each document length is not more than 628 in RECIPE dataset,

• 7093 documents in 4 classes where each document length is not more than 348 in CLASSIC dataset,

• 8000 documents in 4 classes where each document length is not more than 4592 in AMAZON dataset.

F Some further discussions

Further discussions about results on RECIPE dataset. The proposed methods and SGW do not work well
as compared to EGW in RECIPE dataset in Figure 5 in the main text. A possible reason is that the number of
classes in RECIPE is larger than other documents datasets (TWITTER, CLASSIC, AMAZON). While RECIPE has 15
classes, other document datasets have only 3 or 4 classes. Additionally, another potential reason is that RECIPE is
very imbalanced among its classes. Some classes have many samples (e.g., class ID9 has 1299 samples, class ID15
has 972 samples) while some other classes has much less samples (e.g., the number of samples of class ID1, class
ID8, class ID10 or class ID12 is less than 40). Moreover, note that as illustrated in Figure 2c, performances of

http://quantum-machine.org/datasets/
https://github.com/mkusner/wmd
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standard entropic GW (denoted EGW0) are only comparative with other approaches in the RECIPE dataset; we
also observed that the entropic regularization term (eps) in EGW may be relatively small enough for RECIPE
since reducing eps (from 50 to 10) just slightly changes performances of EGW. It is totally different to the cases
for EGW in other document datasets. Furthermore, as discussed in §6, the quality of EGW is better when the
entropic regularization term (eps) becomes smaller, but the computation of EGW is considerably slower.

Network flow. In combinatorial optimization, network flow is a class of computational problems in which the
input is a graph with capacities on its edges [1]. The minimum-cost flow problem is one of popular classes of
network flow problems. Especially, optimal transport (OT) for probability measures whose supports are in the
same space, can be regarded as one of instances of the minimum-cost flow problems, and one can use the network
simplex algorithm to solve it. However, for GW, the supports of input probability measures are in different spaces.
Therefore, one may not use algorithms for minimum-cost flow problems, e.g., network simplex, to optimize the
alignment in GW problem with tree metrics (Equation (1) in the main text) where supports of input probability
measures are in different tree metric spaces.

Recall that our proposed flow-based alignment approaches (i.e., FlowAlign and DepthAlign) for probability
measures in different tree metric spaces is based on matching both flows from a root to each support in the
probability measure, and root alignment for the corresponding tree structures. Thus, one should distinguish
between our proposed flow-based alignment approaches in FlowAlign and DepthAlign for probability measures in
different tree metric spaces, and algorithms for minimum-cost flow problems. Note that the flows of our flow-based
representation shares the same spirit with the flows modeled in the proof for the closed-form computation of
tree-Wasserstein distance [6] (§3).

Tree metric sampling. Our goal is not to approximate the GW distance between probability measures whose
supports are in the Euclidean space (i.e., the ground metric is Euclidean metric), but rather to sample tree metrics
for each space of supports, and then use those random sampled tree metrics as ground metrics for supports of
input probability measures in GW, similar to tree-sliced-Wasserstein [6].

Similar to the case of one-dimensional projections for sliced Wasserstein, or sliced GW, which do not give good
properties from a distortion point of view, but remain useful for sliced Wasserstein or sliced GW in applications,
we believe that tree metrics with a large distortion can be useful, similar to the case of tree-sliced-Wasserstein in
practical applications.

A correction of the binomial expansion trick in [13]. There is a typo in the binomial expansion trick in
[13]. We correct it as follows:

∑
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2
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)(∑
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(∑
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xiyσi
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. (12)

The σ in Equation (12) is a permutation. Note that the binomial expansion trick can be applied for GW when
one uses the squared `2 loss and input probability measures have the same number of supports with uniform
weights as considered in sliced GW [13].
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G Empirical relation for discrepancies for probability measures in different spaces

We emphasize that the proposed FlowAlign and DepthAlign are two novel discrepancies for probability measures
in different tree metric spaces, and we do not try to mimic or approximate either the entropic GW or sliced GW.

In this section, we investigate an empirical relation between a pair of discrepancies, e.g., let denote those considered
discrepancies as dα and dβ . We carried out following experiments13:

For a query point q, we denote qNN as the nearest neighbor of q with respect to dα. Then, we investigate the
frequency of rank order of qNN among nearest neighbor of q with respect to dβ . For those experiments, we
randomly split 90%/10% for training and test. Reported results are averaged over 1000 runs.

We recall some following notations: FA for FlowAlign, DA for DepthAlign, SGW for sliced GW, EGW for entropic
GW (only use entropic regularization for transport plan optimization, but exclude for computing entropic GW
objective) and EGW0 for standard entropic GW (use entropic regularization for both transport plan optimization
and objective computation). We also recall that supports for probability measures are in low-dimensional spaces
(dim=3) in qm7 dataset; and in high-dimensional spaces (dim=300) in TWITTER, RECIPE, CLASSIC, AMAZON
datasets. The number of supports for probability measures are small in qm7 (#supports ≤ 23), and TWITTER
(#supports ≤ 29) datasets; and are large in RECIPE (#supports ≤ 628), CLASSIC (#supports ≤ 348), and AMAZON
(#supports ≤ 4592) datasets.

G.1 Empirical relation between FA and DA

We set dα := FA and dβ := DA. Figure 6 illustrates an empirical relation between FA and DA in qm7, TWITTER,
RECIPE, CLASSIC, AMAZON datasets. We used DA with 1 tree slice for qm7, 10 tree slices for TWITTER, 5 slices
for RECIPE, 1 tree slice for CLASSIC, and 1 tree slice for AMAZON.

The empirical results show that FA agrees with some aspects of DA, especially when the number of support
for probability measures is small (information about relative deep levels of supports is small), and the degree
of agreement may increase when supports for probability measures are low-dimensional space (tree structure
becomes simpler) as in qm7. From Figure 6, we also observe that the degree of agreement decreases when the
number of supports in datasets increases.

Recall that DA is a generalized version of FA which takes into account deep levels of supports in tree structures of
tree metric spaces. When the number of supports for probability measures is large, the information about relative
deep levels of supports is increased. Therefore, DA operates differently to FA, e.g., in RECIPE and AMAZON datasets.
In addition, tree structure for high-dimensional spaces of supports (e.g., in TWITTER and CLASSIC datasets) is
usually more complex than that of low-dimensional space of supports (e.g., in qm7 dataset). Thus, DA behaves
more similar to FA in qm7 dataset than in TWITTER and CLASSIC datasets.

G.2 Empirical relation between FA and SGW

We first set dα := SGW and dβ := FA (10 tree slices). For SGW in CLASSIC, AMAZON datasets, we only evaluate
it until 10 slices due to its slowness with a larger number of slices. We illustrate an empirical relation between FA
and SGW in qm7, TWITTER, RECIPE, CLASSIC, AMAZON datasets in Figure 7.

Secondly, we set dα := FA and dβ := SGW (10 slices). We illustrate another empirical relation between FA and
SGW in qm7, TWITTER, RECIPE, CLASSIC, AMAZON datasets in Figure 8.

The empirical results show that SGW and FA may agree with each other some aspects when supports are in
low-dimensional spaces, e.g., in qm7 dataset, but they become more different when supports are in high-dimensional
spaces, e.g., in document datasets: TWITTER, RECIPE, CLASSIC, AMAZON datasets. Note that a one-dimensional
space is a special case of tree metric (a tree metric is a chain). For supports in low-dimensional spaces, both
projecting those supports in one-dimensional spaces and using tree metric sampling seem to be able to capture
the structure of a distribution of supports at a certain level. However, for supports in high-dimensional spaces,
projecting the supports in one-dimensional space limits its capacity to capture the structure of a distribution of
supports [7] while sampling tree metric can remedy this problem [6].

13The experimental setup is similar to that of [6] for investigating an empirical relation between tree-sliced-Wasserstein
and optimal transport with Euclidean ground metric.
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Figure 6: Empirical relation: dα := FA and dβ := DA. We used DA with 1 tree slice for qm7, 10 tree slices for
TWITTER, 5 tree slices for RECIPE, 1 tree slice for CLASSIC, and 1 tree slice for AMAZON.
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Figure 7: Empirical relation: dα := SGW and dβ := FA (10 tree slices). For SGW in CLASSIC, AMAZON datasets,
we only evaluate it until 10 slices due to its slowness with a larger number of slices.
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Figure 8: Empirical relation: dα := FA and dβ := SGW (10 slices).

G.3 Some other empirical relations

G.3.1 Empirical relation between SGW and DA

We set dα := SGW and dβ := DA. Figure 9 illustrates an empirical relation between SGW and DA in qm7,
TWITTER, RECIPE, CLASSIC, AMAZON datasets. We used DA with 1 tree slice for qm7, 10 tree slices for TWITTER,
5 tree slices for RECIPE, 1 tree slice for CLASSIC, and 1 tree slice for AMAZON. For SGW in CLASSIC, AMAZON
datasets, we only evaluate it until 10 slices due to its slowness with a larger number of slices.

The empirical results show that SGW agrees with some aspects of DA when supports for probability measures are
in a low-dimensional space (tree structure becomes simpler), as in qm7 dataset. When supports for probability
measure are in a low-dimensional space (e.g., in qm7 dataset), both SGW and DA agree with some aspect of FA
(see more discussions in Section G.1, and Section G.2), or SGW and DA agrees with each other some aspects.
However, when supports for probability measure are in high-dimensional spaces (e.g., in document datasets:
TWITTER, RECIPE, CLASSIC, AMAZON datasets), they become different (similar to the empirical relation between
SGW and FA as discussed in Section G.2).

G.3.2 Empirical relation between FA/SGW and EGW0/EGW

For those experiments, the entropic regularization for EGW0/EGW is set 5 for qm7 and TWITTER datasets, and
10 for RECIPE, CLASSIC, AMAZON datasets. For SGW in CLASSIC, AMAZON datasets, we only evaluate it until 10
slices due to its slowness with a larger number of slices.

Empirical relation between FA/SGW and EGW0. We first set dα := FA and dβ := EGW0. We illustrate
an empirical relation between FA and EGW0 in qm7, TWITTER, RECIPE, CLASSIC, AMAZON datasets in Figure 10.

Secondly, we set dα := SGW and dβ := EGW0. We illustrate an empirical relation between SGW and EGW0 in
qm7, TWITTER, RECIPE, CLASSIC, AMAZON datasets in Figure 11.

Empirical relation between FA/SGW and EGW. We first set dα := FA and dβ := EGW. We illustrate an
empirical relation between FA and EGW in qm7, TWITTER, RECIPE, CLASSIC, AMAZON datasets in Figure 12.

Secondly, we set dα := SGW and dβ := EGW. We illustrate an empirical relation between SGW and EGW in
qm7, TWITTER, RECIPE, CLASSIC, AMAZON datasets in Figure 13.
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Figure 9: Empirical relation: dα := SGW and dβ := DA.We used DA with 1 tree slice for qm7, 10 tree slices
for TWITTER, 5 tree slices for RECIPE, 1 tree slice for CLASSIC, and 1 tree slice for AMAZON. For SGW in CLASSIC,
AMAZON datasets, we only evaluate it until 10 slices due to its slowness with a larger number of slices.
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Figure 10: Empirical relation: dα := FA and dβ := EGW0. The entropic regularization for EGW0 is set 5 for qm7
and TWITTER datasets, and 10 for RECIPE, CLASSIC, AMAZON datasets.
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Figure 11: Empirical relation: dα := SGW and dβ := EGW0. The entropic regularization for EGW0 is set 5
for qm7 and TWITTER datasets, and 10 for RECIPE, CLASSIC, AMAZON datasets. For SGW in CLASSIC, AMAZON
datasets, we only evaluate it until 10 slices due to its slowness with a larger number of slices.
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Figure 12: Empirical relation: dα := FA and dβ := EGW. The entropic regularization for EGW is set 5 for qm7
and TWITTER datasets, and 10 for RECIPE, CLASSIC, AMAZON datasets.
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Figure 13: Empirical relation: dα := SGW and dβ := EGW. The entropic regularization for EGW is set 5 for qm7
and TWITTER datasets, and 10 for RECIPE, CLASSIC, AMAZON datasets. For SGW in CLASSIC, AMAZON datasets,
we only evaluate it until 10 slices due to its slowness with a larger number of slices.

Discussions. It seems that there is no much empirical relation between FA/SGW and EGW0/EGW on qm7,
TWITTER, RECIPE, CLASSIC, AMAZON datasets.
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