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Abstract

Data cleaning is naturally framed as probabilistic inference in a generative model of ground-truth data and likely errors, but the diversity of real-world error patterns and the hardness of inference make Bayesian approaches difficult to automate. We present PClean, a probabilistic programming language (PPL) for leveraging dataset-specific knowledge to automate Bayesian cleaning. Compared to general-purpose PPLs, PClean tackles a restricted problem domain, enabling three modeling and inference innovations: (1) a non-parametric model of relational database instances, which users’ programs customize; (2) a novel sequential Monte Carlo inference algorithm that exploits the structure of PClean’s model class; and (3) a compiler that generates near-optimal SMC proposals and blocked-Gibbs rejuvenation kernels based on the user’s model and data. We show empirically that short (<50-line) PClean programs can: be faster and more accurate than generic PPL inference on data-cleaning benchmarks; match state-of-the-art data-cleaning systems in terms of accuracy and runtime (unlike generic PPL inference in the same runtime); and scale to real-world datasets with millions of records.

1 INTRODUCTION

Real-world data is often noisy and incomplete, littered with NULLs, typos, duplicates, and inconsistencies. Cleaning dirty data is important for many workflows, but can be difficult to automate, requiring judgment calls about objects in the world (e.g., to decide whether two records refer to the same hospital, or which of several cities called “Jefferson” someone lives in). Generative models provide a conceptually appealing approach to automating this sort of reasoning, but the diversity of real-world errors (Abedjan et al., 2016) and the difficulty of inference pose significant challenges.

This paper presents PClean, a domain-specific generative probabilistic programming language (PPL) for Bayesian data cleaning. As in some existing PPLs (e.g. BLOG (Milch and Russell, 2006)), PClean programs encode prior knowledge about relational domains, and quantify uncertainty about the latent networks of objects that underlie observed data. However, PClean’s approach is inspired by domain-specific PPLs, such as Stan (Carpenter et al., 2017) and Picture (Kulkarni et al., 2015): it aims not to serve all conceivable relational modeling needs, but rather to deliver fast inference, concise model specification, and accurate cleaning on large-scale problems. It does this via three modeling and inference contributions:

1. PClean introduces a domain-general non-parametric prior on the number of latent objects and their link structure. PClean programs customize the prior via a relational schema and via generative models for objects’ attributes.
2. PClean inference is based on a novel sequential Monte Carlo (SMC) algorithm, to initialize a latent object database with plausible guesses, and novel rejuvenation updates to fix mistakes.
3. PClean provides a compiler that generates near-optimal SMC proposals and Gibbs rejuvenation kernels given the user’s data, PClean program, and inference hints. These proposals improve over generic top-down PPL inference by incorporating local Bayesian reasoning within user-specified subproblems, and heuristics from traditional cleaning systems.

Together, these innovations improve over generic PPL inference, enabling fast and accurate cleaning of challenging real-world datasets with millions of rows.
Many researchers have proposed generative models for cleaning specific datasets or fixing particular error patterns (Pasula et al., 2003; Kubic and Moore, 2003; Mayfield et al., 2009; Matsakis, 2010; Xiong et al., 2011; Hu et al., 2012; Zhao et al., 2012; Abedjan et al., 2015; Marchant et al., 2021). Such formulations specify priors over ground truth data, and likelihoods that model errors. In contrast, PClean’s PPL makes it easy to write short (<50 line) programs to specify custom models of new datasets, and automates an inference algorithm that delivers fast, accurate cleaning results.

PClean draws on a rich literature of Bayesian approaches to modeling relational data (Friedman et al., 1999), including open-universe models with identity and existence uncertainty (Milch and Russell, 2006). Many PPLs could express PClean-like data cleaning models (Milch et al., 2005; Goodman et al., 2008; Goodman and Stuhlmüller, 2014; Mansinghka et al., 2014; Gordon et al., 2014; Tolpin et al., 2016; Schbior et al., 2018; Bingham et al., 2019; Cusumano-Towner et al., 2019), but in practice, generic PPL inference is often too slow. This paper introduces new algorithms that scale better, and demonstrates experimental validity of the results by calibrating PClean’s runtime and accuracy against SOTA data-cleaning baselines (Dallachiesa et al., 2013; Rekatsinas et al., 2017) that use machine learning and weighted logic (typical of discriminative approaches (Mccallum and Wellner, 2003; Wellner et al., 2004; Wick et al., 2013)).

Some of PClean’s inference innovations have close analogues in traditional cleaning systems; for example, PClean’s preferred values from Section 3.3 are related to HoloClean’s notion of domain restriction. In fact, PClean can be viewed as a scalable, Bayesian, domain-specific PPL implementation of the PUD framework from De Sa et al. (2019) (which abstractly characterizes the HoloClean implementation from Rekatsinas et al. (2017), but does not itself include PClean’s modeling or inference innovations). Some of PClean’s inference contributions also have precursors in LibBi and Birch (Murray, 2015; Murray and Schön, 2018), which, like PClean, employ sequential Monte Carlo algorithms with data-driven proposals. However, Birch’s delayed sampling technique (Murray et al., 2018) would not yield intelligent, data-driven proposals in PClean’s non-parametric model class, and in Section 4, we show that PClean’s novel inference contributions (including its static generation of model-specific proposal code, and its per-object rejuvenation schedule) are necessary for efficient, accurate cleaning.
2 MODELING

In this section, we present the PClean modeling language, which is designed for the concise encoding of domain-specific knowledge about data and likely errors into generative models. PClean programs specify (i) a prior \( p(R) \) over a latent ground-truth relational database of entities, and (ii) an observation model \( p(D \mid R) \) describing how the attributes of entities from \( R \) are reflected in an observed flat data table \( D \). Unlike general-purpose PPLs, PClean does not afford complete freedom in specifying \( p(R) \). Instead, we impose a novel domain-general structure prior \( p(S) \) on the skeleton of the database \( R: S \) determines how many entities are in each latent database table, and which entities are related. The user’s program encodes only \( p(D \mid S) \), a probabilistic relational model over the attributes of the objects whose existence and relationships are given by \( S \). This decomposition limits the PClean model class, but enables the development of an efficient SMC inference algorithm (Section 3).

2.1 PClean Modeling Language

A PClean program defines a set of classes \( \mathcal{C} = \{C_1, \ldots, C_k\} \), one for each type of object underlying the user’s data, and a query \( Q \) that describes how latent objects inform the observed flat dataset \( D \).

Class Declarations. The declaration of a PClean class \( C \) includes three kinds of statement: reference statements \( (Y \sim C') \), which define a reference slot \( C.Y \) connecting objects of class \( C \) to objects of a target class \( T(Y) = C' \); attribute statements \( (X \sim \phi_{C.X}(\ldots)) \), which define a new attribute \( C.X \) that objects of the class possess, and declare the prior distribution \( \phi_{C.X} \) that it follows; and parameter statements \( (\text{parameter } \theta_C \sim p_{\theta_C}(\ldots)) \), which introduce mutually independent hyperparameters shared by all objects of the class \( C \), to be learned from the noisy data. The prior \( \phi_{C.X} \) for an attribute may depend on the values of a parent set \( Pa(C.X) \) of attributes, potentially accessed via reference slots. For example, in Figure 2, the Physician class has a school reference slot with target class School, and a degree attribute whose value depends on school.degree.dist. Together, the attribute statements specify a probabilistic relational model \( \Pi \) for the user’s schema (possibly parameterized by hyperparameters \( \{\theta_C\}_{C \in \mathcal{C}} \)) (Friedman et al., 1999).

Query. A PClean program ends with a query, connecting the schema of the latent relational database to the fields of the observed dataset. The query has the form \( \text{observe } (U_1 \text{ as } x_1), \ldots, (U_k \text{ as } x_k) \text{ from } C_{obs} \), where \( C_{obs} \) is a class that models the records of the observed dataset (Record, in Figure 2), \( x_i \) are the names of the columns in the observed dataset, and \( U_i \) are dot-

Figure 2: An example PClean program. PClean programs define: (i) an acyclic relational schema, comprising a set of classes \( C \), and for each class \( C \), sets \( \mathcal{A}(C) \) of attributes and \( \mathcal{R}(C) \) of reference slots; (ii) a probabilistic relational model \( \Pi \) encoding priors for object attributes; and (iii) a query \( Q \) (last line), specifying how attributes are observed in the flat data table \( D \). Inference hints (in gray) do not change the model.

expressions (e.g., \( \text{physician.school.name} \)), picking out attributes accessible via zero or more reference slots from \( C_{obs} \). The records of the dataset \( D \) are modeled as directly recording the values of the attributes named by \( U_i \), each for a distinct object in \( C_{obs} \). As such, errors must be modeled as part of the latent database \( R \), not as a separate stage of the generative process. For example, Figure 2 models systematic typos in the City field, by associating each Practice with a possibly misspelled version \( \text{bad.city} \) of the practice’s city.

We emphasize that the relational schema and query are modeling choices: much of PClean’s expressive power comes from the freedom to posit latent relational structure that is not directly reflected in the dataset. Figure 3 shows how this freedom can be used to capture several common data-cleaning motifs.

2.2 Non-Parametric Structure Prior \( p(S) \)

A PClean program’s class declarations specify a probabilistic relational model that can be used to generate the attributes of objects in the latent database, but does not encode a prior over how many objects exist in each class or over their relationships. (The one exception is \( C_{obs} \), the designated observation class,
whose objects are assumed to be in one-to-one correspondence with the rows of the observed dataset D.)

In this section, we introduce a domain-general structure prior \( p(S; |D), C) \) that encodes a non-parametric generative process over the object sets \( S_C \) associated with each class \( C \), and over the values of each object’s reference slots. The parameter \(|D|\) is the number of observed data records; \( p(S; |D), C) \) places mass only on relational skeletons in which there are exactly \(|D|\) objects in \( C_{obs} \) and every other object is connected via some chain of reference slots to one of them.

PClean’s generative process for relational skeletons is shown in Figure 4. First, with probability 1, we set \( S_{C_{obs}} := \{1, \ldots, |D|\} \) (a set of \(|D|\) distinct object IDs).
PClean requires that the directed graph with edges \((C, T(C,Y))\) for each reference slot \( C.Y \) be acyclic, which allows us to generate the remaining object sets class-by-class, processing a class only after any classes with reference slots targeting it. To generate an object set for class \( C \), we first consider the reference set \( \text{Ref}_{S_C}^C \) of all objects with reference slots targeting \( C \):

\[
\text{Ref}_{S_C}^C := \{(r,Y) \mid Y \in R(C') \cap T(C',Y) = C \land r \in S_{C'}\}
\]

![Figure 3: PClean programs can concisely model a variety of data-cleaning scenarios.](image)

![Figure 4: PClean’s non-parametric structure prior \( p(S) \) over the relational skeleton \( S \) for a schema \( C \).](image)

The elements of \( \text{Ref}_{S_C}^C \) are pairs \((r,Y)\) of an object and a reference slot; if a single object has two reference slots targeting class \( C \), then the object will appear twice in the reference set. The point is to capture all of the places in \( S \) that will refer to objects of class \( C \).

We then generate a \emph{co-reference partition} of \( \text{Ref}_{S_C}^C \), i.e., we partition the references to class \( C \) into disjoint subsets, within each of which we take all references to target the same object. To do this, we use the two-parameter Chinese restaurant process \( \text{CRP}(X,s,d) \), which defines a non-parametric distribution over partitions of its set-valued parameter \( X \). The strength \( s \) and discount \( d \) control the sizes of the clusters. The CRP generates a partition of all references to class \( C \), and we treat the resulting partition as the object set \( S_C \), i.e., each component defines one object of class \( C \):

\[
S_C \mid \text{Ref}_{S_C}^C \sim \text{CRP}(\text{Ref}_{S_C}^C, s_C,d_C)
\]

To set the reference slots \( r.Y \) with target class \( T(\text{Class}(r).Y) = C \), we simply look up which partition component \((r,Y)\) (viewed as an element of \( \text{Ref}_{S_C}^C \)) was assigned to. Since we have equated these partition components with objects of class \( C \), we can directly set \( r.Y \) to point to the component (object) that contains \((r,Y)\) as an element:

\[
r.Y := \text{the unique } r' \in S_{T(\text{Class}(r).Y)} \text{ s.t. } (r,Y) \in r'
\]

This procedure can be applied iteratively to generate object sets for every class and fill all reference slots.
3 INFERNECE

PClean’s non-parametric structure prior ensures that PClean models admit a sequential representation, which can be used as the basis of a resample-move sequential Monte Carlo inference scheme (Section 3.1). However, if the SMC and rejuvenation proposals are made from the model prior, as is typical in PPLs, inference will still require prohibitively many particles to deliver accurate results. To address this issue, PClean uses a proposal compiler that exploits conditional independence in the model to generate fast enumeration-based proposal kernels for both SMC and MCMC rejuvenation (Section 3.2). Finally, to help users scale these proposals to large data, we introduce inference hints, lightweight annotations in the PClean program that can divide variables into subproblems to be separately handled by the proposal, or direct the enumerator to focus its efforts on a dynamically computed subset of a large discrete domain (Section 3.3).

3.1 Per-Observation Sequential Monte Carlo with Per-Object Rejuvenation

One version of the PClean model’s generative process was given in Section 2: a skeleton can be generated from \( p(S) \), then attributes can be filled in using the user’s probabilistic relational model \( p_{\Pi}(R \mid S) \). Finally an observed dataset \( D \) can be generated according to the query \( Q \). But importantly, the model also admits a sequential representation, in which the latent database \( R \) is built in stages: at each stage, a single record is added to the observation class \( C_{\text{obs}} \), along with any new objects in other classes that it refers to. Using this representation, we can run SMC on the model, building a particle approximation to the posterior that incorporates one observation at a time.

Database Increments. Let \( R \) be a database with designated observation class \( C_{\text{obs}} \). Assume \( R_{C_{\text{obs}}} \), the object set for the class \( C_{\text{obs}} \), is \( \{1, \ldots, |D|\} \). Then the database’s \( i \)th increment \( \Delta_R^i \) is the object set

\[
\{ r \in R \mid \exists K, i.K = r \land \forall K', \forall j < i, j.K' \neq r \},
\]

along with their attribute values and targets of their reference slots. Objects in \( \Delta_R^i \) may refer to other objects within the increment, or in earlier increments. Intuitively, the \( i \)th increment of a database is the set of objects referenced by the \( i \)th observation object, but not by any previous observation object \( j < i \).

Sequential Generative Process. Figure 5 shows a generative process equivalent to the one in Section 2, but which generates the attributes and reference slots of each increment sequentially. Intuitively, the database is generated via a Chinese-restaurant ‘social network’: Consider a collection of restaurants, one

```plaintext
GenerateDataset((II, Q, |D|):
R^{(0)} = \emptyset \quad \triangleright \text{Initialize empty database}
for observation \( i \in \{1, \ldots, |D|\} \) do
\Delta_R^i \leftarrow \text{GenerateDBIncr}(R^{(i-1)}, C_{\text{obs}})
R^{(i)} \leftarrow R^{(i-1)} \cup \Delta_R^i
r \leftarrow \text{the unique object of class } C_{\text{obs}} \text{ in } \Delta_R^i
d_i \leftarrow \{ X \mapsto r.Q(X) \mid \forall X \in A(D) \}
return \( R = R^{(|D|)}, D = (d_1, \ldots, d_{|D|}) \)

GenerateDBIncr(R^{(i-1)}, root class C):
\Delta \leftarrow \emptyset; r_* \leftarrow \text{a new object of class } C
for each reference slot \( Y \in R(C) \) do
C' \leftarrow T(C,Y)
for each object \( r \in R_{C'}^{(i-1)} \cup \Delta_{R_{C'}} \) do
\( n_r \leftarrow |\{ r' \mid r' \in R_{C'}^{(i-1)} \cup \Delta \land \exists r', r, r.\tau = r \}| \)
r_*Y \leftarrow r \text{ w.p. } \propto n_r - \Delta_{R_{C'}} \text{ or } * \text{ w.p. } \propto s_{C'} + \Delta_{R_{C'}} |R_{C'}^{(i-1)} \cup \Delta_{R_{C'}} |
if \( r_*Y = * \) then
\Delta' \leftarrow \text{GenerateDBIncr}(R^{(i-1)} \cup \Delta, C')
\Delta \leftarrow \Delta \cup \Delta'
r_*Y \leftarrow \text{the unique } r' \text{ of class } C' \text{ in } \Delta'
for each \( X \in A(C) \), in topological order do
r_*X \phi_{C,X} \{ r_*Y \} \forall U \in \Pi_0(C,X)
return \( \Delta \cup \{ r_* \} \)
```

Figure 5: Sequential model representation.

for each class \( C \), where each table serves a dish \( r \) representing an object of class \( C \). Upon entering a restaurant, customers either sit at an existing table or start a new one, as in the usual generalized CRP construction. But these restaurants require that to start a new table, customers must first send \( |R(C)| \) friends to other restaurants (one to the target of each reference slot). Once the friends are seated at these parent restaurants, the original customer samples attributes \( r.X \) of the new table’s object, possibly informed by their friends’ dishes (the objects \( r.Y \) of class \( T(C,Y) \)). The process starts with \( |D| \) customers at the restaurant for \( C_{\text{obs}} \), who sit at separate tables; each customer who sits down triggers the sampling of one increment.

SMC Inference with Per-Object Rejuvenation.

The sequential representation yields a sequence of intermediate unnormalized target densities \( \hat{\pi}_i \) for SMC:

\[
\hat{\pi}_i(R) = \prod_{j=1}^i p(\Delta_R^j \mid \Delta_R^{j-1}, \ldots, \Delta_R^1)p(d_j \mid \Delta_R^1, \ldots, \Delta_R^j).
\]

Particles are initialized to hold an empty database, to which proposed increments \( \Delta_R^i \) are added each iteration. As is typical in SMC, at each step, the particles are reweighted according to how well they explain the new observed data, and resampled to cull low-weight particles while cloning and propagating promis-
the block Gibbs rejuvenation and block SMC setting, approach extends ideas from Arora et al. (2012) to propose discrete variables in a data-driven way. This piles proposals that use exact enumerative inference to explain the data poorly. By contrast, PClean com- variable values and thus tend to make proposals that on the prior: they make blind guesses as to the latent Q

family proposals, and to handle some continuous vari- ational savings over naive enumeration. A similar strategy cause there are only a finite number of instantiations

of new objects as targets of)` data-driven

Algorithm 1 Compiling SMC proposal to Bayesian network

\textbf{procedure} GENERATEINCREMENTBAYESNET(partial instance }\text{R}^{(i-1)}, \text{data } d_i) \>
\triangleright Set the vertices to all attributes and reference slots accessible from }\text{C}_{\text{obs}} \>
\text{for each variable } u \in U \text{ do} \>
\text{if } u \in \mathcal{A}(\text{C}_{\text{obs}}) \text{ then} \>
\text{Set } Pa(u) = Pa^\text{II}(C,u) \>
\text{Set } \phi_u(v_u \mid \{v_{u'}\}_{u' \in Pa(u)}) = \phi^\text{II}_u(v_u \mid \{v_{u'}\}_{u' \in Pa(u)}) \>
\text{else if } u = K.X \text{ for } X \in \mathcal{A}(T(\text{C}_{\text{obs}},K)) \text{ then} \>
\text{Set } Pa(u) = Pa^\text{II}(T(\text{C}_{\text{obs}},K),X) \cup \{K\} \cup \{u'.X \mid u' \text{ already processed } \land T(\text{C}_{\text{obs}},u') = T(\text{C}_{\text{obs}},K)\} \>
\text{Set} \>
\phi_u(v_u \mid \{v_{u'}\}_{u' \in Pa(u)}) = \begin{cases} \begin{array}{ll} \text{1} & v_K \in \mathbb{R}^{(i-1)} \\
\phi^\text{II}_{\text{C}_{\text{obs}},K}(v_u \mid \{v_{u'}\}_{u' \in Pa^{\text{II}}(T(\text{C}_{\text{obs}},K),X)}) & v_K = \text{new}_{K} \\
\begin{cases} \begin{array}{ll} \text{1} & v_{K} = v_{u'.x} \\
\end{array} \end{cases} & v_K = \text{new}_{u',u' \neq K} \end{cases} 
\end{cases} \>
\text{else} \>
\text{Set } Pa(u) \text{ to already-processed slot chains } u' \text{ s.t. } T(C,u') = T(C,u), \text{ and } K \text{ if } u = K.Y \>
\text{Set domain } V(u) = \mathcal{R}^{(i-1)} \cup \{\text{new}_{u'} \mid u' \in Pa(u) \cup \{u\}\} \>
\text{Set } \phi_u(v_u \mid \{v_{u'}\}_{u' \in Pa(u)}) \text{ according to CRP, or to } \text{1} \text{ if } u = K.Y \text{ and } v_K \in \mathbb{R}^{(i-1)} \>
\text{for attribute } X \in \mathcal{A}(D) \text{ do} \>
\text{Change node } Q(u) \text{ to be observed with value } d_i.x, \text{ unless } d_i.x \text{ is missing}\text{ with user-specified blocking hints. These proposals are } \text{locally optimal} \text{ for models that contain only discrete finite-domain variables, meaning that of all possible proposed } Q_i \text{ they minimize the divergence } K L(\pi_{i-1}(\mathcal{R}^{(i-1)})Q_i(\Delta^R_i,\mathcal{R}^{(i-1)},d_i)|\pi_i(\mathcal{R}^{(i-1)} \cup \Delta^R_i)). \text{ The distribution on the left represents a perfect sample } \mathcal{R}^{(i-1)} \text{ from the target given the first } i-1 \text{ observations, extended with the proposal } Q_i. \text{ The distribution on the right is the target given the first } i \text{ data points. In our setting the locally optimal proposal is given by } Q_i(\Delta^R_i,\mathcal{R}^{(i-1)},d_i) \propto p(\Delta^R_i \mid \Delta^R_1,\ldots,\Delta^R_{i-1})p(d_i \mid \Delta^R_1,\ldots,\Delta^R_i). \text{ Algorithm 1 shows how to compile this distribution to a Bayesian network; when the latent attributes have finite domains, the normalizing constant can be computed and the locally optimal proposal can be simulated (and evaluated) exactly. This is possible because there are only a finite number of instantiations of the random increment } \Delta^R_i \text{ to consider. The compiler generates efficient enumeration code separately for each pattern of missing values it encounters in the dataset, exploiting conditional independence relationships in each Bayes net to yield potentially exponential savings over naive enumeration. A similar strategy can be used to compile data-driven object-wise rejuvenation proposals, and to handle some continuous variables with conjugate priors; see supplement for details.}
3.3 Scaling to Large Models and Data with Inference Hints

Scaling to models with large-domain variables and to datasets with many rows is a key challenge. In PClean, users can specify lightweight inference hints to the proposal compiler, shown in gray in Figure 2, to speed up inference without changing model’s meaning.

Programmable Subproblems. First, users may group attribute and reference statements into blocks by wrapping them in the syntax subproblem begin...end. This partitions the attributes and reference slots of a class into an ordered list of subproblems, which SMC uses as intermediate target distributions. This makes enumerative proposals faster to compute, at the cost of considering less information at each step; rejuvenation moves can often compensate for short-sighted proposals.

Adaptive Mixture Proposals with Dynamic Preferred Values. A random variable within a model may be intractable to enumerate. For example, string_prior(1, 100) is a distribution over all strings between 1 and 100 letters long. To handle these, PClean programs may declare preferred values hints. Instead of $X \sim d(E, \ldots, E)$, the user can write $X \sim d(E, \ldots, E)$ preferring $E$, where the final expression gives a list of values $\xi_x$ on which the posterior mass is expected to concentrate. When enumerating, PClean replaces the CPD $\phi_x$ with a surrogate $\tilde{\phi}_x$, which is equal to $\phi_x$ for preferred value inputs in $\xi_x$, but 0 for all other values. The mass not captured by the preferred values, $1 - \sum_{x \in \xi_x} \phi_x(x)$, is assigned to a special other token. Enumeration yields a partial proposal $\tilde{Q}$ over a modified domain; the full proposal $Q$ first draws from $\tilde{Q}$ then replaces other tokens with samples from the appropriate CPDs $\phi_x(\cdot \mid Pa(X))$. This yields a mixture proposal between the enumerative posterior on preferred values and the prior: when none of the preferred values explain the data well, other will dominate, causing the attribute to be sampled from its prior. But if any of the preferred values are promising, they will almost certainly be proposed.

4 EXPERIMENTS

In this section, we demonstrate empirically that (1) PClean’s inference works when standard PPL inference strategies fail, (2) short PClean programs suffice to compete with existing data cleaning systems in both runtime and accuracy, (3) PClean can scale to large real-world datasets, and (4) PClean’s inference can deliver calibrated and useful estimates of uncertainty. In Experiments (1)-(3), we evaluate PClean’s accuracy using a single posterior sample (the last iterate of PClean’s final MCMC rejuvenation sweep); in Experiment (4), we consider an uncertainty-aware, multi-sample estimator of the clean dataset, which exploits our Bayesian framework for higher-precision repairs. Experiments were run on a laptop with a 2.6 GHz CPU and 32 GB of RAM.

(1) Comparison to Generic PPL Inference. We evaluate PClean’s inference against standard PPL inference algorithms reimplemented to work on PClean models, on a popular benchmark from the data cleaning literature (Figure 6). We do not compare directly to other PPLs’ implementations, because many (e.g. BLOG) cannot represent PClean’s non-parametric prior. Some languages (e.g. Turing) have explicit support for non-parametric distributions, but could not express PClean’s recursive use of CRPs. Others could in principle express PClean’s model, but would complicate an algorithm comparison in other ways: Venture’s dynamic dependency tracking is thousands of times slower than SOTA; Pyro’s focus is on variational inference, hard to apply in PClean models; and Gen supports non-parametrics only via the use of mutation in its slower dynamic modeling language (making SMC $O(N^2)$) or via low-level extensions that would amount to reimplementing PClean using Gen’s abstractions. Nonetheless, the algorithms in Figure 6 are inspired by the generic automated inference implemented in many PPLs, which use top-down proposals from the prior for SMC, MH (Goodman and Stuhlmüller, 2014; Ritchie et al., 2016), and PGibbs (Wood et al., 2014; Murray, 2015; Mansinghka et al., 2014). Our results show that PClean suffices for fast, accurate inference where generic techniques fail, and also demonstrate why inference hints are necessary for scalability: without subproblem hints, PClean takes much longer to converge, even though it eventually arrives at a similar $F_1$ value.

(2) Applicability to Data Cleaning. To check PClean’s modeling and inference capabilities are good for data cleaning in absolute terms (rather than relative to generic PPL inference), we contextualize PClean’s accuracy and runtime against two SOTA data-cleaning systems on three benchmarks with known ground truth (Table 1), described in detail in the supplement. Briefly, the datasets are Hospital, a standard benchmark with artificial typos in 5% of cells that can be corrected by leveraging duplication of entities across rows; Flights, a standard benchmark integrating flight information (e.g. arrival, departure times) from conflicting real-world data sources; and Rents, a synthetic dataset based on census statistics, featuring continuous and discrete values, misspelled county names, missing apartment sizes, and unit errors. The baseline systems are HoloClean (Rekatsinas et al., 2017), based on probabilistic machine learning,
Figure 6: Median accuracy vs. runtime for five runs of alternative inference algorithms on the Hospital dataset (Chu et al., 2013), with an additional 20% of cells artificially deleted so as to test both repair and imputation.

<table>
<thead>
<tr>
<th>Task</th>
<th>Metric</th>
<th>PClean</th>
<th>HoloClean (Unpublished)</th>
<th>HoloClean</th>
<th>NADEEF</th>
<th>NADEEF + Manual Java Heuristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flights</td>
<td>$F_1$</td>
<td>0.90</td>
<td>0.64</td>
<td>0.41</td>
<td>0.07</td>
<td>0.90</td>
</tr>
<tr>
<td>Time</td>
<td>3.1s</td>
<td>45.4s</td>
<td>32.6s</td>
<td>9.1s</td>
<td>14.5s</td>
<td></td>
</tr>
<tr>
<td>Hospital</td>
<td>$F_1$</td>
<td>0.91</td>
<td>0.90</td>
<td>0.83</td>
<td>0.84</td>
<td>0.84</td>
</tr>
<tr>
<td>Time</td>
<td>4.5s</td>
<td>1m 10s</td>
<td>1m 32s</td>
<td>27.6s</td>
<td>22.8s</td>
<td></td>
</tr>
<tr>
<td>Rents</td>
<td>$F_1$</td>
<td>0.69</td>
<td>0.48</td>
<td>0.48</td>
<td>0.0</td>
<td>0.51</td>
</tr>
<tr>
<td>Time</td>
<td>1m 20s</td>
<td>20m 16s</td>
<td>13m 43s</td>
<td>13s</td>
<td>7.2s</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Results of PClean and various baseline systems on three diverse cleaning tasks.

and NADEEF, which uses a MAX-SAT solver to minimize violations of user-defined cleaning rules (Dallaliesat et al., 2013). For HoloClean, we consider both the original code and the authors’ latest (unpublished) version on GitHub; for NADEEF, we include results both using NADEEF’s streamlined rule-definition interface and with custom, handwritten Java rules (more expressive but also more cumbersome).

Table 1 reports $F_1$ scores and cleaning speed (see supplement for precision/recall). We do not aim to anoint a single ‘best cleaning system,’ since optimality depends on the available domain knowledge and the user’s desired level of customization. Further, while we followed system authors’ per-dataset recommendations where possible, a pure system comparison is difficult, since each system relies on its own rule configuration. Rather, we note that short (<50-line) PClean programs can encode knowledge useful in practice for cleaning diverse data, and inference is good enough to achieve $F_1$ scores as good or better than SOTA data-cleaning systems on all three datasets, often in less wall-clock time. As an illustration of the value and convenience of encoding relevant knowledge, on Flights, a baseline, 16-line PClean program earns an $F_1$ score of 0.60, but the $F_1$ can be boosted to 0.69 by encoding that sources have varying reliability (+1 line), and to 0.90 by encoding that for a given flight, an airline’s own website is most likely to be reliable (+1 line). By contrast, adding a similar reliability heuristic to NADEEF required 50 lines of Java; see supplement.

(3) Scalability to Large, Real-World Data. We ran PClean on the Medicare Physician Compare National dataset, shown earlier in Figure 1. It contains 2.2 million records, each listing a clinician and a practice location; the same clinician may work at multiple practices, and many clinicians may work at the same practice. NULLs and systematic errors are common (e.g. consistently misspelled city names at a practice). PClean took 7h36m, performing 8,245 repairs and 1,535,415 imputations. Out of 100 randomly chosen imputations, 90% agreed with manually obtained ground truth. We also verified that 7,954 repairs (96.5%) were correct (some were correct normalization, e.g. choosing a single spelling for cities whose names could be spelled multiple ways). By contrast, NADEEF changed 88 cells across the whole dataset, and HoloClean did not initialize in 24 hours, using the configuration provided by HoloClean’s authors.

Figure 1 shows PClean’s real behavior on four rows. Consider the misspelling Abington, MD, which appears in 152 entries. The correct spelling Abingdon, MD occurs in only 42. PClean still recognizes Abington as an error, because all 152 instances share a single practice address, and errors are modeled as systematic at the practice level. Next, consider PClean’s correct inference that Ryan’s degree is DO: more Family Medicine doctors are MDs than DOs, but the school PCOM awards many more DOs than MDs. All parameters enabling this reasoning are learned from the dirty data.
(4) MAP Estimation and Bayesian Uncertainty Quantification. Our previous experiments used a single posterior sample to estimate the clean dataset. This experiment investigates strategies for exploiting richer information about the posterior, namely: (1) using the most common predictions across multiple independent posterior samples (approximating the MAP clean dataset), and (2) setting a confidence threshold for repairs, to trade recall for higher precision. In particular, we ran PClean’s inference with 10 parallel chains on the Rents dataset, and collected 1 posterior sample from each (the last iterate of MCMC rejuvenation). Figure 7’s left panel shows, in blue, the precision and recall achieved by considering each sample individually, and in red, the various precision/recall tradeoffs achievable by using most common prediction (across all 10 samples) for each cell, or leaving a cell unmodified if the confidence (i.e., the proportion of samples in which the modal value was predicted) does not surpass a threshold. The optimal F1 of 0.73 (R = 0.70, P = 0.77), a 4-point improvement over the results from Table 1, is achieved by thresholding at 0.5. The right panel of Figure 7 shows a calibration plot, obtained by binning the cells of the Rents dataset into confidence levels and measuring the proportion of cells in each bin for which the most common prediction was correct. A caveat of our approach to uncertainty-aware cleaning is that performing independent repairs per cell will not necessarily approximate the overall MAP clean dataset, unless the posterior is actually independent. Moreover, Rents is a challenging but synthetic dataset; the degree to which these calibration results replicate in real-world problems will depend on the fidelity of the user’s PClean program. However, our results suggest that PClean’s inference engine is capable of delivering not only accurate cleaning results but also useful estimates of uncertainty.

5 DISCUSSION

PClean, like other domain-specific PPLs, aims to be more automated and scalable than general purpose PPLs, by leveraging structure in its restricted model class to deliver fast inference. At the same time, it aims to be expressive enough to concisely solve a broad class of real-world data cleaning problems.

Future development of PClean could build a more extensive standard library of primitives for modeling diverse data types (perhaps including neural models for text or image data), and a more robust proposal compiler for free-text and continuous latent variables (perhaps based on learning neural proposals for selected attributes). Integrating PClean with the abstractions of a mature probabilistic programming system, such as Gen, could facilitate implementation. PClean’s scalability could also be improved, by exploring distributed variants of PClean based on Bayesian formulations of blocking (Marchant et al., 2021). A more speculative research direction is to (partially) automate PClean program authoring, by applying techniques such as automated error modeling (Heidari et al., 2019) or probabilistic program synthesis (Saad et al., 2019; Choi et al., 2020). It could also be fruitful to develop hierarchical variants of PClean that enable learned parameters and latent objects to transfer across datasets.

PClean could be described as a data-driven probabilistic expert system (Horvitz et al., 1988; Pearl, 1988; Heckerman et al., 1992; Shafer, 1996), incorporating ideas from probabilistic programming to scale to messy, real-world domain knowledge and data. Crucially, since PClean can infer the objects and parameters of a domain from data, users need only encode higher-level domain knowledge, not brittle details. It remains to be seen whether systems like PClean can be made to give meaningful explanations of individual judgments (like those offered by human experts).

Our results show that probabilistic programs can clean dirty, denormalized data with state-of-the-art accuracy and performance. More broadly, PClean joins existing domain-specific PPLs in demonstrating that it is feasible and useful to integrate sophisticated styles of modeling and inference, developed over years of research, into simple languages and specialized inference engines. We hope PClean proves useful to practitioners, and that it encourages researchers to develop new domain-specific PPLs for other important problems.
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