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A Omitted proofs

A.1 Omitted proof of Lemma 4 (mixing coefficient)

We finish the proof of lemma 4 by proving Bs, (2in) = Bz . (2in):
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A.2 Omitted calculations for Theorem 1 (sample complexity)

We now provide the calculation details for Theorem 1.

By lemma 2, and recall the empirical Rademacher complexity is %, = O (K,](’H)\/log w/ ,u), we need to choose
T, i such that

c\/z <Kn(7-t) log i+ /~ log (5 Aappr)) < Agen (33)
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where A =0 (%u%> by lemma 3.

We would like to control AL, .
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= O(6). Substituting in the choice of T'= (%gf (log %)%), we have

which is satisfied by setting p = © (KU(H) loi(gle/:&_Aapm)))

A.3 Omitted calculations of Theorem 3 (guarantee on p")

Recall that c,, Cx and ¢, C are the constants in lemma 6 for p! and p" respectively. Denote ¢ := max{cs, ¢},
Cy = max{C,,C}, C; = min{C,, C}.



Contrastive learning of stochastic processes

We now show the omitted calculations for equation 31 in the proof of Theorem 3.
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where C1, Cy are constants introduced to simplify the notations.

da
2 4
)" B (cop(Cunlel) + (C1)#) " exp (Cunlal?)




	Introduction
	Related Work
	Main Results
	Setup
	Contrastive learning task

	Characterizing the Optimum given Infinite Data
	Statement of main results

	Generalization Machinery for Non-iid Data
	Proving beta-mixing

	Proofs of Main Results
	Proof of the Generalization Bound
	Proof of Theorem 2
	Proof of Theorem 3

	Conclusion
	Omitted proofs
	Omitted proof of Lemma 4 (mixing coefficient)
	Omitted calculations for Theorem 1 (sample complexity)
	Omitted calculations of Theorem 3 (guarantee on p-eta)




