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Abstract

Statistical distances (SDs), which quantify the dissimilarity between probability distributions, are central to machine learning and statistics. A modern method for estimating such distances from data relies on parametrizing a variational form by a neural network (NN) and optimizing it. These estimators are abundantly used in practice, but corresponding performance guarantees are partial and call for further exploration. In particular, there seems to be a fundamental tradeoff between the two sources of error involved: approximation and estimation. While the former needs the NN class to be rich and expressive, the latter relies on controlling complexity. This paper explores this tradeoff by means of non-asymptotic error bounds, focusing on three popular choices of SDs—Kullback-Leibler divergence, chi-squared divergence, and squared Hellinger distance. Our analysis relies on non-asymptotic function approximation theorems and tools from empirical process theory. Numerical results validating the theory are also provided.

1 INTRODUCTION

Statistical distances (SDs) measure the discrepancy between probability distributions. A variety of machine learning (ML) tasks, from generative modeling (Arjovsky et al., 2017; Goodfellow et al., 2014; Kingma and Welling, 2014; Nowozin et al., 2016; Tolstikhin et al., 2018) to those relying on barycenters (Dognin et al., 2019; Gramfort et al., 2015; Rabin et al., 2011), can be posed as measuring or optimizing a SD between the data distribution and the model. Popular SDs include $f$-divergences (Ali and Silvey, 1966; Csiszár, 1967), integral probability metrics (IPMs) (Müller, 1997; Zolotarev, 1983), and Wasserstein distances (Villani, 2008). A common formulation that captures many of these is

\[
H_{\gamma, \mathcal{F}}(P, Q) = \sup_{f \in \mathcal{F}} \mathbb{E}_P[f] - \mathbb{E}_Q[\gamma \circ f],
\]

(1)

where $\mathcal{F}$ is a function class of ‘discriminators’ and $\gamma$ is sometimes called a ‘measurement function’ (cf., e.g., Arora et al. (2017)). This variational form is at the core of many ML algorithms implemented based on SDs, and has been recently leveraged for estimating SDs from samples. Various non-parametric estimators of SDs are available in the literature (Kandasamy et al., 2015; Krishnamurthy et al., 2014; Liang, 2019; Perez-Cruz, 2008; Wang et al., 2005). These classic methods typically rely on kernel density estimation (KDE) or $k$-nearest neighbors (kNN) techniques, and are known to achieve optimal estimation error rates for specific SDs, subject to smoothness and/or regularity conditions on the densities. To mention a few, Kandasamy et al. (2015) proposed a KDE-based estimator which achieves the parametric mean squared error (MSE) rate for KL divergence estimation, provided that the densities are bounded away from zero and belong to a Hölder class of sufficiently large smoothness. For the special case of entropy estimation in the high smoothness regime, Berrett et al. (2019) proposed an asymptotically efficient weighted kNN estimator that does not rely on the boundedness from below assumption. Recently, Han et al. (2020) proposed a minimax rate-optimal entropy estimator for densities of sufficient Lipschitz smoothness. While these classic estimators achieve optimal performance under appropriate assumptions, they are often hard to compute in high dimensions.

\[
\text{1Specifically, (1) accounts for } f\text{-divergences, IPMs and the 1-Wasserstein distance.}
\]
1.1 Statistical Distances Neural Estimation

Typical applications to machine learning, e.g., generative adversarial networks (GANs) ([Arjovsky et al., 2017], [Nowozin et al., 2016] or anomaly detection ([Póczos et al., 2011]), favor estimators whose computation scales well with number of samples and is compatible with backpropagation and minibatch-based optimization. A modern estimation technique that adheres to these requirements is the so-called neural estimation method ([Arora et al., 2017], [Belghazi et al., 2018], [Zhang et al., 2018]). Neural estimators (NEs) parameterize the discriminator class $F$ in (1) by a neural network (NN), approximate expectations by sample means, and then optimize the obtained empirical objective. Denoting the samples from $P$ and $Q$ by $X^n := (X_1, \ldots, X_n)$ and $Y^n := (Y_1, \ldots, Y_n)$, respectively, the resulting NE is

$$\hat{H}_{\gamma, G_k}(X^n, Y^n) := \sup_{g \in G_k} \sum_{i=1}^n \frac{1}{n} \left[ g(X_i) - \gamma \circ g(Y_i) \right],$$  

where $G_k$ is the class of functions realizable by a $k$-neuron NN. Despite the popularity of NEs in applications, their theoretical properties and corresponding performance guarantees remain largely obscure. Addressing this deficit is the objective of this work.

There is a fundamental tradeoff between the quality of approximation by NNs and the sample size needed for accurate estimation of the parametrized form. The former is measured by the approximation error, $|H_{\gamma, F}(P, Q) - H_{\gamma, G_k}(P, Q)|$, whereas the latter by the estimation error, $|H_{\gamma, G_k}(X^n, Y^n) - H_{\gamma, G_k}(P, Q)|$. While approximation needs $G_k$ to be rich and expressive, efficient estimation relies on controlling its complexity. Past works on NEs provide only a partial account of estimation performance. [Belghazi et al., 2018] proved consistency of mutual information neural estimation (MINE), which boils down to estimating KL divergence, but do not quantify approximation errors. Non-asymptotic sample complexity bounds for the parametrized form, i.e., when $F$ in (1) is the NN class $G_k$ to begin with, were derived in [Arora et al., 2017], [Zhang et al., 2018]. These objects are known as NN distances and, by definition, overlook the approximation error with respect to (w.r.t.) the original SD. Also related is [Nguyen et al., 2010], where KL divergence estimation rates are provided under the assumption that the approximating class is large enough to contain an optimizer of (1). This assumption is often violated in practice, e.g., when using NNs as done herein, or a reproducing kernel Hilbert space, as considered in [Nguyen et al., 2010]. This makes the quantification of the approximation error pivotal for a complete account of estimation performance. In light of the above, our objective is to derive non-asymptotic neural estimation performance bounds that characterize the dependence of the error on $k$ and $n$, and help understand tradeoffs between them.

1.2 Contributions

We show that the effective (approximation plus estimation) error of a NE realized by a $k$-neuron shallow NN with bounded parameters and $n$ samples scales like

$$O \left( k^{-1/2} + h_\gamma(k)n^{-1/2} \right),$$

where $h_\gamma(k)$ grows with $k$ at a rate that depends on the estimated SD. In order to bound the approximation error, we refine Theorem 1 in [Barron, 1992] to show that a $k$-neuron NN with bounded parameters can approximate any function in the Barron class ([Barron, 1993] under the sup-norm within an $O(k^{-1/2})$ error. To control the empirical estimation error, we leverage tools from empirical process theory and bound the associated entropy integral ([Van Der Vaart and Wellner, 1996]) to achieve the $O\left( h_\gamma(k)n^{-1/2} \right)$ convergence rate.

The effective error bound is then specialized to three predominant $f$-divergences: KL, chi-squared ($\chi^2$ divergence), and squared Hellinger distance. We establish finite-sample absolute-error bounds of these NEs by identifying the appropriate scaling of the width $k$ with the sample size $n$ in the general bounds. This, in turn, implies consistency of the NEs. Our analysis is based on two key observations. First, to achieve a small approximation error, we would like $G_k$ to universally approximate the original function class $F$, which needs either width ([Lu et al., 2017]) or parameters ([Stichcombe and White, 1990]) to be unbounded. On the other hand, to achieve the parametric estimation rate $n^{-1/2}$, the class $G_k$ must not be too large. The effective error bound then relies on finding the appropriate scaling of $k$ (and the uniform parameter norm) with $n$ so that a small approximation error and fast estimation rates are both attained. Numerical results (on synthetic data) validating our theory are also provided.

Notation. Let $\| \cdot \|$ denote the Euclidean norm on $\mathbb{R}^d$, and $x \cdot y$ designate the inner product. The Euclidean ball of radius $r \geq 0$ centered at $0$ is $B^d(r)$. We use $\mathbb{R} := \mathbb{R} \cup \{-\infty, \infty\}$ for the extended reals. For $1 \leq p < \infty$, the $L^p$ space over $\mathcal{X} \subseteq \mathbb{R}^d$ w.r.t. the Lebesgue measure is denoted by $L^p(\mathcal{X})$, with $\| \|_p$ designating the norm. We let $(\Omega, \mathcal{A}, \mathbb{P})$ be the probability space on which all random variables are defined; $\mathbb{E}$ denotes the corresponding expectation. The class of Borel probability measures on $\mathcal{X} \subseteq \mathbb{R}^d$ is denoted by $\mathcal{P}(\mathcal{X})$. To stress that an expectation of $f$ is taken w.r.t. $P \in \mathcal{P}(\mathcal{X})$, we write $\mathbb{E}_P[f]$. We assume that all functions considered henceforth are Borel functions. The essential supremum of a function w.r.t. $P \in \mathcal{P}(\mathcal{X})$ is
denoted by \( \text{ess sup}_P(f) \). For \( P, Q \in P(\mathcal{X}) \) with \( P \ll Q \), i.e., \( P \) is absolutely continuous w.r.t. \( Q \), we use \( \frac{dP}{dQ} \) for the Radon-Nikodym derivative of \( P \) w.r.t. \( Q \). For any \( n \in \mathbb{N} \), \( P^n \) denotes the \( n \)-fold product measure of \( P \). For an open set \( \mathcal{U} \subseteq \mathbb{R}^d \) and an integer \( m \geq 0 \), the class of functions such that all partial derivatives of order \( m \) exist and are continuous on \( \mathcal{U} \) are denoted by \( C^m(\mathcal{U}) \). In particular, \( C^0(\mathcal{U}) = \mathcal{C}(\mathcal{U}) \) and \( C^\infty(\mathcal{U}) \) denotes the class of continuous functions and infinitely differentiable functions on \( \mathcal{U} \). The restriction of a function \( f : \mathbb{R}^d \to \mathbb{R} \) to a subset \( \mathcal{X} \subseteq \mathbb{R}^d \) is represented by \( f|_x \). For \( a, b \in \mathbb{R} \), \( a \wedge b := \max\{a, b\} \) and \( a \vee b := \min\{a, b\} \). For a multi-index \( \alpha = (\alpha_1, \ldots, \alpha_d) \), \( \partial^\alpha := \frac{\partial^{\alpha_1}}{\partial x_1^{\alpha_1}} \cdots \frac{\partial^{\alpha_d}}{\partial x_d^{\alpha_d}} \) denotes the partial derivative operator of order \( |\alpha| := \sum_{j=1}^d \alpha_j \).

2 Background and Preliminaries

Below, we provide a short background on the central technical ideas used in the paper.

Statistical distances. A common variational formulation of a SDs between \( P, Q \in P(\mathcal{X}) \), \( \mathcal{X} \subseteq \mathbb{R}^d \), is

\[
H_{\gamma, \mathcal{X}}(P, Q) := \sup_{f \in \mathcal{F}} \mathbb{E}_P[f] - \mathbb{E}_Q[\gamma \circ f],
\]

where \( \gamma : \mathbb{R} \to \mathbb{R} \), and \( \mathcal{F} \) is a class of measurable functions \( f : \mathbb{R}^d \to \mathbb{R} \) for which the expectations are finite. This formulation captures \( f \)-divergences (when \( \gamma \) is the convex conjugate of \( f \)), IPMs (for \( \gamma(x) = x \)) as well as the 1-Wasserstein distance (which is an IPM w.r.t. the 1-Lipschitz function class).

Approximated function class. Our approximation result requires the target function with domain \( \mathcal{X} \) to have an extension on \( \mathbb{R}^d \), which belongs to a certain class of functions introduced in Barron (1993).

Definition 1 (Barron class). Consider a function \( f : \mathbb{R}^d \to \mathbb{R} \) that has a Fourier representation \( f(x) = \int_0^\infty e^{i\omega \cdot x} \hat{F}(d\omega) \), where \( \hat{F}(d\omega) \) is a complex Borel measure over \( \mathbb{R}^d \) with magnitude \( F(d\omega) \) that satisfies

\[
B(f, \mathcal{X}) := \int_{\mathbb{R}^d} \sup_{x \in \mathcal{X}} |\omega \cdot x| F(d\omega) < \infty.
\]

For \( c \geq 0 \), the Barron class is

\[
\mathcal{B}_c(\mathcal{X}) := \{ f : \mathbb{R}^d \to \mathbb{R}, B(f, \mathcal{X}) \vee |f(0)| \leq c \}.
\]

For \( \hat{f} : \mathcal{X} \to \mathbb{R} \), define

\[
c_B(\hat{f}, \mathcal{X}) := \inf \left\{ c : \exists f \in \mathcal{B}_c(\mathcal{X}), \hat{f} = f|_\mathcal{X} \right\}.
\]

Stochastic processes. Our analysis of the estimation error requires the following definitions.

Definition 2 (Subgaussian process). Let \( (\Theta, d) \) be a metric space. A real-valued stochastic process \( \{X_\theta \}_{\theta \in \Theta} \) with index set \( \Theta \) is called subgaussian if it is centered and

\[
\mathbb{E}[e^{t(X_\theta - X_{\theta'})}] \leq e^{\frac{1}{2}t^2 d(\theta, \theta')^2}, \quad \forall \theta, \theta' \in \Theta, t \geq 0.
\]

Definition 3 (Separable process). A stochastic process \( \{X_\theta \}_{\theta \in \Theta} \) on a metric space \( (\Theta, d) \) is called separable if there exists a countable set \( \Theta_0 \subseteq \Theta \), such that

\[
\lim_{\theta' \to \theta} X_{\theta'} = X_\theta, \quad \forall \theta \in \Theta \quad \text{a.s.}
\]

Definition 4 (Covering number). A set \( \Theta' \) is an \( \epsilon \)-covering for the metric space \( (\Theta, d) \) if for every \( \theta \in \Theta \), there exists a \( \theta' \in \Theta' \) such that \( d(\theta, \theta') \leq \epsilon \). The \( \epsilon \)-covering number is

\[
N(\Theta, d, \epsilon) := \inf \{|\Theta'| : \Theta' \text{ is an } \epsilon \text{-covering for } \Theta\}.
\]

The next theorem gives a tail bound for the supremum of a subgaussian process in terms of the covering number. This result is key for our estimation error analysis.

Theorem 1. (van Handel, 2010, Theorem 5.29) Let \( \{X_\theta \}_{\theta \in \Theta} \) be a separable subgaussian process on the metric space \( (\Theta, d) \). Then, for any \( \theta_0 \in \Theta \) and \( \delta \geq 0 \), we have

\[
\mathbb{P} \left( \sup_{\theta \in \Theta} X_\theta - X_{\theta_0} \geq C \int_0^\infty \sqrt{\log N(\Theta, d, \epsilon)} d\epsilon + \delta \right) \leq Ce^{-\frac{\delta^2}{C\text{diam}(\Theta)^2}},
\]

for \( \text{diam}(\Theta) := \sup_{\theta, \theta' \in \Theta} d(\theta, \theta') \) and a universal constant \( C \).

3 Statistical Distances Neural Estimation

For simplicity of presentation, we henceforth fix \( \mathcal{X} = [0, 1]^d \), although our results and analysis readily generalize to arbitrary compact supports \( \mathcal{X} \subseteq \mathbb{R}^d \). Accordingly, \( B(f, \mathcal{X}) \), \( B_c(f, \mathcal{X}) \) and \( c_B(\hat{f}, \mathcal{X}) \) are denoted by \( B(f) \), \( B_c(f) \) and \( c_B(\hat{f}) \), respectively. We first describe the neural estimation method, followed by two technical results that account for the approximation and the estimation errors. These results are later leveraged to derive effective error bounds for neural estimation of KL and \( \chi^2 \) divergences, as well as the squared Hellinger distance. All proofs are deferred to the supplement.


\[ \mathcal{G}_k(a) \] := \begin{cases} 
  g : \mathbb{R}^d \rightarrow \mathbb{R} : \\
  g(x) = \sum_{i=1}^{k} \beta_i \phi(w_i \cdot x + b_i) + b_0, \ w_i \in \mathbb{R}^d, \ b_0, b_i, \beta_i \in \mathbb{R}, \\
  \max_{j=1, \ldots, d} \{|w_{i,j}|, |b_i|\} \leq a_1, \ |\beta_i| \leq a_2, \ i = 1, \ldots, k, \ |b_0| \leq a_3 
\end{cases}.

(11)

\[ \mathcal{H}_{b,c}^\delta(U) := \left\{ f \in C'(U) : \max_{\alpha:|\alpha| \leq \delta} \sup_{x \in U} |D^\alpha f(x)| \leq b \right\}. \]

(14)

3.1 Neural Estimation

Let \( P, Q \in \mathcal{P}(X) \). Consider a SD \( H_{\gamma,X}(P,Q) \) between these distributions (see (3)), and assume that \( n \) independently and identically distributed (i.i.d.) samples \( X^n := (X_1, \ldots, X_n) \) and \( Y^n := (Y_1, \ldots, Y_n) \) from \( P \) and \( Q \), respectively, are available. The NE of \( H_{\gamma,X}(P,Q) \) based on a \( k \)-neuron shallow network (to parametrize the function class \( F \)) and the samples \( X^n, Y^n \) (to approximate the expected values) is

\[ \tilde{H}_{\gamma,G_k(a)}(X^n,Y^n) := \sup_{g \in \mathcal{G}_k(a)} \frac{1}{n} \sum_{i=1}^{n} \left[ g(X_i) - \gamma \circ g(Y_i) \right] , \]

(10)

where \( \mathcal{G}_k(a) \) is the NN class defined in (11) above, with parameter bounds specified by \( a = (a_1, a_2, a_3) \in \mathbb{R}^3_{\geq 0} \) and activation function \( \phi : \mathbb{R} \rightarrow \mathbb{R} \), which is henceforth taken as the logistic sigmoid \( \phi(x) = \frac{1}{1 + e^{-x}} \). The results that follow extend to any measurable bounded variation sigmoidal (i.e., \( \phi(z) \rightarrow 1 \) as \( z \rightarrow \infty \) and \( \phi(z) \rightarrow 0 \) as \( z \rightarrow -\infty \)) activation.

Our goal is to provide absolute-error performance guarantees for this NE, in terms of the approximation error and the statistical estimation error.

3.2 Sup-norm Function Approximation

We start with a bound on the approximation error of a target function \( f \) with domain \( X \) for which \( c_B(f) < \infty \).

**Theorem 2** (Approximation). Let \( P, Q \in \mathcal{P}(X) \) and consider the NN class \( G_k^\delta(c) := \mathcal{G}_k \left( \sqrt{\mathcal{R}} \log k, 2k^{-1}c, \epsilon \right) \) (see (11)) for some \( \epsilon > 0 \). Given \( \tilde{f} : X \rightarrow \mathbb{R} \) such that \( c_B(f) \leq c \), there exists \( g \in G_k^\delta(c) \) satisfying

\[ \| \tilde{f} - g \|_{\infty, P,Q} = O \left( k^{-\frac{\epsilon}{2}} \right) , \]

(12)

where \( \| f - g \|_{\infty, P,Q} := \esssup_{\mathcal{P}} \| f - g \| \vee \esssup_{\mathcal{Q}} \| f - g \| \). Moreover, for any \( a \in \mathbb{R}^3_{\geq 0}, c > 0, \) and \( \epsilon > 0 \), there exists \( \tilde{f} : X \rightarrow \mathbb{R} \) with \( c_B(\tilde{f}) \leq c \) such that

\[ \inf_{g \in \mathcal{G}_k(a)} \| \tilde{f} - g \|_2 = \Omega \left( k^{-\left(1 + \frac{1}{2} + \frac{\epsilon}{2} + \epsilon \right)} \right) . \]

(13)

The explicit dependence of \( d \) and \( c \) in the right hand side (R.H.S.) of (12) is given in (42).

The above theorem states that a \( k \)-neuron shallow NN can approximate a function \( f \) on \( X \) within an \( O(k^{-1/2}) \) gap in the uniform norm, provided \( \tilde{f} \) is the restriction of some \( f \) from the Barron class. The upper and lower bounds in (12) and (13) differ by \( k^{-(1/2+\epsilon)} \), which becomes negligible for large \( d \) and small \( \epsilon \). Also observe that the lower bound is in terms of \( L^2 \) norm which implies a lower bound w.r.t. the \( L^\infty \) norm.

**Remark 1** (Relation to previous results). A result reminiscent to Theorem 2 appears in Barron (1992), but some technical details had to be adapted to apply the bound to neural estimation of SDs. Theorem 2 generalizes Barron (1992, Theorem 2.1) and Yukich et al. (1995, Theorem 2.2) from unbounded NN weights and bias parameters to bounded ones. We note that while Yukich et al. (1995, Theorem 2.2) allows unbounded parameters (input weight and bias), a more general problem of approximating a function and its derivatives is treated therein. Here we only consider the approximation of the function itself.

We next show that a sufficiently smooth Hölder function on \( X \) is the restriction of some function in the Barron class. To that end we first define the Hölder function class.

**Definition 5** (Hölder class). For \( b, c, \delta \geq 0 \), an integer \( l \geq 0 \), and an open set \( U \subseteq \mathbb{R}^d \), the bounded holder class \( \mathcal{H}_{b,c}^\delta(U) \) is defined in (14) above.

We have the following universal approximation property for Hölder functions.

**Corollary 1** (Approximation of Hölder functions). Given a function \( \tilde{f} : X \rightarrow \mathbb{R} \), suppose there exists an open set \( U \supset X \), \( b, c, \delta \geq 0 \), and \( f \in \mathcal{H}_{b,c}^\delta(U) \), \( s := \left( \frac{d}{2} \right) + 2 \), such that \( \tilde{f} = f|_X \). Then, there exists \( g \in \mathcal{G}_k^\delta(\tilde{e},b,c,d) \) such that

\[ \| \tilde{f} - g \|_{\infty, P,Q} = O \left( k^{-\frac{\epsilon}{2}} \right) , \]

(15)

where \( \tilde{e},b,c,d \) is given in (54) in Appendix A.2.
3.3 Estimation of Parameterized Distances

We next bound the error of estimating the parametrized SD $H_{\gamma, \hat{G}_k}(P, Q)$ (i.e., \(8\) for a NN function class) by its empirical version from \(10\). Throughout this section we assume that $X^n$ and $Y^n$ are, respectively, i.i.d. samples from $P$ and $Q$.

**Theorem 3** (Empirical estimation error tail bound).

**Let $P, Q \in \mathcal{P}(\mathcal{X})$. Assume that $a \in \mathbb{R}_{\geq 0}^3$, $\hat{G}_k(a)$, and $\gamma : \mathbb{R} \to \mathbb{R}$ are such that $H_{\gamma, \hat{G}_k}(P, Q) < \infty$ and

$$\gamma' = \sup_{x \in \mathcal{X}} \gamma' \circ g(x) < \infty,$$

where $\gamma'$ is the derivative of $\gamma$. Then, for the universal constant $C$ from Theorem $4$ and any $\delta > 0$, we have

$$\mathbb{P}\left( |H_{\gamma, \hat{G}_k}(X^n, Y^n) - H_{\gamma, \hat{G}_k}(P, Q)| \geq \delta + CE_{k, a, n, \gamma} \right) \leq 2Ce^{-\frac{\delta n^2}{2k, a, \gamma}},$$

where $E_{k, a, n, \gamma} = O\left(n^{-1/2}\right)$ and explicit expressions for $V_{k, a, \gamma}$ and $E_{k, a, n, \gamma}$ are given in (58)-(59) in Appendix A.3.

The proof of Theorem $3$ (see Appendix A.3) involves upper bounding the estimation error by a separable subgaussian process and invoking Theorem $4$.

**Remark 2** (NN distances). The SD $H_{\gamma, \hat{G}_k}(P, Q)$ is the so-called NN distance, studied in Arora et al. (2017); Zhang et al. (2018) in the context of GANs. Theorem $3$ can be understood as a sample complexity bound for NN distance estimation from data. Taking $\delta$ of order $n^{-1/2}$, the estimation error attains the parametric rate with high probability.

3.4 f-Divergence Neural Estimation

Having Theorems $2$ and Corollary $1$, we analyze neural estimation of three important SDs: KL divergence, $\chi^2$ divergence and squared Hellinger distance.

3.4.1 KL Divergence

The KL divergence between $P, Q \in \mathcal{P}(\mathcal{X})$ with $P \ll Q$ is $\mathcal{D}_{KL}(P||Q) := \mathbb{E}_P \left[ \log \left( \frac{dp}{dq} \right) \right]$ (and infinite when $P$ is not absolutely continuous w.r.t. $Q$). A variational form for $\mathcal{D}_{KL}(P||Q)$ is obtained via Legendre-Fenchel duality, yielding:

$$\mathcal{D}_{KL}(P||Q) = \sup_{f : \mathcal{X} \to \mathbb{R}} \mathbb{E}_P[f] - \mathbb{E}_Q[\epsilon^f - 1],$$

where the supremum is over all measurable functions such that expectations are finite. This fits the framework of (56) with $\gamma(x) = \gamma_{KL}(x) := e^{\epsilon^2} - 1$. The supremum in (18) is achieved by $f_{KL} := \log \left( \frac{dp}{dq} \right)$.

Let $\hat{D}_{\hat{G}_k}(X^n, Y^n) := \hat{H}_{\gamma, \hat{G}_k(a_k)}(X^n, Y^n)$ be a NE of $\mathcal{D}_{KL}(P||Q)$, where $a_k \in \mathbb{R}^n_\geq \forall k \in \mathbb{N}$. The effective error achieved by the estimator can be bounded as the sum of the approximation and estimation errors.

To present error bounds, we require a few definitions. Let $\mathcal{P}_K(\mathcal{X})$ be the set of all pairs $(P, Q) \in \mathcal{P}(\mathcal{X}) \times \mathcal{P}(\mathcal{X})$ such that $P \ll Q$ and $\mathcal{D}_{KL}(P||Q) < \infty$, and set

$$\mathcal{I}(m) := \{ f : \mathcal{X} \to \mathbb{R}, e_B^f(f) \leq \|f\|_2 \leq m \}.$$ (19)

As a consequence of proof of Corollary $1$, $\mathcal{I}(m)$ is non-empty since it contains any $f \in \mathcal{H}_a^k(U)$ for some $U \supseteq \mathcal{X}$ and appropriately chosen parameters $l, b, c, \delta$. For any $m$, the aforementioned condition is satisfied, e.g., by Gaussian densities with suitable parameters.

The following theorem establishes the consistency of $\hat{D}_{\hat{G}_k}(X^n, Y^n)$ and bounds the effective (approximation and estimation) error in terms of the NN and sample sizes, which reveals the tradeoff between them.

**Theorem 4** (KL neural estimation). Let $(P, Q) \in \mathcal{P}_K(\mathcal{X})$. For any $\alpha > 0$:

(i) If $f_{KL} \in \mathcal{C}(\mathcal{X})$, then for $\{k_n\}_{n \in \mathbb{N}}$, $n$ such that $k_n \to \infty$ and $k_n \leq \left(\frac{1}{2} - \alpha\right) \log n$,

$$\hat{D}_{\hat{G}_k(a_k)}(X^n, Y^n) \longrightarrow_{n \to \infty} \mathcal{D}_{KL}(P||Q), \ \mathbb{P} - \text{a.s.} \quad \ (20)$$

(ii) Suppose there exists an $M$ such that $f_{KL} \in \mathcal{I}(M)$. Then, for $k$ and $n$ such that $k^3 = O\left(n^{1 - \alpha}\right)$,

$$\mathbb{E}\left[ |\hat{D}_{\hat{G}_k}^{(0.5 \log k)}(X^n, Y^n) - \mathcal{D}_{KL}(P||Q)| \right] = O\left(k^{-\frac{1}{2}} + k^{3/2} n^{-\frac{1}{2}} \right). \quad (21)$$

The consistency result (Part (i)) in the above theorem uses the fact that $\hat{G}_{k_n}(1)$ is a universal approximator for the class of continuous functions on compact sets as $k_n \to \infty$. The error bound in (21) utilizes Theorems $2$ and $3$ to bound the effective error as the sum of the approximation and estimation errors. From $12$, the former error is $O(k^{-1/2})$ if $c_d^f(f_{KL}) \leq M$ and $a$ is such that $G_a^k (M) \subseteq G_k(a)$. As $M$ is often unavailable (due to $P$ and $Q$ being unknown), in order to achieve the above error, we take $G_k(a_k) = G_k^3(m_k)$ for some increasing positive sequence $\{m_k\}_{k \in \mathbb{N}}$ (see (92)). If $M$ (such that $f_{KL} \in \mathcal{I}(M)$) is known when picking the NN parameters, then for a network of size $k = O\left(n^{(1-\alpha)}\right)$ with $m_k = M$, we have (see Remark 10 in Appendix B.1)

$$\mathbb{E}\left[ |\hat{D}_{\hat{G}_k}^{(0.5 \log k)}(X^n, Y^n) - \mathcal{D}_{KL}(P||Q)| \right]$$
\[ L_{KL}(b,c) := \begin{cases} (P,Q) \in \mathcal{P}_{KL}(\mathcal{X}) : \\
 \quad \exists f, \bar{f} \in H_{b,c}^\delta(\mathcal{U}) \text{ for some } \delta \geq 0 \text{ and open set } \mathcal{U} \supset \mathcal{X} \text{ s.t. } \log p = f|_{\mathcal{X}} \end{cases} \].

\begin{equation}
= \text{O} \left( k^{-\frac{\alpha}{2}} + \sqrt{k} \ n^{-\frac{1}{2}} \right). \tag{22}
\end{equation}

**Remark 4** (KL effective sample complexity). The optimal choice of \( k \) for (22) is \( k = \sqrt{n} \) for \( \alpha < 0.5 \). Inserting this into (22), we obtain the effective error bound \( \text{O} \left( n^{-1/4} \right) \). Although this rate is polynomial in \( n \), it is slower than the parametric \( n^{-1/2} \) rate that can be achieved for KL divergence estimation via KDE techniques in the very smooth density regime (Kandasamy et al., 2015).

**Remark 5** (\( L^2 \) neural estimation of a function). A reminiscent analysis for the sample complexity of learning a NN approximation of a bounded range function from samples was employed in Barron (1994). This differs from our setup since SDEs are given as a supremum over a function class as opposed to a single function. As such, our results require stronger sup-norm approximation results, as opposed to the \( L^2 \) bound used in Barron (1994).

Theorem 4 provides conditions on \( f_{KL} \) under which bounds on the effective error of neural estimation can be obtained (namely, that \( f_{KL} \in \mathcal{I}(M) \) for some \( M \)). A primitive condition in terms of the densities of \( P \) and \( Q \) is given next. Let \( \mu \) be a measure that dominates both \( P \) and \( Q \), i.e., \( P, Q \ll \mu \), and denote the corresponding densities by \( p := \frac{dp}{d\mu} \) and \( q := \frac{dq}{d\mu} \).

**Proposition 1** (KL sufficient condition). For \( b, c \geq 0 \), consider the class \( L_{KL}(b,c) \) of pairs of distributions defined in (23) above. Suppose \( (P,Q) \in L_{KL}(b,c) \). Then, Part (ii) of Theorem 4 and (22) hold with \( M = 2b\), with \( b, c \) as defined in Corollary 4.

**Remark 6.** [Feasible distributions] For appropriately chosen \( b, c \geq 0 \), the class \( L_{KL}(b,c) \) contains distribution pairs \((P,Q)\in\mathcal{P}_{KL}(\mathcal{X})\) whose densities w.r.t. a common dominating measure (e.g., \((P+Q)/2\)) are bounded (from above and below) on \( \mathcal{X} \) with a smooth extension on an open set covering \( \mathcal{X} \). In particular, this includes uniform distributions, truncated Gaussians, truncated Cauchy distributions, etc.

### 3.4.2 \( \chi^2 \) Divergence

The \( \chi^2 \) (chi-squared) divergence between \( (P,Q)\in\mathcal{P}(\mathcal{X}) \) with \( P \ll Q \) is \( \chi^2(P||Q) = \mathbb{E}_Q \left[ \left( \frac{dp}{dq} - 1 \right)^2 \right] \). It admits the dual form:

\[ \chi^2(P||Q) = \sup_{f: X \rightarrow \mathbb{R}} \mathbb{E}_P[f] - \mathbb{E}_Q[f + f^2/4], \tag{24} \]

where the supremum is over all \( f \) such that expectations are finite. This dual form corresponds to \( \chi^2 \) with \( \gamma(x) = \gamma^2(x) := x + \frac{3}{4} x^2 \). The supremum in (24) is achieved by \( f_{X\alpha} = 2 \left( \frac{dp}{dq} - 1 \right) \).

Let \( \hat{\chi}^2_{G_k}(X^n,Y^n) := \hat{H}_{k}^{\alpha}(X^n,Y^n) \) denote the NE of \( \chi^2(P||Q) \). Set \( \hat{P}_{\chi^2}(\mathcal{X}) \) as the collection of all \((P,Q)\in\mathcal{P}(\mathcal{X}) \times \mathcal{P}(\mathcal{X}) \) such that \( P \ll Q \) and \( \chi^2(P||Q) < \infty \). The next theorem establishes consistency of the NE and bounds its effective absolute-error.

**Theorem 5** (\( \chi^2 \) neural estimation). Let \((P,Q)\in\mathcal{P}_{\chi^2}(\mathcal{X}) \). For any \( \alpha > 0 \):

(i) If \( f_{X\alpha} \in \mathcal{C}(\mathcal{X}) \), then for \( \{k_n\}_{n\in\mathbb{N}} \), \( n \) such that \( k_n \rightarrow \infty \) and \( k_n = O \left( n^{1/(1-\alpha)/5} \right) \),

\[ \chi^2_{G_{k_n}}(X^n,Y^n) \xrightarrow{n \rightarrow \infty} \chi^2(P||Q), \quad \mathbb{P}-a.s. \tag{25} \]

(ii) Suppose there exists an \( M \) such that \( f_{X\alpha} \in \mathcal{I}(M) \) (see (19)). Then, for \( k \) and \( n \) such that \( \sqrt{k} \log^2 k = O \left( n^{1/(1-\alpha)/2} \right) \), we have

\[ \mathbb{E} \left[ \left\| \chi^2_{G_{k_n}}(X^n,Y^n) - \chi^2(P||Q) \right\| \right] = \text{O} \left( k^{-\frac{1}{2}} + \sqrt{k} \log^2 n^{-\frac{1}{2}} \right). \tag{26} \]

The proof of Theorem 5 (see Appendix C.1) is similar to that of Theorem 4.

**Remark 7** (\( \chi^2 \) effective sample complexity). In Appendix C.1, we obtain general error bounds (see (105)) assuming an arbitrary increasing sequence \( \{m_k\}_{k\in\mathbb{N}} \), as mentioned in Remark 3. Given \( M \) with \( f_{X\alpha} \in \mathcal{I}(M) \), for \( m_k = M \) and \( k = O \left( n^{1/(1-\alpha)} \right) \), we have

\[ \mathbb{E} \left[ \left\| \chi^2_{G_{m_k}}(X^n,Y^n) - \chi^2(P||Q) \right\| \right] = \text{O} \left( k^{-\frac{1}{2}} + \sqrt{k} n^{-\frac{1}{2}} \right). \tag{27} \]

Comparing (25), (27) to (20), (22), we see that consistency holds under milder conditions and that the effective error bound is slightly better for \( \chi^2 \) divergence than for KL divergence. As in Remark 3, the optimal choice of \( k \) in (27) is \( k = \sqrt{n} \) for \( \alpha < 0.5 \). This results in an effective error bound of \( O(n^{-1/4}) \).

The next result is the counterpart of Proposition 1 to \( \chi^2 \) divergence (see Appendix C.2 for proof).
Define the shorthands \( \tilde{\gamma} \) and \( P \) contains all \((a, \text{a dominating measure})\) bounded (upper \( X \) \( \chi \).

Proposition 2 (\( \chi^2 \) sufficient condition). For \( b, c \geq 0 \), consider the class \( \mathcal{L} \chi^2(b, c) \) of pairs of distributions defined in (28) above, and suppose that \((P, Q) \in \mathcal{L} \chi^2(b, c)\). Then, Part (ii) of Theorem 5 and 27 hold with \( M = (2 + \tilde{c}^2_{b, c} 2^{(d/2) + 3}) \kappa_d \sqrt{d \vee 1} \), where \( \kappa_d \) and \( \tilde{c}_{b, c, d} \) are given in (36b) and (54), respectively.

Remark 8 (Feasible distributions). The class \( \mathcal{L} \chi^2(b, c) \), for appropriately chosen \( b, c \geq 0 \), contains all \((P, Q) \in \mathcal{P} \chi^2(X)\), whose densities \( p, q \) w.r.t. a common dominating measure are bounded (upper bounded for \( p \) and bounded away from zero for \( q \)) on \( X \) with an extension that is sufficiently smooth on an open set covering \( X \). This includes the distributions mentioned in Remark 2.

3.4.3 Squared Hellinger distance

The squared Hellinger distance between \((P, Q) \in \mathcal{P}(X)\) with \( P \ll Q \) is \( H^2(P, Q) := \mathbb{E}_Q \left[ \left( \sqrt{dP/dQ} - 1 \right)^2 \right] \), and

\[
H^2(P, Q) = \sup_{f: X \to \mathbb{R}, f(x) > 1, \forall x \in X} \mathbb{E}_P[f] - \mathbb{E}_Q[f/(1 - f)],
\]

is its dual form, where the supremum over all functions such that the expectations are finite \((29)\) corresponds to \((3)\) with \( \gamma(x) = \gamma H^2(x) := \frac{x}{1 - x} \). The supremum in \((29)\) is achieved by \( f_{H^2} = 1 - \left( \frac{dP}{dQ} \right)^{-1/2} \).

Let \( \hat{H}^2_{\hat{G}_k(a, t)}(X^n, Y^n) := \hat{H}_{\gamma H^2, \hat{G}_k(a, t)}(X^n, Y^n) \), where \( t > 0 \) and \( \hat{G}_k(a, t) \) is the NN class

\[
\hat{G}_k(a, t) := \left\{ g : \mathbb{R}^d \to \mathbb{R} : g(x) = (1 - t) \wedge \hat{g}(x), \hat{g} \in G_k(a) \right\}.
\]

Set

\[
\mathcal{I} H^2(m) := \left\{ f : X \to \mathbb{R} : c^2 f \sqrt{1 - f} \ll m \right\} \vee \| f \|_{\infty} \ll m
\]

and \( \mathcal{P} H^2(X) \) as the collection of all \((P, Q) \in \mathcal{P}(X) \times \mathcal{P}(X)\) such that \( P \ll Q \) (note that \( 0 \leq H^2(P, Q) \leq 2 \)). Define the shorthands \( \hat{G}_k^{(1)} = \hat{G}_k(1, t) \),

\[
\hat{G}_k^{(2)} = \hat{G}_k \left( \sqrt{k \log k}, 2k^{-1} m, m, t \right).
\]

The next theorem establishes consistency of the NE and bounds its effective absolute-error (see Appendix D.1 for proof).

Theorem 6 (\( H^2 \) neural estimation). Let \((P, Q) \in \mathcal{P} H^2(X)\). For any \( \alpha > 0 \):

(i) If \( f_{H^2} \in \mathcal{C}(X) \), then, for \( \{k_n, t_n\}_{n \in \mathbb{N}} \), such that \( k_n \to \infty \), \( t_n > 0 \), \( t_n \to 0 \), and \( k_n^{2} t_n^{-2} = O \left( n^{(1 - \alpha)/2} \right) \),

\[
\hat{H}^2_{\hat{G}_k^{(1)}}(X^n, Y^n) \longrightarrow H^2(P, Q), \quad \mathbb{P} - \text{a.s.} \ (31)
\]

(ii) Suppose there exists \( M \) such that \( f_{H^2} \in \mathcal{I} H^2(M) \). Then, for \( k, n \) with \( \log^3 k \sqrt{k} = O \left( n^{(1 - \alpha)/2} \right) \), \( m_k = 0.5 \log k \) and \( t_k = \log^{-1} k \), we have

\[
\mathbb{E} \left[ \left| \hat{H}^2_{\hat{G}_k^{(2)}}(X^n, Y^n) - H^2(P, Q) \right| \right] = \left( \log^k k^{-\frac{1}{2}} \right) + O \left( \log^3 k \sqrt{k} n^{-\frac{1}{2}} \right) .
\]

To establish effective error bounds for squared Hellinger distance, we used a truncated NN class \( \hat{G}_k(a, t) \) given in (30), which is the function class obtained by saturating the shallow NN output to \( 1 - t \) for some \( t > 0 \). This is done since \( \gamma H^2(x) \) has a singularity at \( x = 1 \) and the NN outputs must be truncated below \( 1 \) so as to satisfy (16) for bounding the empirical estimation error. For obtaining effective error bounds under this constraint, we scale the parameter \( t \) with \( k \) as \( \{t_k\}_{k \in \mathbb{N}} \) for some decreasing positive sequence \( t_k \to 0 \). The bound in (32) uses \( t_k = \log^{-1} k \).

Remark 9 (Effective sample complexity). In Appendix D.1, we obtain effective error bounds (see (119)) for an arbitrary decreasing positive sequence \( \{t_k\}_{k \in \mathbb{N}} \), with \( t_k \to 0 \), and an increasing positive divergent sequence \( \{m_k\}_{k \in \mathbb{N}} \). If \( f_{H^2} \in \mathcal{I} H^2(M) \) and the NN parameters can depend on \( M \), then, for \( k, t_k \), we have \( n \) such that \( \sqrt{k} \log^2 k = O \left( n^{(1 - \alpha)/2} \right) \), setting \( m_k = M \) in (119) yields

\[
\mathbb{E} \left[ \left| \hat{H}^2_{\hat{G}_k^{(2)}}(X^n, Y^n) - H^2(P, Q) \right| \right] = O \left( k^{-\frac{1}{2}} \log k \right) + O \left( \sqrt{k} \log^2 k \right) .
\]

The optimal choice of \( k \) in (33) is \( k = n^{1/\alpha} \), for \( \alpha < 0.5(1 - 2\eta)(1 + \eta)^{-1} \), where \( \eta > 0 \) is an arbitrarily small. The resulting effective error bound is \( O(n^{-1/4}) \).

4 Empirical Results

We illustrate the performance of KL divergence neural estimation via some simple simulations. The considered NN class is \( \hat{G}_k(M) \) (see Section 3.4) with \( M \) appropriately chosen. The number of samples \( n \) varies from \( n = 10^3 \) to \( n = 6.4 \times 10^6 \), and we scale the NN.
size as $k = n^{1/5}$ (in accordance with $k = O\left(n^{1-\alpha}\right)$ for $\alpha > 0$ sufficiently small, see [22]). The NN is trained using Adam optimizer [Kingma and Ba, 2017] for 200 epochs. The initial learning rate of $10^{-3}$ is reduced to $10^{-3}$ after the first 100 epochs. We use batch size $n \times 10^{-3}$, and present plots averaged over 10 different runs (shown as dots).

Figure 1a shows convergence of the NE of $D_{KL}(P\|Q)$ versus number of samples, when $P$ is a 2-dimensional truncated Gaussians (adhering to the compact support assumption) and $Q$ is uniform distribution on the same support. For Figure 1a, we start from $P = \mathcal{N}(0, I_2)$, where $I_2 \in \mathbb{R}^{2 \times 2}$ is the identity, and truncate (and normalize) it to $\mathcal{X} = [0.1, 2] \times [-1, 0]$ to obtain $P$, and set $Q = \text{Unif}(\mathcal{X})$. Figure 1b repeats the experiment but with $P$ as a 5-dimensional Gaussian $\mathcal{N}(0, I_5)$ truncated to $\mathcal{X} := [0.1, 2] \times [-1, 0] \times [2, 3] \times [-2, -1.5] \times [-1, 1]$ and $Q = \text{Unif}(\mathcal{X})$. The same setup but in dimension $d = 10$ and with $\mathcal{X} \times \mathcal{X}$ (instead of $\mathcal{X}$) is presented in Figure 1c (blue curve). Corresponding error rates versus number of samples (on a log-log scale) are shown in Figure 1d. It can be seen therein that the convergence rate is parametric for large enough values of $n$.

While convergence is evident in all dimensions, the trajectories are different: convergence happens from above when $d$ is small and from below for large $d$ (with $d = 5$ sitting in between and presenting a mixed trend). This happens because the same NN size $k = n^{1/5}$ were used in all three experiments, without factoring in the dimension (generally, higher-dimensional distribution need a larger NN). This results in the NN being relatively large when $d = 2$, which causes overfitting and, in turn, overestimation of the KL divergence for small $n$ values. For $d = 10$, that same NN is relatively small, resulting in underestimation for small $n$. In accordance with the above, the $d = 5$ case exhibits a mixed trend. To verify this effect, we increased the NN size by a factor of 5 in the $d = 10$ experiment—the obtained neural estimator is shown by the red curve in Figure 1c. As expected, the larger networks results in convergence from above, similarly to the original $d = 2$ example.

5 Concluding Remarks

This paper studied neural estimation of SDs, aiming to characterize tradeoffs between approximation and empirical estimation errors. We showed that NEs of $f$-divergences, such as the KL and $\chi^2$ divergences and the squared Hellinger distance, are consistent, provided the appropriate scaling of the NN size $k$ with the sample size $n$. We then derived non-asymptotic absolute-error upper bounds that quantify the desired tradeoff between $k$ and $n$. The key technical results leading to these bounds are Theorems 2-3, which, respectively, bound the sup-norm approximation error by NNs and the empirical estimation error of the parametrized SD.

Going forward, we aim to extend our results to additional SDs such as the total variation distance, the 1-Wasserstein distance, etc. While the high level analysis extends to these examples, new approximation bounds for the appropriate function classes (bounded or 1-Lipschitz) are needed. Another extension of interest is to $P$ and $Q$ that are not compactly supported. This is possible within our framework under proper tail decay, but we leave the details for future work. While we have neglected the optimization error from our current analysis, this is an important component of
the overall estimation error and we plan to examine it in the future. Lastly, generalizing our analysis to NEs based on deep neural networks is another important extension. Through the results herein and the said future directions, we hope to provide useful performance guarantees for NEs that would facilitate a principled usage thereof in ML applications and beyond.
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