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A Automated Accelerated IHT with De-bias Step
In the main text, we mention that Algorithm [2] can be boosted better in practice using de-bias steps. Here we
present the algorithm with de-bias step, as shown in Algorithm [3]

Like Automated Accelerated IHT, Algorithm [3] also starts with active subspace expansion, i.e., line 3 & 4. As
Z = supp(z;) = supp(w¢—1) Usupp(wy) is a 2k-sparse index set, the expanded index set S is a 3k-sparse index
set that is the union of the support of three elements, i.e.,

S = supp(w; 1) Usupp(w;) Usupp(le,\z (Vf(zt)))-

We note that, with a little abuse of notation, we use Z to denote both the support set Z C [n], and the subspace
restricted by the support, i.e., {x € R™ | supp(xz) C Z}, depending on the context.
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Algorithm 3 Automated Accelerated IHT - II (A-IHT II)

input Objective f(w) = ||y — ®w||3; sparsity k
1: t=0,20=0,wy =0

2: repeat
3:  Z =supp(z)
4: § = supp(Il¢,\z (Vf(2))) U Z where |S| < 3k {active subspace expansion}
5 VO = Vf(z)g
~ S(1) 2
6 N/E‘l) = argmin,, f(z — pV) = % {step size selection}
z = e, nry (zt — Mgl)Vf(zt)) {projected gradient descent}
V(Q) = vf({L‘t) lsupp(x)
~ S(2))2
9: u,EQ) = argmin,, f(z; — uv®@) = % {step size selection}
10: wyqy = ge (2 — uf)%@)) {de-bias step}
11: 7pq = argming f(wepr + 7(We1 — we)) = <y7;g$;i@tuxw§wt)>
120 zpy1 = w1 + 71 (W1 — wy) {momentum step}
13: t=t+1

14: until Stop criteria met
15: return w;

The subspace corresponding to this index set S is a subspace that the algorithm considers as potential to achieve
low loss within. Therefore, in the next step, we perform projected gradient descent in this expanded subspace.
Note that we use Vf(-)’s to denote a sparse subset S of the gradient, i.e., setting the i*" entry of Vf(-) to 0 if
i¢S.

The projected gradient descent step consists of three sub-steps, i.e., step size selection (line 6), gradient descent
(line 7), and projection to non-negative k-sparse restricted domain (line 7). The step size selection is performed
by an exact line search to obtain a good step size automatically. The projection step (line 7) is where we do “hard
thresholding” to obtain a k-sparse solution x;. As mentioned before, this projection step can be done optimally
in the sense of f3-norm by choosing the k-largest non-negative elements.

Then, we come to the key difference between Algorithm [2] and Algorithm [3] i.e., the de-bias step at line 8, 9 & 10.
With additional de-bias steps, we adjust the solution k-sparse solution z, inside its own sparse space, i.e., the
space corresponding to supp(z;), such that a better k-sparse solution is found. After computing the gradient
(line 8), another exact line search is performed (line 9). By gradient descent and imposing the non-negativity
constraint (line 10), we have the solution w4 for this iteration.

Lastly, the momentum step (line 11 & 12) is the same as Algorithm [2 We select the momentum term as the
minimizer of the objective: 7441 = argmin,_ f(w;11 + 7(wir1 — wy)), and then apply the momentum to our
solutions w1 and wy as zpy1 = W1 + 741 (Wep1 — wy) to capture memory in the algorithm. Momentum can
offer faster convergence rate for convex optimization (Nesterov, [1983).

B Theoretical Analysis

In this section, we provide a detailed theoretical analysis that is abstracted in the main paper due to space
limitation. All of the proofs are defer to section [C] for clarity. To begin with, let us show that all of the projection
operators used in our algorithms can be done optimally and efficiently.

Given an index set S C [n], the projection of w to the subspace with support S is IIs(w), which can be done
optimally by setting wse = 0, where S¢ denotes the complement of S. We note that, with a little abuse of
notation, we use S to denote both the support set S C [n], and the subspace restricted by the support, i.e.,
{z € R™ | supp(z) C S}. The projection to non-negative space, i.e., gn (w), can also be done optimally and
efficiently by setting the negative entries to zero. Moreover, Il¢, is shown to be optimal by simply picking the top
k largest (in absolute value) entries. It is also the case for Il¢,nrn (w), where it can be done by picking the top &
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largest non-negative entries. The optimality for the above projections is in terms of Euclidean distance.

Let us show the optimality for HCkﬂRi (w). Given a k-sparse support S, the optimal projection of w € R™ to
its restricted sparsity space intersecting the non-negative orthant is w’ = Hsti (w). We can see that for entry
i € [n], w, =w; ifi € S and w; > 0, and w}, = 0 otherwise. Therefore, the distance between w and its projection
to SNRY is [w' — w3 = [[wl]3 — X icg w50 Wi As le,nrr (w) = ming.|s)<x sz (w), we can see that it is the
support with k largest w; that has the least distance. Therefore, simply picking top k largest non-negative entries
gives the optimal projection.

We give the convergence analysis for our main algorithm Automated Accelerated IHT in Algorithm One
standard assumption about the objective is required for the theory to begin, i.e., RIP property, which is a normal
assumption in THT context, reflecting convexity and smoothness of the objective in some sense (Khanna &
Kyrillidis, [2018}; |Kyrillidis & Cevher, [2014). We note that the assumption is not necessary but is sufficient. For
example, if the number of samples required to exactly construct § is less than the coreset size (ax = 0 in RIP), so
that the system becomes underdetermined, then local minima can be global one achieving zero-error without
the RIP. On the other hand, when the number of samples goes to infinity, RIP ensures the eigenvalues of the
covariance matrix, cov[L;(0), £;(8)] where 6 ~ 7, are lower and upper bounded. It is an active area of research in
random matrix theory to quantify RIP constants e.g. see (Baraniuk et al.| 2008).

Assumption 1 (Restricted Isometry Property). Matriz ® in the objective function satisfies the RIP property,
i.e., for Yw € Cg

2 2 2
agllwlly < [[Pwllz < Brllwlf3-

It is known that there are connections between RIP and restricted strong convexity and smoothness assumptions

(Chen & Sanghavi, 2010)); thus our results could potentially generalized for different convex f(-) functions.

Leading to our main theorem, some useful technical properties are presented. An useful observation is that, for
any set S C [n], the projection operator IIg : R® — R"™ is in fact a linear operator in the form of a diagonal
matrix

IIs = {diag(d;) }i,

where §; is an indicator function: d; = 1 if i € S, and §; = 0 otherwise. This leads to our first lemma.

Lemma 1. Supposing @ satisfies the RIP assumption, given a sparse set S C [n] and |S| < k, for Vw € R™ it
holds that

a|[Msw|z < [[Ts® " lsw|2 < Bi||Tswlo.

Lemma |1| reveals a property of the eigenvalues of IIg® " ®IIs, which leads to the following lemma that bounds an
iterated projection using the RIP property.

Lemma 2. Supposing ® satisfies the RIP assumption, given two sets S1,Sa C [n] and |S; US| < k, for Vw € R®
it holds that

|TLs, @ " BTose I, wl|o < 252 - [T, w2

Armed with above two lemmas, we are ready to prove convergence for Automated Accelerated IHT (Algorithm .
A key observation is that solution w11 found by Algorithm [2]is derived by the following two steps:

@ @
{wt7wt71} > 2 = thrl'
line 9 line 7

Procedure @ is a momentum step, with momentum size chosen automatically; procedure Q) aims for exploration
in an expanded subspace spanned by a 3k-sparse subset S, and projecting to k-sparse non-negative subspace.

We break down the proof into two parts. Denoting the optimal solution as

w* = argmin ||y — w3,
wECkﬁRi

we propose the following two lemmas for the two steps respectively.
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Lemma 3. For procedure (D), the following iterative invariant holds.

20 = w™lla <1+ 7f - flwe — w2 + |7e] - [lwi 1 — w72

For the second procedure, we consider the actual step size u; automatically chosen by the algorithm. Noting that

~ o 2
|[supp(V+¢)| < 3k, according to RIP we can see that the step size p; = ZI‘\Z%”TIQ is bounded as
tll3
1 <, < 1
— < < .
265 — ' T 2am;

Therefore, using the Lemma [I] and Lemma [2] one can prove the following lemma.

Lemma 4. For procedure (9), the following iterative invariant holds.
lweyr —w*ll2 < pllze — w2 + 283k Baklell2,

where p = (2 max{ 22 — 1,1 — T} + B‘“{%), and |||z = ||y — @w™||2 is the optimal objective value.

A3k

Combining the above two lemmas leads to our main convergence analysis theorem.

Theorem 1 (Restated). In the worst case scenario, with Assumption the solutions path find by Automated
Accelerated IHT (Algom'thm@) satisfy the following iterative invariant.

[wisr = w™lla < p[L+ 74| - [Jwr = w2 + pl7e - lwe—1 — w2 + 2Bav/ Bar €2,

where p = (2 max{% — 1,1 g%} + 54"07%), and |e|l2 = |ly — Pw*||2 is the optimal objective value.
The theorem provides an upper bound invariant among consecutive iterates of the algorithm. To have better
sense of convergence rate, we assume the optimal solution achieves ||¢||2 = 0. Theorem [I| then implies

[wipr — w™lla < p(1+ |7e])[[wr — w*lla + pl7e] - [Jwr—1 — w2

Given the above homogeneous recurrence, we can solve for the following corollary that shows linear convergence
of the proposed algorithm under given conditions.

Corollary 1 (Restated). Given the iterative invariant as stated in Theorem and assuming the optimal solution
achieves |||z = 0, the solution found by Algorithm [ satisfies:

Bak
Aok

(wn) + Wf(w())) 7

flwigr) — f(w*) < ¢ ( -

where ¢ = (p(1 4 7) + \/p>(1 +7)2 4+ 4p7)/2 and T = max;epy |7;|. It is sufficient to show linear convergence to
the global optimum, when ¢ < 1, or equivalently p < 1/(1 + 271).

C Proofs

This section provides proofs for the theoretical results presented in the previous section. For the sake of good
readability, the lemma/theorem to be proven is also restated preceding its proof.

C.1 Proof of Lemma Il

Lemma 1 (Restated). Supposing ® satisfies the RIP assumption, given a sparse set S C [n] and |S| < k, for
Yw € R™ it holds that

ap|[Tsw|s < |TMs® " @Isw|s < B[ Tsw]|2.
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Proof. Recall that Ils is a linear operator that projects a vector w € R™ to sparse restricted set with support S
by simply setting w; = 0 for each ¢ ¢ S. As a result, for a k-sparse set S, IIsw is a k-sparse vector. Given that
d € R™*" gatisfies RIP property, for Yw € R™, it holds that

ag|[Msw|3 < [|@Iswl|3 < Bi[Lsw|[3. (4)

Let us denote b = ®I[sw, and (-, -) as standard Euclidean inner product. With regular linear algebra manipulation,
the following stands:

2
ITLs® b3 (5@ "b,x))

ax
T€R™:|[z][2=1

= max (bT<I>H5x)2
z€R™:||z||2=1

= max b, ®llsx 2
z€R™:||z]2=1 (< S >)

= max ((®llsw, Pllsz))?, (5)

z€R™:||z]2=1

where the second equality is due to the fact that Ils is symmetric, i.e., (IIs®"b)T = b' ®I1;.
Letting =* be the solution of , we have the upper bound of :

(5) = ((PIlsw, PI1s2*))* < || @Isw|3 - [|@TLsz* |3,

where the inequality is by Cauchy-Schwarz inequality applying on inner product.

On the other hand, the lower bound can be obtained by removing the maximizing operator and setting = =
Msw/||Uswl2, as follows. Denoting 2’ = Hsw/||IIsw||2, we have,

() > (@llsw, Pllsa’))” = [[@Ilsw|3 - [|@ILsa’ |2,

where the last equality is due to that IIsw and z’ are parallel.

Applying to the above upper bound and lower bound, it follows that

< [[@Mswlf3 - [@Msz*||3 < BellTswlf3 - Br[Msa*3,
> [|@Tswl]3 - | s |3 > o [Tswl]3 - o [TLs” 3. (6)

Noting that z* is an unit-length vector, and the projection Ils is done by setting elements to zero, we can see
that ||Ilz*||2 < 1. As 2’ = IIsw/||llsw||2 has already been a sparse vector in the restricted space by S, we can
see that ||Ilsa’||z = [|2/[|2 = 1. Plugging them in (6), it holds that

ap [Mswl3 = ax[Msw|3 - arl|Tsa’||3 < (5) < Belllswll3 - Brl|Tsz* (|3 < Bi[[Msw]3.

Plugging that (5) = ||[IIs® 0|2 = ||[TIs® " ®Ilsw]||2, and taking the square root, we finally have

ap|[Mswllz < [Ms® " @swlly < Bl Msw]2.

C.2 Proof of Lemma [2]

Lemma 2 (Restated). Supposing ® satisfies the RIP assumption, given two sets Sy, Sz C [n] and |S1 U So| < k,
for Yw € R™ it holds that

|Tls, @ ®Ils s wlls < 252 - || Mg, wl|o.
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Proof. Similar to the proof of Lemma[l] we first write the norm in the form of an inner product. Given two sets
81,82 C [n] and |S1 U Ss| < k, for Yw € R™, with regular linear algebra manipulation, it holds that

s, ® " @TLse s, w2

= b, Il & PIIgIT
. IR s¢lls,w)]

= DIl b, Pl 11 7
per i [(@ls,b, llsILs, w)l, (7)

where the second equality is due to the fact that Ils, is symmetric.
Define two unit-length vectors

HSf H52 w H81 b

X = ITE = S = VAT T AT
[Mss s, w2 [IMLs, bl

and we can see that (X,Y) =0, as S and S; are disjoint. As a result, | X +Y||3 = | X3 + ||Y||3 = 2. Moreover,
given that |S; U Sa| < k, we can see that X + Y is k-sparse. Applying the RIP property, the following holds:
200 = | X + Y3 < [@X + BY[3 < Bel| X + Y5 = 254
Similarly, | X — Y]|3 =2 and X — Y is also k-sparse:
20 < [|®X — ®Y|3 < 264
Noting that

) 4 )

we can see the following,

_ﬁk;oék < (BX, DY) < ﬂk;ak

Recall that
H = max, (@X, @Y)| - [ILs, bl|2 - [[ILss s, wl|2,

and apply to the above, we conclude that

S maxm.

[[b]l2=1 2
Bk

o
< 2 Mg, ]l

[TLs,bll2 - [TLse s, wl|2

C.3 Proof of Lemma [3]
Lemma 3 (Restated). For procedure (D, the following iterative invariant holds.

20 = w™lle <14 7] - lwy = w2 + |72] - Jwp—y — w2

Proof. According to line 9 in Algorithm [2| with some regular linear algebra manipulation, we can derive

2 — w*|l2 = [Jws + Te(w — wi—1) — w2
= (1 + 1) (wy — w*) + 7 (W —we—1)][2

<L+ 7wy — w2 + |7 [Jwi -1 — w2,

where the last inequality is done by triangle inequality.
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C.4 Proof of Lemma [4]

Lemma 4 (Restated). For procedure (D), the following iterative invariant holds.
werr —w*|l2 < pllze — w2 + 283k v/ Bak|lell2,

where p = (2 max{% —1L1— 3+ 64’{%), and ||€]|2 = ||y — Pw*||2 is the optimal objective value.

Proof. Denoting v = z; — u:V f(z¢), and set S, = supp(w¢+1) U supp(w*), we begin by the projection at line 7 in
Algorithm 2] Applying the triangle inequality,

[wipr — w™lla < flwipr — s, o2 + [[Ts, v — w™|[2. (9)
As S, = supp(wi41) Usupp(w*), we can observe that (wii1,Ils,cv) =0 and (w*, g, cv) = 0. As a result,

[wisr = s, v]5 = [lwer — v + s, 0|3

5+ 2(wip1 — v, TLs, <v)
= [lwer — o3 + [Ts,cv]3 + 2(—v,Tls,v)

< [lw* — w3 + |[s,v[|5 + 2(—v, s, <v)

= [lw* =[5 + [Ts, ][5 + 2(w* — v,11s,v)

= |lw* — v+ Ts,v]3

= |wes1 —v)3 + |Us, v

= |lw* — s, 0|3,

where the inequality is due to the projection step w41 = Ilg, NR7LV is done optimally, and w* € Cx "R’} . Plugging
the above inequality into (9)), it holds that

Jwer — w2 < 20|Ts, 0 — w?lo. (10)

Expanding v and denoting ¢ = dw* — y, we have

v =z — p (Vf(2))
= Zt — [t (2‘I’T (P2 — y))
=2z — e (207 O(2, — w*) + 207 (Bw* — y))
=2z — 2,ut<I>T<I>(zt —w) — 2,ut<I>Te.

Plugging the above into inequality , we can further expand

[werr — w*la < 2|, (20 — 2@ " @(2 — w*) = 20,7 €) — w* |3

= 2||ls, (2 — w*) — 2uls, T D (2, — w*) — 2ueTLs, P €|

< 2|, (2 — w*) = 2p,1Ls, @ @ (2 — w*)||2 + 4pe [ 1s, @ el
(2t —w

— 9|5, (24 — w*) — 242,105, @ BT (2 — w)|z + 4y T, @ el (11)

*

Expanding the identity matrix by I = Ils, 4+ Ils, <, we have

A
+ AT, @ T @I0s, (20 — w*) |2
B
+ 4 |[Ts, @ Te -
T

4» < 2)(I - 2,105, &7 BT )L, (2 — w*)]|2

Now we bound the three terms respectively.
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Noting that |S,| < 2k, according to Lemmal[l} in the subspace with support S, i.e., {w | supp(w) = S.}, the
eigenvalues agr, < As, (Ils, ® T @I, ) < Boy. Therefore, eigenvalues

As, (I = 2pls, @ " ®Is,) € [1 — 21 fan, 1 — 2prag],
which means

A <2max{2usfor — 1,1 — 2ppcap HITs, (20 — w*)||2
< 2max{fBor/azr — 1,1 — aor/Bar |z — w*||2.

For term B, demoting &’ = supp(z;) U supp(w*), it can be observed that
B = 4y ||Tls, ® " OTLs, Tl (2 — w*) |-
Noting that |S" U S,| < 4k, by directly applying Lemma [2] we have

5 — *
B < 4/175%”1_[8’('% —w )”2

ﬂ4k — Q4f
< ——

2zt — w*||2-

To complete the proof, let us deal with the last piece. Similar to the techniques used in the proof on Lemma

s, ® o= max (s, @ e)
z€R™:||z|[2=1
= max € Ollg .z
zER™:||z]|2=1
meRg:lH:gﬁg:1<€’ S, T)
< max |lellz - ||PILs, x||2

TER™:||z]l2=1
< V/Bar ez,
where the last inequality is done by directly applying the definition of RIP. Therefore,
C < 4p1e\/Barllell> < 2B/ Baklle]-
Combining the 3 pieces together, we finally derive

ﬂQk Qak
= 1,1 - =Yz —w*
a3k ’ 53k}|| ‘ I

ﬂ4k — Oy
+ T%Hzt —w*||2 + 263K/ Par | €]|2-

Jwess — w2 < 2max{

Rearranging the inequality completes the proof.

C.5 Proof of Theorem [1]

Theorem 1 (Restated). In the worst case scenario, with Assumption the solutions path find by Automated
Accelerated IHT (Algom'thm@) satisfy the following iterative invariant.

[wits — w2 < p[1 47| - llwe — w2 + pl7e| - Jwer — w*[l2 + 2B5% v/ Barl€l]2,
where p = (2 max{% —1L1— 3+ 6‘"{%), and ||€]|2 = ||y — Pw*||2 is the optimal objective value.

Proof. Lemma [3] suggests

Izt — w*lla <1+ 7if[Jwr — w™lla + |7l we1 — w2
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Combining with lemmafd] i.e.,
w1 — w2 < pllze — w*||2 + 2836/ Bax €|z,
where p = (2 max{%l’z — 11— g%} 4 54’“;%), and [|e||lz = |ly — ®w*||2, we have

[ze — w*|l2 <p[1+ 7el[[we — w*||2 + p|7e|lwe—1 — w*||2 + 283/ Ba[|€|2,

which completes the proof. O

C.6 Proof of Corollary

Corollary 1 (Restated). Given the iterative invariant as stated in Theorem and assuming the optimal solution
achieves ||e||s = 0, the solution found by Algorithm[d satisfies:

Flwis) - F(w") < (52’“ (w1) + mf(ww) ,

Oéi%f oy

where ¢ = (p(1 4 7) +\/p>(1 +7)2 4+ 4p7)/2 and T = max;epy |7;|. It is sufficient to show linear convergence to
the global optimum, when ¢ < 1, or equivalently p < 1/(1 + 271).

Proof. Theorem [1] provides an upper bound invariant among consecutive iterates of the algorithm. To have better
sense of convergence rate, we assume the optimal solution achieves ||¢||2 = 0. Theorem [1| then implies

[werr = w2 < p(1 + |7e)[Jwe — w2 + pl7e| - lwe—1 — w*|[2
< p(L+ 7)lwe — w2 + p7 - w1 — w* 2.

Rearranging the inequality with some regular algebraic manipulations, we have
pT pT
Juess =0l + 5 e = 0l < 6 (e = 0l + i = ')

)
<y (nwl — e + g _w*||2) ,

where ¢ = YPIFHTSa(ttn)

Noting that all p, 7, ¢ are non-negative, we can relax the inequality a bit to be

)
it — w'lls < ¢ (||w1 — e+ 2 g —w*||2> . (12)

It is sufficient for linear convergence when ¢ < 1, i.e.,

VPP +7)? +4dpr +p(1+7)
2
— 2L+ 71)2+4pr<2—p(1+7)
PP(L+7)2+4pr < (2-p(1+7))?
0 <2—p(l+47)

<1

!

<~
pl+71) <2

— p<l/(1+27)

{p(1+27‘) <1

In our case, this also indicates the linear convergence of function values. Noting that (w1 — w*) and (w; — w*)
are at most 2k-sparse, and (wg — w*) = —w* is k-sparse, we have the following statements according to RIP
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property:
1@ (we1 — w*)||3 < Bagllwerr — w3
[@(wr — w*)[3 > azkllwr — w3
[®(wo — w™) |3 > agllwo — w13
As we assume ||€||2 = ||y — Pw*||2 =0, i.e., y = Pw* and f(w*), we can see that
Flwpsr) = [Pwerr — yll5 < Borllwers — w*|[3
flwr) = [[@wi —ylf3 > azk[wr — w3
f(wo) = [|®wo — yll3 > agllwo — w13
Plugging these into completes the proof. O

D Additional Related Work

Thresholding-based optimization algorithms have been attractive alternatives to relaxing the constraint to a
convex one or to greedy selection. [Bahmani et al.| (2013) provide a gradient thresholding algorithm that generalizes
pursuit approaches for compressed sensing to more general losses. [Yuan et al.| (2018) study convergence of gradient
thresholding algorithms for general losses. [Jain et al. (2014) consider several variants of thresholding-based
algorithms for high dimensional sparse estimation. Nguyen et al. (2014)); |[Li et al.| (2016|) discuss convergence
properties of thresholding algorithms for stochastic settings, while in (Jain et al. 2016) the algorithm is extended
to structured sparsity. Greedy algorithms (Shalev-Shwartz et al.; 2010) for cardinality constrained problems
have similar convergence guarantees and smaller per iteration cost but tend to underperform when compared to
thresholding-based algorithms (Khanna & Kyrillidis| [2018|).

Acceleration using momentum term (Beck & Teboulle, [2009; (Ghadimi et al., 2015) allows for faster convergence of
first-order methods without increasing the per iteration cost. In the context of accelerating sparsity constrained
first-order optimization, |Khanna & Kyrillidis| (2018)); [Blumensath| (2012)) use momentum terms in conjunction
with thresholding and prove linear convergence of their method. We extend their work by also including additional
constraints of non-negativity. More recently, there have also been works (Ma et al., 2019) that study acceleration
in sampling methods such as MCMC that are relevant to Bayesian coresets.

E Additional Results for Synthetic Gaussian Posterior Inference

Additional results for experiments in section [5.1] are provided in this section.

From an optimization perspective, one may be curious about the convergence speed of the two proposed algorithms,
i.e., A-THT and Accelerated A-IHT II (Algorithm [2| & . The convergence for the two algorithms compared to
the solutions by baselines are presented in Figure [5] The x-axis is iteration number for A-IHT and A-IHT II, and
the y-axis is the objective function to be minimized, i.e.,

fw) = |ly — dwlf3,
where y = Y"1 | §; and © = [§1, ..., Jn)-
The two IHT algorithms’ fast convergence speed reflects what our theory suggests. They surpass GIGA within
about 30 iterations, and surpass SparseVI within 50 iterations (A-IHT II) and within 100 iterations (A-IHT),
respectively. Although we should note that the objective function which SparseVI minimizes is reverse KL
divergence instead of I distance, the two IHT algorithms can achieve much better solutions when considering KL

divergence as well, as shown in Figure [l Moreover, the tendency of a further decrease in objective value is still
observed for the two IHT algorithms at 300" iteration.

Ilustration of the coresets constructed by A-THT II in the first trial after projecting to 2D is presented in Figure [6]

F Additional Results for Radial Basis Regression

In this section, we provide additional experimental results of posterior contours for the radial basis regression
experiment (section [5.2)).
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Figure 5: Convergence results for synthetic Gaussian posterior inference (subsection [5.1)) when sparsity setting
k = 200 in the first trial. For GIGA, SparseVI and Uniform, each of the objective function values f is calculated
by the final output of each algorithms.

X 2Ct s A-[HT 1, O pts e [ X 2CY s A-|[HT 11, 20 pts

e [ X 2Ct s A-[HT 11, 50 pts e X 2Ct s A-|[HT 11, 100 pts

Figure 6: Illustration of true posterior and posterior constructed by A-IHT II after projecting to 2-dimensional
plane for synthetic Gaussian posterior inference (Section . Results at different sparsity level are shown. The
ellipses indicate 20-prediction of the posterior distribution, and the black dots represent coreset points selected
with their radius denoting the respective weights.

We plot the posterior contours for both the true posterior and coreset posterior when sparsity level £ = 300 in
the first four random trials out of ten trials. The coreset posterior constructed by our Algorithm [3] recovers the
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A-IHT Il Cors

Figure 7: Experiments on Bayesian radial basis function regression in the first four random trials out of ten trails,
where coreset sparsity setting k = 300. Coreset points are presented as black dots, with their radius indicating
assigned weights. Posterior constructed by Accelerated THT 1T (left) shows almost exact contours as the true

posterior distribution (middle), while posterior constructed by SparseVI (right) shows deviated contours from the
true posterior distribution.
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(c) chemical reactivities dataset for logistic regression

Figure 8: Bayesian coreset construction for logistic regression (LR) using the three different datasets. All the
algorithms are run 20 times, and the median as well as the interval of 35" and 65" percentile, indicated as
the shaded area, are reported. Different maximal coreset size k is tested from 1 to 100. Forward KL (left) and
reverse KL (middle) divergence between estimated true posterior and coreset posterior indicate the quality of

the constructed coreset. The smaller the KL divergence, the better the coreset is. The running time for each
algorithm is also recorded (right).

true posterior almost exactly, unlike SparseVI. Results are shown in Figure [7}

G Details and Extensive Results of the Bayesian Logistic and Poisson Regression
Experiments

We consider how ITHT performs when used in real applications where the closed-form expressions are unattainable.
As the true posterior is unknown, a Laplace approximation is used for GIGA and IHT to derive the finite
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Figure 9: Bayesian coreset construction for Poisson regression (PR) using the three different datasets. All the
algorithms are run 20 times, and the median as well as the interval of 35" and 65" percentile, indicated as
the shaded area, are reported. Different maximal coreset size k is tested from 1 to 100. Forward KL (left) and
reverse KL (middle) divergence between estimated true posterior and coreset posterior indicate the quality of
the constructed coreset. The smaller the KL divergence, the better the coreset is. The running time for each
algorithms is also recorded (right).

projection of the distribution, i.e., g;. Further, Monte Carlo sampling is needed to derive gradients of Dy, for
SparseVI. We compare different algorithms estimating the posterior distribution for logistic regression and Poisson
regression. The reverse KL and forward KL between the coreset posterior and true posterior are estimated using
another Laplace approximation. The experiment was proposed by (Campbell & Broderick| (2019)), and is used in
(Campbell & Broderick}, [2018)) (GIGA) and (Campbell & Beronov,, 2019) (SparseVI). The experimental settings
for each baseline algorithms are set following their original settings for this experiment. In addition, we conduct
additional experiments using a stochastic gradient estimator or using an alternative evaluation for coreset quality.
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For logistic regression, given a dataset {(z,,y,) € RP x {1,—1} | i € [N]}, we aim to infer # € RP*! based on
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where z, = [z,},1]T. Three datasets are used for logistic regression. The synthetic dataset for logistic
regression consists of data x,, sampled i.i.d. from standard normal distribution N (0, I), and label y,, sampled
from Bernoulli distribution conditioned on x,, and = [3,3,0]". The original phishing datasetﬂ consists of N =
11055 data points with dimension D = 68. The phishing dataset used in this experiment is preprocessed (Campbell
& Beronov}, |2019) via principle component analysis to project each data points to dimension of D = 10 to mitigate
high computation by SparseVI. The original chemical reactivities datasetﬂ has N = 26733 data points with
dimension D = 10. We uniformly sub-sample N = 500 data points from each datasets for this experiment, due to
the high computation cost of SparseVI.

For Poisson regression, given {(z,,y,) € RP x N |i € [N]}, we aim to infer § € RP*! from model

Yn | Tn, 0 ~ Poiss (log (1 + 6—219)) ,
where z, = [z,},1]T. Three other datasets are used for Poisson regression: the synthetic dataset for Poisson
regression consists of data z,, sampled i.i.d. from a standard normal distribution A/(0,1), and target y,, sampled
from Poisson distribution conditioned on w,, and # = [1,0]T. The biketrips dataset®| consists of N = 17386 data
points with dimension D = 8. The airportdelays datasetm has N = 7580 data points with dimension D = 15.
Same as logistic regression, we uniformly sub-sample N = 500 data points from each datasets for this experiment.

The comparison of the algorithms for Bayesian coreset construction for logistic regression are shown in Figure
and Bayesian coreset construction for Poisson regression are shown in Figure [0} The left column shows forward
KL divergence given sparsity setting k, the middle column shows reverse KL divergence, and the right column
presents the running time for corset construction for each algorithm.

It is observed that A-IHT and A-IHT II achieve state-of-the-art performance. The IHT algorithms often obtain
coresets with smaller KL than GIGA and SparseVI, with computing time comparable to GIGA, significantly less
than SparseVI. The experiments indicate that IHT outperforms the previous methods, improving the trade-off
between accuracy and performance.

The results on large-scale datasets have been presented in the Figure [4] in the main paper. Next, we present two
additional sets of experiments that are omitted in the main paper.

Stochastic Gradient Estimator. For large-scale datasets, it is often necessary to “batch" the algorithms. THT
can be easily batched by replacing the gradient with a stochastic gradient estimator that only a batch of data in
each iteration.

Recall that for IHT the gradient of the objective function f(w) = |ly — ®w||? is Vf(w) = 2® T (®w — y), where
® € RS*™. As we introduced in section [2, S is the number of samples § ~ #, and n is the number of data. Thus,
we can form a unbiased gradient estimator as

§(w) = 207 @7 (BTow — y),

where I'1, 'y € R™"*™ are 4.4.d sampled from a distribution 7 with Ep, ~zn['1] = Er,np[[2] = I, where I € R™*™
is the identity matrix. Therefore,

Eg(w) = 2(ET;) @ (®EMw — y) = 210" (®Tw — y) = Vf(w),
showing that §(w) is an unbiased estimator of V f(w).

‘https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/binary.html

Shttp://komarix.org/ac/ds

http://archive.ics.uci.edu/ml/datasets/Bike+Sharing+Dataset

"The airportdelays dataset was constructed (Campbell & Broderickl 2019) by combining flight delay data (http://
stat-computing.org/dataexpo/2009/the-data.html) and weather data (https://www.wunderground.com/history/.).


https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/binary.html
http://komarix.org/ac/ds
http://archive.ics.uci.edu/ml/datasets/Bike+Sharing+Dataset
http://stat-computing.org/dataexpo/2009/the-data.html
http://stat-computing.org/dataexpo/2009/the-data.html
https://www.wunderground.com/history/.
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Figure 10: Bayesian coreset construction for logistic regression and Poisson regression using the six different
datasets. All the algorithms are run 20 times, and the median as well as the interval of 35" and 65" percentile,
indicated as the shaded area, are reported. Different maximal coreset size k is tested from 1 to 100. Symmetrized
KL divergence between estimated true posterior and coreset posterior indicate the quality of the constructed
coreset. The smaller the KL divergence, the better the coreset is.

For example, we can form the estimator using a batch of data with batch size B by letting I'y,'s be random
matrices as randomly setting n — B rows of %/ be zero. Equivalently, it is the same as randomly picking B
columns of @, setting the rest columns be zero, and scale the matrix by n/B. Noting that each column of ®
corresponds to each of the n data points, this operation is essentially to approximate ® using a batch of data
with batch size B, and thus it approximates the gradient using a batch of a data.

We test how Algorithm [2] performs on the Bayesian logistic regression and Poisson regression using the stochastic
estimator with batch size B = n/5. All of the experimental settings are the same as what we have introduced in
this section. As a summary of both forward FL and reverse KL, we use the symmetrized KL (i.e., the sum of
forward KL and reverse KL) as the evaluation metric for coreset quality. The results are shown in Figure
It is observed that A-THT with the stochastic gradient estimator (A-IHT batch grad.) performs comparably to
the A-THT. We note that the batched version of A-THT can be improved by increasing its maximal number of
iterations, i.e., optimization with stochastic gradient needs more iterations to converge, or using a better batch
gradient estimator. Theoretical study on accelerated THT with approximated gradients is still an open question
to the best of our knowledge. Further research on accelerated IHT with stochastic gradients is an interesting
future work.

{>-distance Evaluation of Coreset Quality. In the previous experiments in the subsection, the coreset quality
is evaluated by approximating the KL divergence between the full-dataset posterior and coreset posterior. As an
alternative way to measure the coreset quality, we measure the ¢5-distance between the maximum-a-posteriori
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Figure 11: Bayesian coreset construction for logistic regression and Poisson regression using the six different
datasets. All the algorithms are run 20 times, and the median as well as the interval of 35" and 65" percentile,
indicated as the shaded area, are reported. Different maximal coreset size k is tested from 1 to 100. ¢5-distance
between the MAP estimators of the full-dataset posterior and coreset posterior indicate the quality of the
constructed coreset. The smaller the ¢>-distance, the better the coreset is.

(MAP) estimation of the full-dataset posterior and coreset posterior. The results are shown in Figure It is
observed that the two IHT algorithms usually achieve the best results, except that SparseVI achieves the lowest
f5-distance on two datasets. However, SparseVI costs x10% more time than IHT and GIGA.



