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Abstract

Viewing optimization methods as numerical integrators for ordinary differential equations (ODEs) provides a thought-provoking modern framework for studying accelerated first-order optimizers. In this literature, acceleration is often supposed to be linked to the quality of the integrator (accuracy, energy preservation, symplecticity). In this work, we propose a novel ordinary differential equation that questions this connection: both the explicit and the semi-implicit (a.k.a symplectic) Euler discretizations on this ODE lead to an accelerated algorithm for convex programming. Although semi-implicit methods are well-known in numerical analysis to enjoy many desirable features for the integration of physical systems, our findings show that these properties do not necessarily relate to acceleration.

1 Introduction

Momentum methods are the state-of-the-art choice of practitioners for the optimization of machine learning models. The simplest of such algorithms is the Heavy-ball (HB), first proposed and analyzed in the context of convex optimization by Polyak [1964]:

$$x_{k+1} = x_k + \beta(x_k - x_{k-1}) - s \nabla f(x_k) \quad \text{(HB)}$$

where $f : \mathbb{R}^d \to \mathbb{R}$ is the $L$-smooth$^1$ function we want to minimize, $s > 0$ is the step-size and $\beta \in [0,1)$ the momentum parameter. Using a novel and beautiful argument on fixed point iterations, Polyak [1964] proved that, if $f$ is twice continuously differentiable and $\mu$-strongly-convex$^2$, the sequence $(x_k)_{k \geq 0}$ produced by HB locally (i.e. if initialized close to the solution) converges to the minimizer $x^* = \arg\min_{x \in \mathbb{R}^d} f(x)$ at an accelerated rate. The keyword “accelerated” has a precise meaning: an algorithm for $\mu$-strongly-convex and $L$-smooth problems is accelerated if and only if the convergence rate of $f(x_k)$ to $f^* := \min_{x \in \mathbb{R}^d} f(x)$ is $O(1 - \sqrt{\mu/L})$. For instance, Gradient Descent (i.e. $\beta = 0$) in this setting converges linearly but with constant $1 - \mu/L$ and is therefore not accelerated$^3$.

Nesterov’s acceleration. Supported by the lower bounds established by Nemirovsky and Yudin [1983], many researchers in the early 80s tried to develop an algorithm with a global accelerated convergence rate. The problem was solved by Nesterov [1983], who proposed the following modification$^4$ of HB

$$x_{k+1} = x_k + \beta(x_k - x_{k-1}) - s \nabla f(x_k) - \beta s (\nabla f(x_k) - \nabla f(x_{k-1})). \quad \text{(NAG)}$$

The intuition behind this algorithm puzzled researchers for decades, and many articles are devoted to understanding the underlying mechanism [Allen-Zhu and Orecchia, 2014; Defazio, 2019; Ahmed, 2020] and the role of the small yet crucial modification$^4$ compared to HB (Flammarion and Bach, 2015; Lessard et al., 2016; Hu and Lessard, 2017). Notwithstanding the theoretical value of these contributions, they are arguably only of a descriptive nature and leave open more fundamental questions on the reason behind acceleration.

Continuous-time models for acceleration. A new line of research bloomed from a seminal paper by Su et al. [2014]. This work gained a lot of attraction,

$^1$For all $x, y \in \mathbb{R}^d$, $\|\nabla f(x) - \nabla f(y)\| \leq L \|x - y\|$, where $\|\cdot\|$ is the standard Euclidean norm.

$^2$For all $x \in \mathbb{R}^d$, $\nabla^2 f(x) - \mu I$ is positive semidefinite.

$^3$If $L/\mu$ is large, $1 - \sqrt{\mu/L} \ll 1 - \mu/L$.

$^4$In the original paper Nesterov [1983], the algorithm is presented in a more general way. Our formulation is similar to Shi et al. [2018].

This is usually referred to as gradient extrapolation.
as it introduces a powerful way to look at acceleration through the lens of second order ordinary differential equations (ODEs). In the \( \mu \)-strongly-convex case, this equation is

\[
\dot{X} + 2\sqrt{\mu}X + \nabla f(X) = 0 \quad \text{(NAG-ODE)}
\]

and retains the essence of acceleration: namely, convergence with a rate \( O(e^{-\sqrt{\mu}t}) \). Analogously to the discrete-time case we just discussed, one can prove that the continuous-time model of gradient descent, i.e. the gradient flow \( \dot{X} = -\nabla f(X) \), converges instead at the non-accelerated rate \( O(e^{-\mu t}) \). Other interesting properties of damped gradient systems such as NAG-ODE can be found in the (stochastic) optimization literature [Krichene et al., 2015; Xu et al., 2018; Cabot et al., 2009; Orvieto et al., 2020; Orvieto and Lucchi, 2019; Diankonikolas and Jordan, 2019; Alecsa et al., 2019; Alimisis et al., 2020], and in the applied mathematics literature [Sanz-Serna and Zygalakis, 2020; Attouch et al., 2000; Attouch and Alvarez, 2000; Alvarez, 2000; Bégout et al., 2015].

High-resolution ODEs. As first noted by Wilson et al. [2016], while NAG-ODE is formally the continuous-time limit (for some specific choice of \( \beta \)) of NAG, it is also the continuous-time limit of HR. In other words, NAG-ODE does not capture the vanishing gradient correction (a.k.a. gradient extrapolation) term \( \beta s(\nabla f(x_k) - \nabla f(x_{k-1})) \), which is regarded to be a fundamental piece of the acceleration machinery in discrete-time. To solve this issue (i.e. to get a more accurate model of Nesterov’s acceleration), Shi et al. [2018] introduced a high-resolution model of NAG

\[
\dot{X} + (2 + \sqrt{\mu})X + \sqrt{\mu^2}f(X)\dot{X} + \nabla f(X) = 0 \quad \text{(NAG-ODE-HR)}
\]

Remarkably, here (1) the step-size \( s \) is included directly in the model, and the vanishing (as \( s \to 0 \)) term \( \sqrt{s}\nabla^2 f(X)\dot{X} \) is used to capture the gradient correction \( \beta s(\nabla f(x_k) - \nabla f(x_{k-1})) \). The term \( \sqrt{s}\nabla^2 f(X)\dot{X} \) is referred to as Hessian damping, and can be seen as a curvature-dependent viscosity correction. As a validation for their new ODE, Shi et al. [2018] showed that NAG-ODE-HR enjoys the same accelerated rate of NAG-ODE — but it is empirically more faithful to NAG compared to NAG-ODE for finite values of \( s \).

Connection to numerical integration. In a second article, Shi et al. [2019] showed that NAG-ODE-HR can be approximately recovered through a semi-implicit (a.k.a. symplectic) Euler discretization of NAG-ODE-HR. The authors also claim that if the same system is integrated with the explicit Euler method, the resulting optimizer might not be accelerated because it is only found stable for small values of \( s \). Semi-implicit methods are well-known to perform remarkably well for integrating second-order ODEs in physics [Hairer et al., 2006] and chemistry [Lubich, 2008]; namely, one can use big step-sizes while preserving the geometry of the original flow. Shi et al. suggested that the essence of acceleration can be explained by the same phenomenon, which is mathematically well understood in the Hamiltonian (i.e. energy-conserving) setting thanks to theory of backward error analysis [Hairer, 1994; Benet-Giorgilli, 1994].

Figure 1: Sketch of the storyline of Shi et al. [2019]: while semi-implicit discretization of NAG-ODE-HR yields an accelerated method, explicit discretization results in a method not known in the literature, which is claimed to be stable only for very small step-sizes (\( s \leq O(\mu/L^2)\), compared to \( s \leq O(1/L) \) of the semi-implicit method). This is used by the authors to advocate that the structure provided by semi-implicit integration is somehow critical for the construction of accelerated methods. This storyline (and the associated conclusion) is much different from ours, sketched in Fig. 2. Superiority of semi-implicit methods is also claimed/hinted in several works [Shi et al., 2018; Bravetti et al., 2019; Bercourt et al., 2018; França et al., 2020a; Muehlebach and Jordan, 2019].

On a parallel line, Muehlebach and Jordan [2019] derived a different continuous-time model that contains terms of the form \( \nabla f(X + \sqrt{s}X) \) instead of \( \sqrt{s}\nabla^2 f(X)\dot{X} \). This ODE can also relate to Nesterov’s method through semi-implicit integration. Moreover, inspired by the variational perspective presented in Wilbisono et al. [2016], many research papers [Bercourt et al., 2018; Muehlebach and Jordan, 2020; França et al., 2020b; Alecsa et al., 2020; Bravetti et al., 2019] have been devoted to understanding the geometric properties of Nesterov’s method, seen as either (1)
a (Strang/Lie-Trotter) splitting scheme for structure-preserving integration of conformal Hamiltonian systems [McLachlan and Perlmutter, 2001; McLachlan and Quispel, 2002] or (2) the composition of a map derived from a contact Hamiltonian (de León and Lainz Valcázar, 2019; Bravetti et al., 2017) and a gradient descent step. Finally, the application of Runge-Kutta schemes was explored (Zhang et al., 2018, 2019; Sanz Serna and Zygalakis, 2020); in particular, Zhang et al. (2018) first showed that fast rates can be also achieved via high-order explicit methods.

To sum it up, to the best of our knowledge, all recent convex optimization literature advocates that, in order to achieve acceleration from an ODE model, one needs to use either structure-preserving integrators (Bravetti et al., 2019; Shi et al., 2018; França et al., 2020), high-order explicit methods (Zhang et al., 2018, 2019), or implicit methods (Shi et al., 2019; Wilson et al., 2016; Diakonikolas and Orecchia, 2017).

**Our contribution.** We show that, contrary to what is often claimed (or hinted at) in recent literature (see paragraph above) acceleration can also be achieved by means of simple low-order explicit numerical integrators — such as the explicit Euler method. While explicit Euler is well-known to be provably suboptimal for accurate integration of Hamiltonian systems [Hairer et al., 2006; Hairer, 1994; Benettin and Giorgilli, 1994], we show that this does not necessarily imply slow convergence of the resulting optimizer. In particular, our work suggests that the structure-preserving properties of semi-implicit (symplectic) methods are not a necessary component of accelerated algorithms.

We start by introducing a generalized momentum ODE (GM-ODE), dependent on three parameters, which recovers both NAG-ODE and NAG-ODE-HR as special cases. In Sec. 3 we study the convergence of this ODE. Next, in Sec. 4 we show that both the explicit and the semi-implicit Euler methods, when applied for numerical integration of GM-ODE, can achieve an accelerated rate. Finally, in Sec. 5 we go one step further and show that there exist gradient descent systems for which the semi-implicit Euler method is unstable, while the explicit Euler method (with the same step-size) is stable. Of course, for other ODE systems, we observe the opposite behavior. This showcases that the stability of the integrator depends on the underlying accelerated ODE.

At its core, our work showcases some unintuitive aspects of the connection between the fields of numerical integration and optimization. Namely, while for accurate integration of physical systems symplectic integrators are provably superior to explicit methods [Hairer et al., 2006; Benettin and Giorgilli, 1994], we show that the same ranking might not hold when seeking fast opt-
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QHM method can also be seen as a numerical integrator on [GM-ODE]. QHM was shown to be very competitive in deep learning tasks (Choi et al. 2019) as well as in the strongly-convex setting (see Appendix J in Ma and Yarats 2018). However, to the best of our knowledge, QHM has only been studied in the quadratic case (Gitman et al. 2019) (hence the novelty of our rate). We like to point out that this is not the main contribution of our paper, but is presented here nonetheless to showcase the flexibility of our novel ODE and of the numerical integration approach.

Finally, we go beyond convergence analysis and study the discretization errors in Sec. 5. Under some conditions on the choice of parameters, we show that the explicit Euler method enjoys the same integration error as the semi-implicit Euler method when integrating [GM-ODE] (see Lemma 8).

3 Continuous-time analysis

Before discussing numerical integration, we provide here a continuous-time analysis of [GM-ODE] in line with most related works on acceleration and numerical integration (Shi et al. 2018, Su et al. 2014). The results in this section are not fundamental for the understanding of our claims on the discretization of [GM-ODE]. Hence, for a quick read, this section can be safely skipped.

[GM-ODE] can be seen as as a linear combination of the gradient flow \( \dot{X} = -\nabla f(X) \) (obtained for \( n = 0 \) and NAG-ODE (obtained for \( n = 1 \)). Assuming the objective function \( f \) is \( L \)-smooth, one can check that [GM-ODE] admits a unique solution (follows directly from Thm. 3.2 in Khalil and Grizzle (2002)). The model above is inspired by the quasi-hyperbolic momentum (QHM) algorithm9 developed in Ma and Yarats (2018). We discuss the connection to QHM later in Sec. 4.

Connections to existing ODE models. [GM-ODE] recovers existing continuous momentum models under different choices of parameters. To see this, let us take the second derivative of \( X \): \( \ddot{X} = -m \nabla^2 f(X) \dot{X} - n \nabla f(X) \).

\[
\ddot{X} + (q + m \nabla^2 f(X)) \dot{X} + (n + q m) \nabla f(X) = 0. \tag{1}
\]

The choice9 \( m = 0, n = 1, q = 2 \sqrt{\mu} \) recovers NAG-ODE by Polyak (1964). Moreover, the choice \( m = \sqrt{s}, n = 1, q = 2 \sqrt{\mu} \) recovers NAG-ODE-HR proposed by Shi et al. (2018, 2019). That is, [GM-ODE] includes as special cases both the high-resolution and low-resolution models of Nesterov’s method (see discussion in the introduction). We note that, contrary to Shi et al. (2018), the Hessian of \( f \) is not explicitly included in the model. Also, contrary to Muehlebach and Jordan (2019), the gradient is evaluated only at the current position \( X \). This feature arguably gives [GM-ODE] higher interpretability than existing models – a simple linear combination of gradient and momentum can also achieve high resolution11.

<table>
<thead>
<tr>
<th>m</th>
<th>n</th>
<th>q</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gradient Flow</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>NAG-ODE (Su et al. 2014)</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>NAG-ODE-HR (Shi et al. 2019)</td>
<td>( \sqrt{s} )</td>
<td>1</td>
</tr>
</tbody>
</table>

Stability and convergence rate. The equilibria of [GM-ODE] are easy to characterize: since \( m, n \) and \( q \) are non-negative, we have \( \dot{X} = 0 \) and \( \dot{V} = 0 \) if and only if both \( \nabla f(X) = 0 \) and \( V = 0 \). Under the assumption that \( f \) is strongly-convex, only its unique minimizer \( x^* \) is such that \( \nabla f(x^*) = 0 \). Therefore the point \( (x^*, 0) \in \mathbb{R}^d \) is the only equilibrium of [GM-ODE]. Next, we want to show that \( (x^*, 0) \) is asymptotically stable and characterize the convergence rate of our model. Borrowing some inspiration from Su et al. (2014); Shi et al. (2019), we propose the following energy function:

\[
\mathcal{E}(X, V) = (qm + n)(f(X) - f(x^*)) + \frac{1}{4}||q(X - x^*) - nV||^2 + \frac{n(qm + n)}{4}||V||^2.
\]

The next theorem states our result about Lyapunov stability, of which the proof is presented in the appendix.

**Theorem 1** (Continuous-time stability). Let \( f \) be \( \mu \)-strongly-convex and \( L \)-smooth. If \( n, m, q \geq 0 \) then, for any value of the strong-convexity modulus \( \mu \geq 0 \), the point \( (x^*, 0) \in \mathbb{R}^d \) is globally asymptotically stable for [GM-ODE], as

\[
\mathcal{E}(X(t), V(t)) \leq e^{-\gamma_1 t} \cdot \mathcal{E}(X(0), V(0)), \tag{2}
\]

where \( \gamma_1 := \min \left( \frac{\mu (n + q m)}{2q}, \frac{q}{2} \right) \).

Remark 1. The rate in Thm. 1 is not affected by the gradient Lipschitz constant \( L \). This might look strange.

Remark 11. That is, a finer, compared to the original ODE in Su et al. (2014) approximation of Nesterov’s method. For a detailed discussion on this terminology, we refer the reader to Shi et al. (2018).
at first for a reader familiar with the optimization literature. However, we point to the fact that this is a feature of most continuous-time models (see e.g. rates in Shi et al. (2018)). The Lipschitz constant comes back into the rate after discretization, since one has to introduce a bound on the maximum integrator step-size, usually proportional to $1/L$ (see Eq. 3 and 1).

**How do m, n, q affect the ODE dynamics?** One can readily check that Thm. 4 implies a linear rate in function value of the form $f(\tilde{x}(t)) - f(x^*) \leq O(e^{\gamma t})$. This result recovers exactly the rates in Shi et al. (2018) as a special case. However, we note that our result is more general and leads to novel insights on the interplay between gradient amplification (controlled by $n$), momentum (controlled by $q$) and Hessian damping (controlled by $m$). Indeed, given the expression for $\gamma_1$ in Eq. 2, we can make the following conclusions.

- For fixed $m, n, q \geq 0$, the value of $q$ which maximizes $\gamma_1$ also solves $\mu(n + qm)/q = q$, which implies $q = (m + \sqrt{4\mu n + m^2})/2$. If we restrict $q$ to be a power of $\mu$, set $n = 1$ and ignore the effect of $m$, then we get the popular choice (Shi et al. 2018; 2019; Miehlebach and Jordan 2019) $q = O(\sqrt{\mu})$ (see the first panel of Fig. [3]). Sanz-Serna and Zygalakis (2020) recently showed that this choice is optimal using the linear matrix inequalities framework (Lessard et al. 2016; Pazyab et al. 2018).
- For any $q \geq 0$, if $n \geq 0$ is chosen small enough such that $q^2 - \mu n \geq 0$, then by picking $m = (q^2 - \mu n)/q$ we have $\gamma_1 = q/2$. Hence, by increasing $q$ (and adapting $m$ accordingly) the convergence in continuous-time can be sped-up arbitrarily (see the second panel of Fig. [3]).
- If $n = q^2/\mu$, then $\gamma_1 = q/2$ for all $q \geq 0$ and any $m \geq 0$. Again, by increasing $q$ the convergence can be sped-up arbitrarily (bottom panel of Fig. [3]).

**Remark 2.** If $n$ or $m$ are increased, one can guarantee arbitrarily fast convergence to the minimizer. This result only holds true in continuous-time, as noted also in a similar setting by Wilson et al. (2010). Indeed, as we will see in Thm. 3 in the discrete word, to ensure stability, $n$ and $m$ have to be bounded by a constant which is inversely proportional to the discretization accuracy.

4 Discretization and acceleration

We now jump to the discrete world and show how both explicit and semi-implicit numerical integration, applied to GM-ODE, can yield accelerated gradient iterations.

**Discretization schemes.** We consider two well-understood (Hairer et al. 2006) and practical first-order numerical integration schemes applied to GM-ODE with discretization step-size $\sqrt{s}$ (see discussion in Su et al. (2014); Shi et al. (2019)): Explicit Euler (EE) and Semi-Implicit (SIE).

(EE):

$$
\begin{align*}
&x_{k+1} - x_k = -m\sqrt{\nabla f(x_k)} - n\sqrt{v_k} \\
&v_{k+1} = v_k - \sqrt{s} \nabla f(x_k) - q\sqrt{s}v_k.
\end{align*}
$$

(SIE):

$$
\begin{align*}
&x_{k+1} - x_k = -m\sqrt{\nabla f(x_k)} - n\sqrt{v_k} \\
&v_{k+1} = v_k - \sqrt{s} \nabla f(x_{k+1}) - q\sqrt{s}v_k.
\end{align*}
$$

Even though the second equation in SIE is written in an implicit way, it can be trivially solved: indeed, one shall first find $x_{k+1}$ and then plug the solution into the second equation. Since the gradient computed at $x_{k+1}$ can be used at the next iteration, the two algorithms have the same complexity. Indeed, for $n \neq 0$ (gradient descent is recovered for $n = 0$), by simplifying the variable $v$, both schemes can be written in one line:

$$
x_{k+1} = x_k + (1 - q\sqrt{s})(x_k - x_{k-1}) - m\sqrt{s} \nabla f(x_k) + ((1 - q\sqrt{s})m\sqrt{s} - ns) \nabla f(x_{k-1});
$$

Actually, there exist many semi-implicit methods that go under the name of “semi-implicit Euler”. We expect many of those integrators to work equally well for the sake of our discussion on equivalence. For a more detailed discussion, we refer the reader to Chapter 1 of Hairer et al. (2006).
We substitute the first equation into the second. Remarkably, different choices of parameters yield a rich set of momentum methods, and the reader can probably already notice some configurations which recover well-known optimizers (see introduction). We explore this in the next subsection.

4.1 Equivalence between SIE and EE

We show that algorithms obtained from semi-implicit discretization of an accelerated flow can also be seen as explicit discretization of a different accelerated flow. A direct consequence of the next lemma is that the last equation is equivalent\(^\text{13}\) to NAG-ODE-HR while the first is not known in the literature. However, Thm. 1 ensures that both ODEs are accelerated. This is enough to show that the sketch in Fig. 2 is correct.

**Lemma 2** (Equivalence between SIE and EE). For \(n = 0\) both EE and SIE reduce to gradient descent. For \(n \neq 0\), consider parameters \((m_{\text{SIE}}, n_{\text{SIE}}, q)\) and set
\[
\begin{align*}
m_{\text{EE}} &= m_{\text{SIE}} + \sqrt{n} s_{\text{SIE}}, \\
n_{\text{EE}} &= (1 - q \sqrt{s}) m_{\text{SIE}}.
\end{align*}
\]
EE with stepsize \(\sqrt{s} > 0\) on GM-ODE with parameters \((m_{\text{EE}}, n_{\text{EE}}, q)\) leads to the same exact algorithm as the one obtained using SIE with stepsize \(\sqrt{s} > 0\) on GM-ODE with parameters \((m_{\text{SIE}}, n_{\text{SIE}}, q)\).

**Proof.** We start from the one-line representation. We get the following conditions for \(n \neq 0\):
\[
\begin{align*}
m_{\text{SIE}} \sqrt{s} + sn_{\text{SIE}} &= m_{\text{EE}} \sqrt{s} \\
(1 - q \sqrt{s}) m_{\text{SIE}} \sqrt{s} &= (1 - q \sqrt{s}) m_{\text{EE}} \sqrt{s} - sn_{\text{EE}}.
\end{align*}
\]
We substitute the first equation into the second. As a crucial consequence of the last lemma, Heavy-ball and Nesterov method can be seen both as semi-implicit and explicit integrators on GM-ODE. This is illustrated in Tb. 1. Since, as it is well known, NAG is accelerated, Lemma 2 shows that both explicit and semi-implicit Euler integrators can lead to acceleration under well-chosen parameters. In the next subsection, we elaborate more on this finding and recover parameters which lead to acceleration for EE and SIE.

**An ODE which gives NAG under the explicit Euler method.** From Tb. 1 and Eq. 1 we get that
\[
\dot{X} + (2\sqrt{\beta} + 2(1 - \sqrt{\mu s})\sqrt{s} \nabla^2 f(X)) \dot{X} + \nabla f(X) = 0
\]
leads to NAG through EE (choosing \(q = 2\sqrt{\mu}\), while
\[
\dot{X} + (2\sqrt{\mu} + \sqrt{s} \nabla^2 f(X)) \dot{X} + \nabla f(X) = 0
\]
recovers NAG through SIE discretization. These parameter choices lead to acceleration (see Cor. 4). Note that the last equation is equivalent\(^\text{13}\) to NAG-ODE-HR while the first is not known in the literature. However, Thm. 1 ensures that both ODEs are accelerated. This is enough to show that the sketch in Fig. 2 is correct.

**Theorem 3** (Convergence of SIE). Assume \(f\) \(L\)-smooth and \(\mu\)-strongly-convex. Let \((x_k)_{k=1}^\infty\) be the sequence obtained from semi-implicit discretization of GM-ODE with step \(\sqrt{s}\). Let
\[
0 < m \sqrt{s} \leq \frac{1}{2L}, \quad 0 < ns \leq m \sqrt{s}, \quad 0 < q \sqrt{s} \leq \frac{1}{2}.
\]
There exists a constant \(C > 0\) such that, for any \(k \in \mathbb{N}\), it holds that
\[
\frac{1}{C} f(x_k) - f(x^*) \leq (1 + \gamma_2 \sqrt{s})^{-k} C,
\]
where \(\gamma_2 := \frac{1}{2} \left( \frac{n \mu}{q} + \frac{\sqrt{s}}{1 + q^2/(nL)} \right)\).

**Proof Sketch.** The proof is based on the following energy function inspired by the ODE model (cf. Sec. 3):
\[
E(k) = r_1 r_2 (f(x_k) - f(x^*)) - \frac{r_1 r_2 m \sqrt{s}}{2} \| \nabla f(x_k) \|^2 \\
+ \frac{nr_1 r_2}{4} \| v_k \|^2 + \frac{1}{4} q \| (x_{k+1} - x^*) - nr_1 v_k \|^2,
\]
where \(r_1 = 1 - q \sqrt{s}, \quad r_2 = n \mu + mq\) and the last term is a vanishing (as \(s \to 0\)) correction that accounts for
\(^\text{13}\) The careful reader might notice a factor \(1 + \sqrt{\mu m}\) in front of the gradient for the ODE in Shi et al. (2019). This small difference is only due to the particular definition of semi-implicit integration. If one replaces \(q \sqrt{s} v_k\) in the RHS of SIE with \(q \sqrt{s} v_{k+1}\), then we have complete equivalence.
the discretization error (cf. Shi et al. (2019)). We show \( \mathcal{E}(k+1) - \mathcal{E}(k) \leq -\gamma_2 \sqrt{\mathcal{E}(k+1)} \) in App. B completing the proof.\[\]

The generality of the convergence result allows us to derive accelerated rates for different momentum methods whose convergence rates may even be unknown. We illustrate this by deriving the well-known rate of Nesterov’s method in just a few lines. We note that known results on semi-implicit integration such as the ones presented in Shi et al. (2019) are less general since they are limited to high/low resolution or to a fixed viscosity \( \mathbb{I}_x \) (cf. Shi et al. (2019)). We show \( \mathcal{E}(k+1) - \mathcal{E}(k) \leq -\gamma_2 \sqrt{\mathcal{E}(k+1)} \) in App. B completing the proof.\[\]

From Thm. 3 to the well-known rate for NAG

By invoking Thm. 3 we can recover acceleration of NAG since it can be written as SIE discretization of GM-ODE (see Tb. 1).\[\]

**Corollary 4** (NAG is accelerated). Let \( f \) be \( L \)-smooth and \( \mu \)-strongly-convex with large\(^{14}\) condition number \( L/\mu \geq 9 \). Consider the SIE discretization of GM-ODE with \( s \leq \frac{1}{2L} \), \( q = (1 - \beta)/\sqrt{s} \) (with \( \beta = 1 - 2\sqrt{s} \)), \( m = \sqrt{s} \), \( n = \beta \) (i.e. NAG, see Tb. 7). The algorithm enjoys the accelerated convergence rate \( O((1 - \sqrt{s}/L)^k) \). Namely, \( 3C > 0 \) such that
\[
    f(x_k) - f(x^*) \leq (1 + \sqrt{15}/15)^{-k} C.
\]

**Proof.** The conditions in in Eq. 3 are satisfied since \( s = m\sqrt{s} \leq 1/(4L) \), \( n = \beta < 1 = \frac{m}{\sqrt{s}} \) and \( q = (1 - \beta)/\sqrt{s} = 2\sqrt{s} \leq 2\sqrt{Ls}/9 \leq 1/3 \). Thus, \( \frac{a}{s} = \frac{(1 - \sqrt{s}/L)^2}{10} \geq \frac{1}{10} \) and \( \frac{s}{s} = \frac{2\sqrt{15}}{5 + 5\sqrt{15}/L} \geq \frac{2\sqrt{15}}{5 + 5\sqrt{15}/L} \geq \frac{2\sqrt{15}}{5 + 5\sqrt{15}/L} \geq \frac{1}{9} \).\[\]

From Thm. 4 to a new rate for QHM

The generality of our model and our discretization analysis provides an accelerated convergence rate for a broad class of momentum methods. Among these methods is quasi-hyperbolic momentum (Ma and Yarats 2018), which\(^{15}\) shows promises in optimization for neural nets (Choi et al. 2019).\[\]

\[
    \begin{align*}
        x_{k+1} &= x_k - s((1 - a) \nabla f(x_k) + a g_{k+1}) \\
        g_{k+1} &= bg_k + \nabla f(x_k),
    \end{align*}
\]

where \( a, b \in (0, 1) \). For classification tasks, QHM yields an accelerated rate on real-world datasets (even better than NAG) (Ma and Yarats 2018). Despite empirical benefits, the convergence analysis for this algorithm is limited to quadratics (Gitman et al. 2019). Using

\[\]

\[\]

\[\]

\[\]

**The trade-off speed-stability.** As noted in Remark 2 in continuous time one can increase either \( m \) or \( n \) to infinity and get an arbitrarily fast rate. Thm. 3 shows why a similar phenomenon is not possible in discrete time (would violate the lower bound for the discretization error (Shi et al. 2019)). We show \( \mathcal{E}(k+1) - \mathcal{E}(k) \leq -\gamma_2 \sqrt{\mathcal{E}(k+1)} \) in App. B completing the proof.\[\]

The generality of the convergence result allows us to derive accelerated rates for different momentum methods whose convergence rates may even be unknown. We illustrate this by deriving the well-known rate of Nesterov’s method in just a few lines. We note that known results on semi-implicit integration such as the ones presented in Shi et al. (2019) are less general since they are limited to high/low resolution or to a fixed viscosity \( \mathbb{I}_x \) (cf. Shi et al. (2019)). We show \( \mathcal{E}(k+1) - \mathcal{E}(k) \leq -\gamma_2 \sqrt{\mathcal{E}(k+1)} \) in App. B completing the proof.\[\]

**Thm. 4** to the next corollary establishes an accelerated rate for QHM (proof in the appendix).\[\]

**Corollary 5** (Convergence of QHM). Let \( f \) be \( L \)-smooth and \( \mu \)-strongly-convex with \( L/\mu \geq 9 \). The iterates of enjoy a linear convergence rate for \( s \leq \frac{1}{2L} \) and \( a \leq 1/2 \). In particular, also enjoys convergence rate \( O((1 - \sqrt{15}/L)^k) \) for \( b = 1 - 2\sqrt{s} \). Namely, \( 3C > 0 \) such that
\[
    f(x_k) - f(x^*) \leq \left(1 + a\sqrt{15}/10\right)^{-k} C.
\]

**Fig. 4** shows the accelerated rate established in the corollary, and its dependency on the parameter \( a \). We leave the extension to the stochastic case (possible with the methodology in Assran and Rabbat (2020)) to future work, for the sake of continuing our discussion on numerical integration.

**Thm. 3** fails to prove accelerated rate for HB

An interesting question may arise as a consequence of our results: since HB can be recast as semi-implicit discretization of GM-ODE then does invoking Thm. 3 produce a global acceleration proof for HB? The answer is no, since the convergence result in Thm. 3 is conditioned on \( m > 0 \); while one needs to set \( m = 0 \) to obtain HB by SIE integration. This is not surprising since the Lyapunov functions used in the literature to prove acceleration for NAG often differ from the one used for convergence of HB (see Eq. 3.3 in Shi et al. 2018). Nonetheless, it is possible to construct an analogue of Thm. 3, using a different Lyapunov function, to derive (non accelerated) convergence for an HB like method.\[\]

\[\]

\[\]

\[\]

\[\]
in \cite{NemirovskyYudin1983}: for a specific discretization step-size \( \sqrt{s} \), Eq. 3 gives us a bound on the maximum \( m \) and \( n \) we can choose to guarantee stability. In other words, if we choose a large value for either \( m \) and \( n \) to get a faster rate, we would end up with a slow algorithm since numerical stability would require a very small integration step-size. Hence, as expected by the classic theory of convex optimization \cite{NemirovskyYudin1983}, there is a sweet spot which yields \( \gamma_2 = O(\sqrt{\mu/L}) \) — a.k.a. acceleration.

### 4.3 Explicit Euler is also accelerated!

In the last subsection, we provided a convergence rate for semi-implicit discretization of GM-ODE, and showed how this general result can be applied to derive (old and new) convergence rates for momentum methods. However, as already noted a few times, Lemma 2 implies that an equivalent theorem can be written for the explicit Euler method.

**Corollary 6 (Convergence of EE).** Assume \( f \) \( L \)-smooth and \( \mu \)-strongly-convex. Let \( (x_k)_{k=1}^\infty \) be the sequence obtained from semi-implicit discretization of GM-ODE with step \( \sqrt{s} \). Let

\[
0 < m\sqrt{s} - ns/(1 - q\sqrt{s}) \leq \frac{1}{2L},
\]

\[
0 < ns \leq \frac{1 - q\sqrt{s}}{2} m\sqrt{s}, \quad 0 < q\sqrt{s} \leq \frac{1}{2}.
\]

There exists a constant \( C > 0 \) such that, for any \( k \in \mathbb{N} \), it holds that

\[
f(x_k) - f(x^*) \leq (1 + \gamma_3\sqrt{s})^{-k} C,
\]

where \( \gamma_3 := \frac{1}{2} \min \left( \frac{nm}{q(1 - \mu\sqrt{s})}, 1 + q^2/(nL) \right) \).

**Proof.** Consider an explicit method with parameters \( (m_{EE}, n_{EE}, q) \) and a semi-implicit method with parameters \( (m_{SIE}, n_{SIE}, q) \). Thm. 3 holds if \( 0 < m_{SIE}\sqrt{s} \leq 1/(2L), 0 < n_{SIE} \leq m_{SIE}\sqrt{s} \) and \( q\sqrt{s} \leq 1/2 \), then it is convergent. By Lemma 2, we can recover the parameter of an equivalent explicit method by setting \( n_{EE} = (1 - q\sqrt{s})n_{SIE} \) and \( m_{EE} = m_{SIE} + \sqrt{s}n_{SIE} \). Combining these conditions with the theorem requirements on \( n_{SIE} \), we get:

\[
0 < \frac{sn_{EE}}{1 - q\sqrt{s}} \leq m_{EE}\sqrt{s} = m_{SIE}\sqrt{s} - \frac{sn_{EE}}{1 - q\sqrt{s}}.
\]

which implies the condition on \( n_{EE} \). For the condition on \( m_{EE} \), just note that the condition on \( m_{SIE} \) from Thm. 3 implies \( \sqrt{s}m_{SIE} = \sqrt{s}m_{EE} - \frac{sn_{EE}}{1 - q\sqrt{s}} n_{EE} \leq \frac{1}{\delta} \).

### Stability of EE and SIE.

For the integration of Hamiltonian systems, semi-implicit Euler is provably more stable than explicit Euler \cite{Hairer2006}. For example, a linearized pendulum integrated with explicit Euler diverges in phase space, while the semi-implicit Euler method is stable and conserves the structure of the ODE system (energy, volume). In Fig. 5, we show that for a dissipative (hence not Hamiltonian) system such as GM-ODE the situation can be very different: in complete agreement with our equivalence result in Lemma 2 there exists parameter configurations for which EE is stable but SIE is not, and vice versa.

![Figure 5: EE vs. SIE](image)

**Figure 5: EE vs. SIE.** To show that SIE and EE are neither superior nor inferior to each other, in each subplot, we use the same parameters \( m, n, q \) for both SIE and EE discretization. We observe very different behaviours. This suggests the stability and convergence is determined by the joint choice of parameters and numerical integrator together. The objective function here is a 2-dimensional quadratic with \( \mu = 0.01, L = 1 \) and the step-size is \( s = 1 \).

In the left plot we use \( m = \sqrt{s}, n = 1 \) and \( q = 2\sqrt{\mu} \) and in the right plot we use \( m = 2\sqrt{s}, n = 0.5 \) and \( q = 2\sqrt{\mu} \).

### 5 Behaviour of the discretization error

In the last sections, we studied the properties of explicit and semi-implicit integration of GM-ODE and showed that both can lead to acceleration. Yet, most recent literature \cite{Wilson2016, Shi2019, Muehlebach2019, Muehlebach2020} claims that semi-implicit integration is somehow more natural for the approximation of partitioned dissipative systems such as GM-ODE. Indeed, recent works \cite{Franca2020, Muehlebach2020} showed that the geometric properties of semi-implicit methods combined with backward error analysis \cite{Hairer2006} can be used to successfully prove the preservation of continuous-time rates of convergence up to a controlled error. Instead, our results in Thm. 4 show that explicit Euler discretization — of a proper ODE — also leads to an accelerated method (see also Tb. 1). To conclude our study, we compare semi-implicit and explicit Euler in terms of their approximation error, specifically for the integration of GM-ODE. For this particular ODE, EE suffers from a worse local discretization error compared to SIE for the general choice of parameters. Under
particular choices of parameters, EE and SIE yield contractive algorithms. In this case, the error of the both discretization schemes decays exponentially fast.

A trap: local error analysis for the general case. Consider the following discretization errors:

\[ \Delta_k^{(EE)} := \|X(k\sqrt{s}) - x_k^{(EE)}\|, \quad \Delta_k^{(SIE)} := \|X(k\sqrt{s}) - x_k^{(SIE)}\|, \]

We compare the above errors for \( k = 1 \) (for one step). Proof/details are provided in the appendix.

Lemma 7. Let \( f \) be \( L \)-smooth and of class \( C^2 \). If \( m = O(\sqrt{s}) \), then \( \Delta_k^{(SIE)} = O(s^{3/2}) \) and \( \Delta_k^{(EE)} = O(s) \).

The above lemma holds for any finite choice of the parameters, and shows that SIE provides a better one-step integration error in the position variable. This result may lead to a wrong conclusion: semi-implicit integration leads to faster algorithm when discretizing GM-ODE. However, this analysis does not provide us a complete picture. Indeed, as we proved in the last section, explicit discretization can also lead to acceleration — in particular, it can recover Nesterov’s method. To provide some intuition on why a local error analysis leads to misleading conclusions, we provide a tighter analysis of the integration error for a narrowed set of parameters in GM-ODE.

Analysis for contractive cases. A line of recent works around the connection between acceleration and numerical integration (Orvieto and Lucchi 2019; Muehlebach and Jordan 2020; França et al. 2020a) studied the behavior of the discretization error of NAG-ODE as \( k \to \infty \), showing interesting shadowing properties. The main idea behind shadowing is studying the discretization error when the choice of parameters leads to a contractive algorithm. In this case, one can provide a tighter analysis for the discretization error. The next lemma proves that the integration error of semi-implicit and explicit Euler discretization of GM-ODE decays exponentially fast if one properly chooses the parameters.

\[ \Delta \approx O \left( \frac{1}{\mu} (1 + \sqrt{3}) \right) \]

The proof of the last lemma is postponed to the appendix. According to this result, SIE and EE discretization have the same asymptotic integration error properties — under particular choice of parameters. This similarity is also reflected in the convergence rates.

6 Conclusion

In this paper, we proposed a general ODE model of momentum-based methods for optimizing smooth strongly-convex functions. The generality of our model allows to view different old and new momentum methods as semi-implicit or explicit Euler integrators and to establish novel accelerated convergence rates for both integrators. In particular, our new findings overturn the following old notion: explicit Euler is inferior to semi-implicit (a.k.a symplectic) Euler because of its unstable nature. Instead, we show that the stability of these integrators is tied to the underlying accelerated ODE. At a deeper level, our methodology provides new challenging insights on the link between accelerated optimization, and numerical integration.
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