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Abstract
This paper treats the task of designing optimization algorithms as an optimal control problem.
Using regret as a metric for an algorithm’s performance, we study the existence, uniqueness and
consistency of regret-optimal algorithms. By providing first-order optimality conditions for the
control problem, we show that regret-optimal algorithms must satisfy a specific structure in their
dynamics which we show is equivalent to performing dual-preconditioned gradient descent on the
value function generated by its regret. Using these optimal dynamics, we provide bounds on their
rates of convergence to solutions of convex optimization problems. Though closed-form optimal
dynamics cannot be obtained in general, we present fast numerical methods for approximating
them, generating optimization algorithms which directly optimize their long-term regret. These are
benchmarked against commonly used optimization algorithms to demonstrate their effectiveness.
Keywords: meta-optimization, non-convex optimization, optimal control, variational optimization,
algorithm generation, hyperparameter optimization, convex optimization, regret

1. Introduction

Let X = Rd and consider the unconstrained minimization problem

Min
x∈X

f(x) , (1)

for an objective function f : X → R ∪ {∞} which satisfies the following regularity assumptions.

Assumption 1 We assume that the optimization problem (1) is non-degenerate, in the sense that
there exists a minimizer x? ∈ argminx∈X f(x) ⊆ X for which |f(x?)| <∞.

This paper considers the problem of optimally selecting amongst a class of optimization algo-
rithms, by minimizing a fixed performance metric of their path. In this sense, we are concerned with
a meta-optimization problem in which we are optimizing over algorithms, which in turn optimize f .

We identify algorithms with the paths they take within the optimization domain X . More pre-
cisely, we define an algorithm x as the sequence of points x = {xt}t∈N ∈ XN, where XN is the
space of sequences on X . Following this notation, we introduce the set of algorithms initialized at
x ∈ X which terminate by iteration T ∈ N as

ATx :=
{
x ∈ XN : x0 = x and ∀u ≥ T, ∆xu = 0

}
,

where we use the notation ∆xt = xt+1 − xt to represent the increments of x. We also define its
asymptotic counterpartA∞x := {x ∈ XN : x0 = x}, the set of all sequences with fixed initial point.
When necessary, we denote the union of these sets over all initial points as AT :=

⋃
x∈X ATx . Over
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the course of the paper, we use the convention that bold symbols y ∈ XN represent algorithms and
their un-bolded counterparts yt ∈ X represent their value at a fixed iteration t ∈ N.

Our focus will be on those algorithms which successfully approximate x? in the limit, i.e. for
which xt → x?. As previously stated, we seek the algorithms which achieve this while minimizing
a measure of performance along the path they take. We define this measure in such a way as to
represent both the speed of convergence of x with respect to the optimization problem (1) and the
stability of the path that the algorithm traces over a fixed horizon. Hence, we introduce the regret of
an algorithm x as theRT (x) : XN → [0,∞], given by

RT (x) =
T∑
t=1

f(xt)− f? + φ(∆xt−1) , (2)

as our measure of an algorithm’s performance. In the above definition, we assume that φ : X →
[0,∞) satisfies the following.

Assumption 2 Assume that φ(0) = 0, φ is lower semi-continuous and satisfies the growth condi-
tion that c‖ · ‖p ≤ φ(·) for some c > 0 and p ≥ 1, where ‖ · ‖ is the Euclidean norm.

We interpret RT as measuring performance based on two distinct criteria. The first component
of RT measures the cumulative distance to optimality through the sum of the terms f(xt) − f?,
while the second measures total path energy of x through the sum of the terms φ(∆xt−1), which
we can interpret as a generalization of the notion of its p-variation1. The definition (2) is related to
the widely used notion of adversarial regret which is the central metric of algorithmic performance
in the field of online learning2. The definition (2) is also related to the notion of regularized regret,
which is widely used in the literature on ‘adaptive’ optimization algorithms (e.g. see Xiao (2010);
Duchi et al. (2011a,b)), where the main difference lies in that we regularize over the increments
∆xt, rather than the positions xt. We note, however, that the definition (2) differs from these related
notions in that it is not adversarial since f remains fixed.

Rather than simply measuring the performance of xwith respect to its last iteration, f(xT )−f?,
RT measures the average performance of x over T iterations. This average-iterate formulation,
when compared to a last-iterate measure, yields a more stable performance metric as we scale the
number of allowed iterations, T . For example, in the limit, we have that R̃(x) = limT f(xT ) −
f? ≡ 0 is the zero functional for all convergent x, whereas R∞(x) = limT RT (x) is a non-trivial
functional which ranks convergent algorithms according to their asymptotic rate of convergence and
path stability.

We are interested in algorithms which are optimal with respect to RT . Hence, for each T ∈
N ∪ {∞} we define the optimal control problem

PTx := Min
x∈ATx

RT (x) , (3)

where we use the notation x ∈ PTx to represent an element from the set of minimizers of (3). For
T < ∞, elements of PTx represent algorithms with fixed starting at a point x ∈ X , terminating
at iteration T , which minimize the performance metric RT . Extending previous notation, we also
introducePT :=

⋃
x∈X PTx as the set of solutions from all initial values inX . For any T ∈ N∪{∞},

we say that an algorithm x ∈ PT is regret-optimal.

1. We recover the p-variation for p ≥ 1 whenever φ(x) = ‖x‖pp, where ‖ · ‖p is the p-norm on X .
2. We refer the reader to the text Hazan (2016) for a comprehensive introduction to the topic.
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Structure and Summary of Main Contributions

The paper is devoted to the design of optimization algorithms which optimize regret. We provide an
in-depth theoretical study of regret-optimal algorithms including existence and representation theo-
rems, as well as convergence rate guarantees. As a consequence of the theory, we also put forward
a meta-optimization algorithm which dynamically adapts to data, which can be applied to automat-
ically tune the coefficients of parametric optimization algorithms. To the authors’ knowledge, this
is the first paper to provide a rigorous and in-depth theoretical study of the automated design of
algorithms which optimize their long-term regret.

In Section 2, we characterize the existence of regret-optimal algorithms in the general non-
smooth and non-convex setting, as well as their consistency across regret horizons T ∈ N ∪ {∞}.
In Section 3 we study regret-optimality in the setting of differentiable objectives f , where we derive
necessary conditions on their dynamics. We furthermore show that regret-optimal algorithms admit
a representation as performing dual-preconditioned gradient descent (Maddison et al., 2019) on
their value function. Section 4 studies regret-optimality in the context of convex and differentiable
objectives. This section culminates in providing a hierarchy of convergence rate bounds for regret-
optimal algorithms under varying relative-smoothness and relative-convexity assumptions on the
objective function f , which are presented in Table 1. As a consequence of the theoretical analysis
of the previous sections, Section 5 presents an online meta-algorithm for the purpose of learning
regret-optimal algorithms from gradient and function data, where we apply this algorithm to the
special case of the automated tuning of algorithm hyper-parameters on a host of toy optimization
problems.

1.1. Related Work

The ideas of this paper are most closely related to the various variational interpretations of optimiza-
tion. In particular, we highlight Wibisono et al. (2016); Casgrain (2019), which study algorithms
which are critical points of an energy functional in a continuous-time setting and their connection
to gradient descent algorithms with momentum. We argue that main differences between these and
the present work is that we consider the former’s approach ad hoc; the variational framework in
the former is chosen a posteriori to generate momentum-like dynamics, rather than chosen a priori
to represent a concrete metric of algorithmic performance. Moreover, there are the related works
of Betancourt et al. (2018); Shi et al. (2019); Wilson et al. (2019); França et al. (2020) which bring
the continuous analysis over to the discrete-time setting through simplectic integration methods. In
contrast, our analysis deals with the discrete-time optimization problem from the very beginning
without the need for supplementary discretization machinery.

This paper is also related to the body of work on control-theoretic and dynamical systems mod-
els of optimization. Of note are Lessard et al. (2016); Hu et al. (2017); Muehlebach and Jordan
(2020) which present control-theoretic interpretations of the evolution dynamics of optimization al-
gorithms. These serve to analyze their rate of convergence to optima as well as establish various
other stability properties. Though these approaches are control-theoretic, they differ from our ap-
proach since they are not concerned with optimal control, as they do not seek controls which are
optimal with respect to a fixed performance functional. Rather, they take a control as given, and
study the convergence of the resulting dynamical system.

The “meta-optimization of optimizers” philosophy used in this paper has also been studied from
non control-based points of view. In particular, Taylor et al. (2017); Taylor and Drori (2021); Drori
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and Taylor (2021) study the problem of designing algorithms with linear dynamics which maximize
their worst-case performance on convex optimization problems. These paper show that this particu-
lar meta-optimization problem can be reduced to a semi-definite program which admits approximate
solutions in certain simple cases. Taking a more applied perspective, Mitsos et al. (2018) consider
automatic optimization algorithm generation by training a parametric algorithm over curated exam-
ples. Wichrowska et al. (2017) take a similar approach where algorithms are parametrized by neural
networks whose weights are learned by training on a fixed corpus of problems. Hyper-parameter
tuning methods such as in Lorraine and Duvenaud (2018), which search for optima in the set of al-
gorithm hyper-parameters, can also be interpreted as trying to solve a finite-dimensional version of
the meta-optimization problem. We also mention Li et al. (2018), who propose a continuous-time al-
gorithm tailored to continuous-depth feedforward networks inspired by optimal control techniques.

1.2. Notation, Definitions and Conventions

For a Banach space Y , the dual space Y∗ represents the space of continuous linear functionals on
Y . We say that {yi}i∈N ⊂ Y converges weakly to y∞ ∈ Y , which we denote as yi ⇀ y∞, if
`(yi) → `(y∞) for all ` ∈ Y∗. For a convex function g : X → R we define its convex dual
g∗ : X ∗ → R as g∗(p) = supx∈X {p(x) − f(x)}. For a convex and differentiable function g and
points x, y ∈ X we define the Bregman divergence as Dg(x, y) = g(x) − g(y) − 〈∇g(y), x − y〉
which is non-negative due to the convexity of g. For functions g, h and µ > 0, we say that a function
g is µ-relatively-convex with respect to h if g − µh is convex. Conversely, for L > 0, we say that g
is L-relatively-smooth with respect to h if Lh− g is convex. We say that a function g : X → R is a
positive-definite quadratic function if there exists a symmetric bi-linear form L : X ×X → R such
that g(x) = L(x, x) and L(x, y) > 0 for all 0 6= x, y ∈ X .

Consider the functional F : U → R on a non-empty open subset U of a Banach space
X . The Gâteaux derivative of F at x ∈ U in the direction dx ∈ X is the limit F ′(x)(dx) =

limε→0
F (x+εdx)−F (x)

ε , which can be interpreted as a directional derivative. We refer the reader
to (Ekeland and Temam, 1999, §5.2) for more in-depth coverage of the topic and its role in smooth
convex and variational analysis.

We say a function g : X → R is locally Lipschitz continuous if for every x ∈ X , there exists
a compact set K with non-empty interior and LK > 0 such that x ∈ K ⊂ X and |g(y) − g(z)| ≤
LK‖y − z‖ for all y, z ∈ K. For any locally Lipschitz function g, we define the Clarke directional
derivative at x ∈ X in a direction v ∈ X as g◦(x; v) = lim supy→x, t↓0

f(y+tv)−f(y)
t and the

generalized gradient as the set ∂g(x) = {ζ : g◦(x; v) ≥ 〈ζ, v〉}. If g is convex then this definition
coincides with its subgradient, if g is differentiable then ∂g(x) is a singleton containing the classical
gradient, and if x is a minimum of g then 0 ∈ ∂g(x). We point the interested reader to Ferrera
(2013), which covers these and other concepts of non-smooth analysis in full detail.

All proofs for theorems, lemmas and corollaries found throughout the paper are relegated to the
paper’s appendix. As a rule of thumb, all numbered assumptions found within the text are assumed
to hold for the remainder of the paper, any other additional assumptions will be explicitly stated in
the theorems, lemmas and corollaries that require them.
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2. Existence and Time-Consistency

We begin by demonstrating the existence of regret optimal algorithms for a finite time horizon
T ∈ N, which we show are guaranteed to exist under the mild conditions put forth in Assumptions 1
and 2.

Theorem 1 For all x ∈ X and T ∈ N, the set of minima, PTx , is non-empty.

Although the control problem (3) enjoys increased analytical tractability when T < ∞, we are
also interested in the case when T = ∞ since the latter admits solutions which are invariant to
the iteration number, t. In order to precisely characterize the relationship between the solutions in
the finite and infinite-horizon regimes in Theorem 4, we must first introduce additional notions of
regularity on the set of algorithms. For this reason, for each α ≥ 0, we introduce the set of α-stable
algorithms, which we define as

A∞:α
x :=

{
x ∈ XN : x0 = x and

∑
u∈N u

α‖∆xu‖p <∞
}
,

where p > 0 is the value found in Assumption 2. This set can be loosely interpreted as the set
of x ∈ A∞x for which the increments ‖∆xt‖p asymptotically decay to zero at a rate O(t−(1+α)).
We also note that the definition above clearly implies that A∞:α1

x ⊂ A∞:α0
x ⊂ A∞x for any 0 ≤

α0 ≤ α1. Following the above definition, we also define the corresponding optimization problem
P∞:α
x := argminx∈A∞:α

x
R∞(x). In the theorem that follows, we show that the infinite horizon

control problem is well-posed and admits solutions.

Theorem 2 Let x ∈ X , and α ≥ 0, then P∞:α
x is non-empty. In the case where α = 0, we have

that P∞x = P∞:0
x , and hence, P∞x is also non-empty. Lastly, all solutions x ∈ P∞:α

x ∪ P∞x exhibit
finite regret, so thatR∞(x) <∞.

Corollary 3 For any x ∈ P∞:α
x or x ∈ P∞x we have that f(xt) − f? + φ(∆xt) = o(1). If this

sequence is monotone, then we also have that f(xt)− f? + φ(∆xt) = o(1
t ).

One important consequence of Theorem 2 and Lemma 36 is that regret-optimal algorithms x ∈
P∞:α
x or x ∈ P∞x must exhibit finite regret, and hence form non-trivial solutions. Moreover,

Corollary 3 also shows that these algorithms always satisfy f(xt) → f?, with an asymptotic upper
bound on their rate of convergence, provided that {f(xt)}t∈N is monotone decreasing. Another
consequence is that we have the equivalence between the constrained (P∞:0

x ) and unconstrained
(P∞x ) solution sets in the T = ∞ regime, yielding the regularity property that

∑∞
t=0 ‖∆xt‖p < ∞

for any x ∈ P∞x . Regret-optimal algorithms also exhibit a time-consistency property across their
horizon, T , which we present in the next theorem.

Theorem 4 Let x ∈ X . An algorithm belongs to P∞:α
x if and only if there exists a sequence

{xn}n∈N such that xn ∈ Pnx and a subsequence {xnk}k∈N satisfying one of the following condi-
tions.

1. If α = 0, then xnk ⇀ x∞ in the weak topology of A∞:0
x .

2. If α > 0, then limk→∞
∑∞

t=1 ‖x
nk
t − x∞t ‖p = 0.
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Hence, Theorem 4 shows that solutions to the infinite horizon control problem can be represented
as the limit of solutions in PTx , providing another avenue for computation in the T = ∞ regime.
Moreover, we find that the required stability level α dictates the mode of convergence, where we
recall that by Theorem 2, since P∞:0 = P∞, the statement of Theorem 4-2 holds for the un-
constrained problem as well.

3. Optimal Dynamics

A natural object of study in the context of optimal control are first-order optimality criteria for
critical points of an objective. In the following section, we carry out the analysis of critical points
for the regret optimization problem posed in Section 1. In order to carry out this analysis, however,
we require smoothness of the control problem. As such, the focus of the remainder of the paper will
be the optimization of smooth objectives.

Assumption 3 Assume that the following assumptions hold for the remainder of the paper.

1. f is everywhere differentiable.

2. φ is Legendre convex. That is, φ is everywhere finite, strictly convex, differentiable and satis-
fies the super-coercivity condition that lim‖x‖→∞ ‖∇φ(x)‖ =∞.

Recall that the Legendre convexity condition in Assumption 3 ensures that both φ and φ∗ are strictly
convex, differentiable and satisfy the property∇φ∗(∇φ(x)) = x for all x ∈ X . We refer interested
readers to (Rockafellar, 1970, Section 26) for more information on Legendre convex functions and
their properties.

We begin our analysis of critical points by computing the Gâteaux derivative of RT (x) over
ATx . Letting the derivative vanish, we find that the dynamics of critical points must satisfy a very
specific structure which we present below.

Theorem 5 For T ∈ N∪{∞} and x ∈ ATx , consider the linear functionalR′ ∈ (ATx )∗ defined by

R′T (x)(δx) =
T∑
t=1

〈∇φ(∆xt−1)−∇φ(∆xt) +∇f(xt) , δxt−1〉 . (4)

If T ∈ N,R′T is the Gâteaux derivative ofRT (x) over ATx .

Theorem 6 For any T ∈ N ∪ {∞}, define P̂Tx ⊆ ATx as the set of algorithms x ∈ ATx which
satisfy the difference equation

∇φ(∆xt)−∇φ(∆xt−1) = ∇f(xt) ∀t ≤ T . (5)

For T <∞ we have the two properties that

i. P̂Tx is precisely the set of critical points ofRT , and hence P̂Tx ⊇ PTx .

ii. Let x ∈ P̂Tx , and for h ∈ N, define the truncation x→h = {xu+h}u≥t. If T ∈ N, then for any
0 ≤ t < T we have the recursive property that x→t ∈ P̂T−txt .
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Theorem 6 therefore provides a characterization of critical points of RT in terms of the difference
equation (5). Readers familiar with optimal control theory can also interpret (5) as the weak Pon-
tryagin maximum principle3 for the control problem (3), where ∇φ(∆xt) fills the role of what is
known as the co-state process in optimal control and momentum in (discrete) classical mechanics.

Writing the explicit solution to the dynamics (5), we obtain that x ∈ P̂T satisfies

∇φ(∆xt) = −
T∑

u=t+1

∇f(xu) ,

which can be loosely interpreted as implying that the dynamics of x ∈ PT are decelerating when
T ∈ N, since the number of items within the sum shrinks at each iteration. It also happens that the
optimality dynamics (5) admit another important interpretation in relation to the value function. We
present the results relevant to this representation below.

Theorem 7 For T ∈ N ∪ {∞}, define the value function x 7→ JT (x) := miny∈ATx RT (y) over
x ∈ X . We assume one of the following.

1. If T <∞, assume that for each 0 < t ≤ T , J t is locally Lipschitz-continuous.

2. If T =∞, assume that J∞ is locally Lipschitz-continuous.

Denoting ∂JT (x) as the Clarke generalized gradient of JT , for any x ∈ PT and t < T we have
that

−∇φ(xt+1 − xt) ∈ ∂JT−t(xt) , and

∂JT−t(xt) ⊆ ∂JT−(t+1)(xt+1) +∇f(xt+1) .
(6)

Hence, if T =∞, it is easy to see that under the assumptions of Theorem 7, equation (6) implies
that any x ∈ P∞ will satisfy the optimality dynamics of Theorem 6 (eq. (5)). Therefore, we have
a result analogous to Theorem 6-1 that P̂∞ ⊇ P∞, and hence the dynamics of equation 5 are a
necessary condition for optimality in the T =∞ regime.

In order to better understand Theorem (7), we remark that since φ is Legendre convex, under
the assumptions of Theorem (7) we have the representation

xt+1 = xt −∇φ̃∗(νt) where νt ∈ ∂JT−t(xt) , (7)

for the iterates of x ∈ P̂Tx , where we define φ̃(x) = φ(−x). We can therefore interpret x ∈
P̂T as performing a variant of gradient descent on the generalized gradient of JT−t(x). More
specifically, this variant of gradient descent happens to generalize dual-preconditioned gradient
descent (Maddison et al., 2019, Algorithm 1.1). This interpretation will be particularly important in
obtaining convergence bounds in Section 4, where their connection becomes more clear.

In the case where T = ∞, Theorem 7 also implies that any x ∈ P∞x admits a map ν : X →
∂J∞(X ) ⊆ X such that

xt+1 = xt −∇φ̃∗(ν(xt)) and ν(xt) = ν(xt+1) +∇f(xt+1) (8)

for all t ∈ N. Hence the dynamics of such an x ∈ P∞ can be uniquely represented by a vector field
ν which is independent of the iteration number t.

3. We point interested readers to Blot and Hayek (2014) for detailed information on the strong and weak Pontryagin
Maximum principle and their role in optimal control.
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4. Convex Optimization

Over the course of this section, we study the regret optimization problem in the case where f is
convex. In particular, we will focus on the convergence of asymptotically regret-optimal algorithms
x ∈ P∞x to solutions of the optimization problem on f . We begin by establishing some essential
convexity properties of the control problem that arise as a result.

Lemma 8 Assume that f is convex. Then for all T ∈ N ∪ {∞}, RT (x) is a strictly convex
functional of ATx and hence, PTx is a non-empty singleton and PTx = P̂Tx .

Lemma 8 therefore implies that the optimality dynamics of Theorem 6 or 7 are both necessary
and sufficient conditions of optimality in the context of a convex control problem. Hence, any
x ∈ ATx satisfying these dynamics is guaranteed to be the unique solution to the regret minimization
control problem.

The assumption that f is convex also has numerous consequences in terms of the convergence
rates of regret-optimal algorithms. We study these from the perspective of the value function
JT (x) := minx∈ATx RT (x). We note here that for each x ∈ X , Lemma 8 states that there is a
unique x ∈ PTx such that JT (x) = RT (x). As is hinted to by Lemma 7 and the discussion that
follows, we will see that this function has an important connection with the optimality dynamics of
Theorem 6. Before delving directly into this analysis, however, we summarize some geometric and
topological facts on the value function in the convex setting.

Lemma 9 Assume that f is convex. Then for all T ∈ N ∪ {∞}, JT : X → R is a convex
and differentiable function. Moreover, we have that JT → J∞ and ∇JT → ∇J∞ uniformly on
compact sets.

Lemma 10 Let T ∈ N ∪ {∞} and assume that f is convex. If we define φ̃(x) := φ(−x) then for
all t < T the iterates of x ∈ PT satisfy

xt+1 = xt −∇φ̃∗(∇JT−t(xt)) (9)

as well as the recursion∇JT−t(xt) = ∇JT−t−1(xt+1) +∇f(xt+1).

Hence, Lemma 10 shows a much clearer relationship to dual-preconditioned gradient descent
(DPGD) of (Maddison et al., 2019, Algorithm 1.1). Indeed, the update rule of equation (9) corre-
sponds to a single step of DPGD applied for descent on the objective JT−t with preconditioner φ̃.
We note that the main difference lies in that we are performing descent on the value function rather
than the objective f . When T = ∞ it is easy to see that the descent is performed on J∞ at each
iteration t ∈ N.

Lemma 11 Assume that f is strictly convex and let φ̃(x) := φ(−x). Then for all T ∈ N ∪ {∞},

i. For T 6= 0 JT is Legendre convex and∇(JT )∗ = (∇JT )−1.

ii. Each JT has the unique minimum x? where minx∈X J
T (x) = 0.

iii. (JT )∗ is 1-relatively-convex with respect to φ̃∗. If φ is a symmetric positive-definite quadratic
function then JT is also 1-relatively-smooth with respect to φ.

8



OPTIMIZING OPTIMIZERS

Lemmas 9 and 11 demonstrate that the collection of value functions enjoy many regularity
properties in terms of boundedness, differentiability and curvature. In particular Lemma 9 shows
that JT inherits both the convexity and differentiability of f and φ. Moreover, the dynamics of
Lemma 10 along with the observation of Lemma 11 that f and J∞ share minima will be important
for the analysis in further sections, where we study the descent of x ∈ P∞ on J∞ and f .

Lemma 11-iii also has the important implication that the dual of JT satisfies a relative convexity
condition without any additional smoothness assumptions on f , which will prove crucial in the
convergence analysis. In fact, in the case of a quadratic φ, we show that these bounds are tightened
if f is also relatively smooth or convex, which we demonstrate in the following lemma.

Lemma 12 Assume that f is strictly convex, and φ is a symmetric positive-definite quadratic func-
tion. Define the function Ψ : R≥0 → [0, 1) as Ψ(x) := 1

2

(√
x2 + 4x− x

)
.

i. If f is λ-relatively smooth w.r.t. to φ, then J∞ is Ψ(λ)-relatively smooth w.r.t. φ.

ii. If f is µ-relatively convex w.r.t. φ, then J∞ is Ψ(µ)-relatively convex w.r.t. φ.

4.1. Convergence on Convex Objectives

Here, we provide bounds on the rate of convergence of regret optimal algorithms in the presence
of a convex objective f . In particular, we focus our analysis on the behaviour of asymptotically
regret-optimal algorithms x ∈ P∞x . The principal motivation behind the choice of T = ∞ is the
time-homogeneous nature of the algorithms implied by Lemma 10. We summarize the convergence
rates derived over the course of this section in Table 1.

f φ Potential Rate Reference

non-convex super-linear f(xt)− f? + φ(∆xt) o(1), o(1/t) Corr. 3
strictly conv. / λ-rel.-smooth Legendre conv. φ∗(

∑∞
u=t∇f(xu)) O(1/t) Thm. 13

strictly conv. / λ-rel.-smooth p.s.d. quadratic f(xt)− f? + φ(∆xt) O(1/t2) Thm. 15
µ-relatively-convex p.s.d. quadratic f(xt)− f? + φ(∆xt) O(e−ε t) Thm. 15

Table 1: Summary of the convergence rates on convex functions for asymptotically regret-optimal
algorithms x ∈ P∞x . We provide a reference to the exact statement with precise constants
in the right-most column.

In order to derive tighter rates of convergence for the class of asymptotically regret-optimal
algorithms we leverage the connection to dual-preconditioned gradient descent, described in the
discussion following Lemma 10. In what follows, we present a theorem establishing the rate of
convergence of a regret-optimal algorithm with respect to the value function in the case of a convex
loss.

Theorem 13 Assume that f is strictly convex, φ̃ is Legendre convex, and let x ∈ P∞x with the
associated value function J∞. Then we have the bound

φ̃∗ (∇J∞(xt)) ≤
J∞(x0)

t
. (10)
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Theorem 14 Assume that f is strictly convex, φ is Legendre convex, and let x ∈ P∞x with the
associated value function J∞. Let λ be the φ-relative-smoothness constant for J∞, then we have
that

J∞(xt) ≤
λφ(x0 − x?)

t
. (11)

Suppose, in addition that J∞ is µ-relatively-convex with respect to φ. Then we have that

J∞(xt) ≤ λ
(

1− 2µ

1 + µ

)t
φ(x0 − x?) . (12)

We note here that in the case where f is just convex, we have by Lemma 11-iii that λ = 1.
In the case where f is either relatively convex or smooth with respect to φ, we may obtain λ and
µ from Lemma 22 which further tightens the rate of convergence. Although the above theorems
concern the rate of convergence on the value function, J∞, these also imply rates of convergence
on the objective function f itself, as is shown in the following theorem.

Theorem 15 Suppose that the necessary conditions for equation (11) hold. Then

f(xt)− f? + φ(∆xt) ≤
2λφ(x0 − x?)

t2
, (13)

for all but finitely many t. If the necessary conditions for equation (12) hold, then

f(xt)− f? + φ(∆xt) ≤ λφ(x0 − x?)
(

1− 2 γ

1 + γ

)t+1

(14)

for all but finitely many t.

The bounds we provide over this section improve upon the general non-convex bound in Corol-
lary 3. Moreover, we show that with additional assumptions on the relative smoothness and relative
convexity of the objectives, we can further tighten these rates. In contrast to Corollary 3, we provide
exact constants on the rate of convergence. We also point out that the bounds in Table 1 happen to
coincide exactly with known lower bounds for the rate of convergence of gradient-based optimiza-
tion algorithms as shown in Nesterov (2003). In particular, the O(t−2) rate of equation (13) implies
that asymptotically-regret-optimal algorithms achieve rates of convergence on relatively-smooth ob-
jectives in the same class as the Nesterov accelerated gradient algorithm of Nesterov (1983) and its
variants.

Remark 16 Although the analysis over the course of this section is applied for deriving rates of
convergence for algorithms x ∈ P∞, very similar results can be derived for x ∈ PT with T < ∞
using the same techniques.

5. Learning Regret-Optimal Algorithms

For an asymptotically regret-optimal algorithm x ∈ P∞x , we turn to the problem of computing its
dynamics so that it can be applied to tangible optimization problems. We approach the problem by
taking the perspective of the optimal dynamics of Theorem 6. Although the optimal dynamics (5)
exhibit closed form solutions in the case of descent on a quadratic objective, as is presented in

10
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Appendix A, there are no such solutions available for general f . Hence, we turn to numerical
methods for the approximation of the optimal dynamics presented in equation (5).

Let us assume a vector field ν̂θ : X → X parametrized by θ ∈ Θ, for some vector space Θ. Our
approach will be to estimate the θ such ν̂θ approximately satisfies the necessary optimality criteria
of Theorem 7. Hence, we define the loss function

L(θ;x) =
∥∥∥ν̂θ(x)− ν̂θ(ŷθ(x))−∇f(ŷθ(x))

∥∥∥2
(15)

where ŷθ(x) = x−∇φ̃∗(ν̂θ(x)) , (16)

which is obtained by taking the squared norm of the difference between both sides of the second
line of equation (8). Just as Q-learning serves as a method for approximating a function which
satisfies the Bellman equation, one can interpret minimizing (15) as identifying a vector field which
approximately satisfies the Pontryagin Maximum Principle. The loss function (15) also admits a
more direct interpretation in connection with the Gâteaux derivative of the regret, which is presented
in the following lemma.

Lemma 17 Let xθ ∈ A∞ be the algorithm induced by the vector field ν̂θ according to equa-
tion (16) and letR′T be the Gâteaux derivative ofRT . Then we have that

T∑
t=1

L(θ;xθt−1) =
∥∥∥R′T (xθ)

∥∥∥2

2,∗
, (17)

where ‖ · ‖2,∗ is the dual norm with respect to the norm on A∞ defined by ‖x‖22 =
∑

t∈N ‖xt‖2.

Hence, we may loosely interpret minimizing L̄∞(θ) =
∑

t∈N L(θ;xθt−1) as minimizing the norm
of the Gâteaux derivative ofR∞, and drawing xθ closer to a critical point ofR∞.

In order to minimize L̄∞, we rely on online gradient descent or an equivalent algorithm to
minimize the online loss function L(θt, xt−1) at each iteration. We note that each evaluation of
L(θt, xt) requires an evaluation of the gradient of f . In order to reduce the number of gradient
evaluations, we consider the following approximation to L

L̂t(θ) =
∥∥∥ν̂θ(xt)− ν̂θ(ŷθ(xt))−∇f(ŷθt−1(xt))

∥∥∥2
, (18)

in which we “freeze” θ in the expression ∇f(yθ) within the above equation. We summarize these
ideas in the Algorithm 1, which aims at minimizing L̄∞(θ) in an online manner.

In Algorithm 1, we assume that the optimization routine within the inner-loop can be computed
quickly and with a small memory footprint. To achieve this, one can ensure that dim(Θ)� dim(X )
so that gradients of ν̂θ can be computed cheaply. Moreover, at each iteration, the optimization
routine does not need to fully optimize Lt and can be replaced by a single iteration of gradient
descent. As long as the inner optimization loop can be ensured to be fast, Algorithm 1 can serve as a
viable option to adaptive optimization algorithms and can be applied to a wide range of optimization
problems, regardless of the size of dim(X ).

11
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Algorithm 1: Online Regret Meta-Optimization

input : x0 ∈ X , T ∈ N, ∇φ∗, θ0, ν̂θ

for t ← 0 to T − 1 do
ŷt ← xt −∇φ∗( ν̂θt(xt) ) // Compute ‘‘test’’ point for gradient evaluation.

θt+1 ← Optimize( L̂t(θ) ) // Update θ estimate.

xt+1 ← xt −∇φ∗( ν̂θt+1(xt) ) // Step forward with new estimate.

end
return xT

5.1. Auto-Tuning Gradient Descent with Momentum

We present a simple numerical example for Algorithm 1, which we test on some basic optimization
objectives. We choose to implement Algorithm 1 using a simple two-parameter model of the form

ν̂θt = α∇f( yt−1 ) + β ν̂θt−1 ,

where θ = {α, β} and we assume that α, β > 0 and where ∇f( yt−1 ) is the last gradient that
has been evaluated. We can interpret this model as a parametrized version of gradient descent with
momentum, where α, β control the weights on the gradient and momentum, respectively. We use
a single step of gradient descent as the optimization routine for the algorithm. We note that with
this formulation, the entire inner-loop optimization routine uses a single gradient computed once
per outer-loop iteration so that the gradient complexity scales only with T and not with the number
of inner-loop steps.
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Figure 1: Rescaled Rosenbrock Objective. We include (left to right) a plot of the loss function
value over each iteration and the evolution of the hyperparameters, θ = {α, β}, of Algo-
rithm 1.

We compare the performance of the resulting online algorithm with gradient descent and Nes-
terov accelerated gradient descent, each with fixed hyperparameters. We use Algorithm 1 with
φ(x) = γ−1

2 ‖x‖
2, where γ > 0 is the learning rate. We set the learning rates to be the same value

for all algorithms that are compared. In order to optimize in the inner-loop of Algorithm 1, we run

12



OPTIMIZING OPTIMIZERS

0 50 100 150 200 250 300

Iteration - t

103

104

105

106

107
Lo

ss
V

al
ue

-
f(

x t
)

Gradient Descent
Nesterov Acc. GD
Meta-Opt. GD

0 50 100 150 200 250 300

Iteration - t

0.80

0.85

0.90

0.95

1.00
α

β

Figure 2: 212-Dimensional Quadratic Objective. We include (left to right) a plot of the loss value
over each iteration and the evolution of the algorithm hyperparameters, θ.

10 steps of gradient descent with a learning rate of 10−4. We apply each algorithm on two types
of examples, first on a rescaled Rosenbrock function4 on R2, with results displayed in Figure 1 and
second on a randomly generated symmetric positive-definite quadratic objective on R212 with re-
sults displayed in Figure 2. These examples serve as a proof of concept and show that Algorithm 1
works comparatively well to two other well-known optimization algorithms on toy problems.

6. Discussion

Over the course of this paper, we characterize the existence and properties of regret optimal al-
gorithms in a wide range of common optimization settings. One shortcoming of our approach,
however, is that we do not restrict the measurability of algorithms in the minimization of regret.
In light of this fact, it is interesting that we recover in Table 1 bounds that look quite similar to
optimal convergence bounds for gradient-based optimization algorithms, in particular the O(t−2)
bound that is known to hold for “accelerated” algorithms. A more in depth analysis of these rates
and comparison to known lower bounds would also be very interesting.

This paper presents new perspectives on optimization which deserve to be further explored. An
interesting potential avenue of research would be the extension of this framework towards stochas-
tic optimization. Another direction would be to see how commonly used optimization algorithms
fall within this framework, and to determine whether they satisfy regret optimality in an exact or
approximate sense.
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Scientific Publishers, Warsaw, 1968.

Laurent Lessard, Benjamin Recht, and Andrew Packard. Analysis and design of optimization algo-
rithms via integral quadratic constraints. SIAM Journal on Optimization, 26(1):57–95, 2016.

Qianxiao Li, Long Chen, Cheng Tai, and Weinan E. Maximum principle based algorithms for deep
learning. Journal of Machine Learning Research, 18(165):1–29, 2018. URL http://jmlr.
org/papers/v18/17-653.html.

Jonathan Lorraine and David Duvenaud. Stochastic hyperparameter optimization through hyper-
networks. arXiv preprint arXiv:1802.09419, 2018.

Chris J Maddison, Daniel Paulin, Yee Whye Teh, and Arnaud Doucet. Dual space preconditioning
for gradient descent. arXiv preprint arXiv:1902.02257, 2019.

Alexander Mitsos, Jaromił Najman, and Ioannis G Kevrekidis. Optimal deterministic algorithm
generation. Journal of Global Optimization, 71(4):891–913, 2018.

Michael Muehlebach and Michael I Jordan. Optimization with momentum: Dynamical, control-
theoretic, and symplectic perspectives. arXiv preprint arXiv:2002.12493, 2020.

James R. Munkres. Topology, 2000. Second edition of [ MR0464128].

Yurii Nesterov. A method for unconstrained convex minimization problem with the rate of conver-
gence o (1/kˆ 2). In Doklady AN USSR, volume 269, pages 543–547, 1983.

Yurii Nesterov. Introductory lectures on convex optimization: A basic course, volume 87. Springer
Science & Business Media, 2003.

R. Tyrell Rockafellar. Convex Analysis. Princeton University Press, 1970. ISBN 9780691015866.
URL http://www.jstor.org/stable/j.ctt14bs1ff.

HoHo Rosenbrock. An automatic method for finding the greatest or least value of a function. The
Computer Journal, 3(3):175–184, 1960.

15

http://jmlr.org/papers/v18/17-653.html
http://jmlr.org/papers/v18/17-653.html
http://www.jstor.org/stable/j.ctt14bs1ff


CASGRAIN KRATSIOS

Bin Shi, Simon S Du, Weijie Su, and Michael I Jordan. Acceleration via symplectic discretization
of high-resolution differential equations. In Advances in Neural Information Processing Systems,
pages 5744–5752, 2019.

Adrien Taylor and Yoel Drori. An optimal gradient method for smooth strongly convex minimiza-
tion, 2021.

Adrien Taylor, Julien Hendrickx, and François Glineur. Smooth strongly convex interpolation and
exact worst-case performance of first-order methods. Mathematical Programming, 161(1):307–
345, 01 2017. ISSN 1436-4646.

L. Tonelli. Opere scelte. Vol. II: Calcolo delle variazioni. Edizioni Cremonese, 1961.

Andre Wibisono, Ashia C Wilson, and Michael I Jordan. A variational perspective on accelerated
methods in optimization. Proceedings of the National Academy of Sciences, 113(47):E7351–
E7358, 2016.

Olga Wichrowska, Niru Maheswaranathan, Matthew W Hoffman, Sergio Gómez Colmenarejo,
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Appendix A. Regret-Optimal Dynamics on Quadratic Objectives

Lemma 18 (Descent on Quadratic Functions) Assume that there exist A,C ∈ Sd++ and b ∈ Rd
such that

∇f(x) = A (x− b) and φ(z) =
1

2
zᵀCz .

If there exists a matrix Φ̃ ∈ Sd++ such that

Φ̃−1 = C−1 + (A+ Φ̃)−1 ,

then we have that
∆xt = −C−1Φ1 (xt − b) ,

for all t ∈ N.

Proof First note that under the assumptions of the theorem, we have that there exists a constant
c such that f(x) = c + 1

2(x − b)ᵀA(x − b), demonstrating that f convex function. Moreover, if
x ∈ P∞, we also have by Lemma 21 that

(J∞)∗(p) = φ∗(p) + (f + J∞)∗(p) , (19)

where, by a simple computation, we have that φ∗(p) = 1
2p

ᵀC−1p. Moreover, we note that without
loss of generality, we may consider the case where b = 0 since we may simply use the domain
transformation x 7→ x+ b.

Now, assume that there exists Φ̃ ∈ Sd++ such that∇J∞(x) = Φ̃x. Differentiating equation (19)
and noting that the linearity of the gradients of J∞ and f imply that∇(f+J∞)∗(p) = (A+Φ̃)−1p,
we get that

Φ̃−1p = C−1p+ (A+ Φ̃)−1p ,

which must hold for all p ∈ X . Hence, if there exists Φ ∈ Sd++ such that

Φ̃−1 = C−1 + (A+ Φ̃)−1 ,

noting that ∆xt = −C−1∇J∞(x), we find that the statement of the theorem must hold.
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Appendix B. Auxiliary Results

B.1. Dynamic Programming Principles

Lemma 19 (Dynamic Programming Principle, T <∞) Suppose that Assumptions 1 and 2 hold.
If for any T ∈ N we define the value function JT (x) = minx∈ATx RT (x), then for each t, T ∈ N,
the iterates of x satisfy

JT (xt) = min
y∈X
{φ(y − xt) + f(y)− f? + JT−1(y)} ,

where xt+1 ∈ argminy∈X {φ(y − xt) + f(y) − f? + JT−1(y)}. Moreover, for each 0 < h < T ,
defining the shifted sequence x→h such that x→h = {yt+h}∞t=0, we have that x→h ∈ PT−hxh

.

Proof We assume without loss of generality that f? = 0. We first note that by Theorem 1, we
have that PTx 6= ∅ for all T ∈ N and x ∈ X . Moreover, by the definition of PTx , we also have that
JT (x) = RT (x) <∞ for any x ∈ PTx .

Recursively expandingRT , we find that for any y ∈ AT such thatRT (y) <∞ and 0 ≤ h ≤ T ,
we have that

RT (y) = Rh(y) +RT−h(y→h) ,

where y→h is the shifted sequence y→h = {yt+h}ht=0. The above recursion also includes the special
case that

RT (y) = φ(y1 − y0) + f(y1) +RT−1(y→1) . (20)

Now we show that x ∈ PTx ⇒ x→1 ∈ PT−1
x1 . Assume the converse that x→1 /∈ PT−1

x1 (i.e.
thatRT−1(x→1) > JT−1(x1) ). Applying (20) we have that

JT (x) = RT (x)

= φ(x1 − x0) + f(x1) +RT−1(x→1)

> φ(x1 − x0) + f(x1) + JT−1(x1) .

But, defining a control y ∈ ATx such that y0 = x1 and y→1 ∈ PT−1
x , we have that by the definition

of x ∈ PT−1
x ,

JT (x) ≤ RT (y)

= φ(x1 − x0) + f(x1) +RT−1(y→1)

= φ(x1 − x0) + f(x1) + JT−1(x1) ,

which is a contradiction. Hence, we find that x→1 ∈ PT−1
x1 and

JT (x0) = φ(x1 − x0) + f(x1) + JT−1(x1) , (21)

for all x ∈ PTx and x ∈ X . By induction on h, we also note that x→1 ∈ PT−1
x1 also implies that

x→h ∈ PT−hxh
for 0 < h < T .

Now suppose that for x ∈ PTx , we have that x1 /∈ Bx = argminy∈X {φ(y − x0) + f(y) +

JT−1(y)}. Then by (21), there exists y ∈ X such that

φ(y − x0) + f(y) + JT−1(y) < φ(x1 − x0) + f(x1) + JT−1(x1) = JT (x0) .
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Conversely, defining y ∈ ATx such that y→1 ∈ PT−1
y , we have that by the definition of J∞ that

JT (x) ≤ R(y)

= φ(y − x) + f(y) +RT−1(y→1)

= φ(y − x) + f(y) + JT−1(y) ,

which is again a contradiction, and hence x1 ∈ argminy∈X {φ(y − x0) + f(y) + JT−1(y)}. Com-
bining this result with (21), and noting that t is arbitrary we therefore conclude the proof.

Lemma 20 (Dynamic Programming Principle, T =∞) Suppose that P∞x is non-empty ∀x ∈ X
and that Assumptions 1 and 2 hold. If we define the value function J∞(x) = minx∈A∞x R∞(x),
then for each t, the iterates of x satisfy

J∞(xt) = min
y∈X
{φ(y − xt) + f(y)− f? + J∞(y)} ,

where xt+1 ∈ argminy∈X {φ(y − xt) + f(y)− f? + J∞(y)}. Moreover, for each T ∈ N, defining
the shifted sequence x→h such that x→h = {yt+h}∞t=0, we have that x→h ∈ P∞xh .

Proof We assume without loss of generality that f? = 0. We first note that by Theorem 2, we
have that 0 ≤ J∞(x) < ∞ for all x ∈ X . Moreover, by the definition of P∞x , we also have that
J∞(x) = R∞(x) for any x ∈ P∞x . The remainder of the proof resembles closely the proof of
Lemma 19.

Recursively expanding R∞, we find that for any y ∈ A∞ such that R∞(y) < ∞ and h > 0,
we have that

R∞(y) = Rh(y) +R∞(y→h) ,

where y→h is the shifted sequence y→h = {yt+T }ht=0. The above recursion also includes the
special case that

R∞(y) = φ(y1 − y0) + f(y1) +R∞(y→1) . (22)

Now we show that x ∈ P∞x ⇒ x→1 ∈ P∞x1 . Assume the converse that x→1 /∈ P∞x1 (i.e. that
R∞(x→1) > J∞(x1) ). Applying (22) we have that

J∞(x) = R∞(x)

= φ(x1 − x0) + f(x1) +R∞(x→1)

> φ(x1 − x0) + f(x1) + J∞(x1) .

But, defining a control y ∈ A∞x such that y0 = x1 and y→1 ∈ P∞x , we have that by the definition
of x ∈ P∞x ,

J∞(x) ≤ R∞(y)

= φ(x1 − x0) + f(x1) +R∞(y→1)

= φ(x1 − x0) + f(x1) + J∞(x1) ,

which is a contradiction. Hence, we find that x→1 ∈ P∞x1 and

J∞(x0) = φ(x1 − x0) + f(x1) + J∞(x1) , (23)
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for all x ∈ P∞x and x ∈ X . By induction on h, we also note that x→1 ∈ P∞x1 also implies that
x→h ∈ P∞xh for any h ∈ N.

Now suppose that for x ∈ P∞x , we have that x1 /∈ Bx = argminy∈X {φ(y − x0) + f(y) +
J∞(y)}. Then by (23), there exists y ∈ X such that

φ(y − x0) + f(y) + J∞(y) < φ(x1 − x0) + f(x1) + J∞(x1) = J∞(x0) .

Conversely, defining y ∈ A∞x such that y→1 ∈ P∞y , we have that by the definition of J∞ that

J∞(x) ≤ R(y)

= φ(y − x) + f(y) +R∞(y→1)

= φ(y − x) + f(y) + J∞(y) ,

which is again a contradiction, and hence x1 ∈ argminy∈X {φ(y−x0)+f(y)+J∞(y)}. Combining
this result with (23), and noting that t is arbitrary we therefore conclude the proof.

B.2. Convex Analysis Results

This section compiles some auxiliary results from convex analysis which are needed in the proofs of
the main theorems below. In all proofs within this subsection, we assume without loss of generality
that f? = 0, since we may simply consider the objective f̃(x) = f(x) − f? which satisfies this
property.

Lemma 21 Let Assumptions 1, 2 and 3 hold and assume that f is strictly convex. Assume that for
any x, y ∈ X and T ∈ N ∪ {∞}, define the dual points q = ∇JT (x) and p = ∇JT (y) as well as
the function φ̃(x) := φ(−x). We therefore have that

D(JT )∗(q, p) = Dφ̃∗ (q, p) +D(JT−1+f)∗(q, p) , (24)

as well as the recursion
(JT )∗(q) = φ̃∗(q) + (JT−1 + f)∗(q) . (25)

Proof Recall that Lemma 9 implies that JT is convex and differentiable for all T ∈ N under the
assumptions of the theorem. Recalling the recursive properties of∇JT (x) and JT (x) (Lemma 10),
for x, y ∈ X and x ∈ PTx and y ∈ PTy , we compute

DJT (x, y)
(a)
= JT (x0)− JT (y0)− 〈∇JT (y), x0 − y0〉
(b)
= {JT−1(x1) + f(x1)− JT−1(y1)− f(y1)− 〈∇JT−1(y1) +∇f(y1), x1 − y1〉}

+ {φ(∆x0)− φ(∆y0)− 〈∇JT (y), (x1 − x0)− (y1 − y0)〉}
(c)
= DJT−1+f (x1, y1) + {φ(∆x0)− φ(∆y0) + 〈∇JT (y0), (x1 − x0)− (y1 − y0)〉}
(d)
= DJT−1+f (x1, y1) + {φ(∆x0)− φ(∆y0)− 〈∇φ(∆y0), (x1 − x0)− (y1 − y0)〉}
(e)
= DJT−1+f (x1, y1) +Dφ(∆x0,∆y0) , (26)
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where (a) follows from the definition of the Bregman Divergence, where (b) follows from the re-
cursive expansion JT (x0) = f(x1) + φ(∆x0) + JT−1(x1) and ∇JT (x0) = ∇(JT−1 + f)(x1),
where (c) follows from the definition of the Bregman divergence applied to the left-most curly
braces, where (d) follows from the identity ∇JT (x0) = −∇φ(∆x0) = ∇φ̃(−∆x0) obtained from
Lemma 10, and where (e) again follows from the definition of the Bregman divergence.

Now, recall the property of the Bregman divergence that

Dg(x, y) = Dg∗(∇g(y),∇g(x)) (27)

for convex and differentiable g and g∗. Since f is strictly convex and differentiable and JT−1 is
convex and differentiable, JT−1 + f is strictly convex and differentiable. Hence by (Rockafellar,
1970, Theorem 26.3) (JT−1 + f)∗ is also differentiable and strictly convex, so we have we have

DJT−1+f (x1, y1) = D(JT−1+f)∗(∇(JT−1 + f)(x1),∇(JT−1 + f)(y1))

= D(JT−1+f)∗(∇JT (x0),∇JT (y0)) ,

where in the second line, we use the recursive property that ∇JT (x0) = ∇JT−1(x1) + ∇f(x1)
from Lemma 10. Applying (27) and that∇JT (x0) = ∇φ̃(−∆x0), we get

Dφ(∆x0,∆y0) = Dφ̃∗

(
∇JT (y0),∇JT (x0)

)
.

Combining these results with equations (26) and (27), we obtain

D(JT )∗(∇JT (y),∇JT (y)) = Dφ̃∗

(
∇JT (y0),∇JT (x0)

)
+D(JT−1+f)∗(∇JT (x0),∇JT (y0)) ,

and hence, letting p = ∇JT (x) and q = ∇JT (y), we have

D(JT )∗(q, p) = Dφ̃∗ (q, p) +D(JT−1+f)∗(q, p) .

Letting p = 0 = ∇JT (x?) in the above, we obtain the second result.

Lemma 22 (Bregman Relative Duality) Consider a convex, differentiable function g : X → R.
If φ is a symmetric positive-definite quadratic function on X , then

i. If g is λ-relatively-smooth with respect to φ, then g∗ is 1
λ -relatively-convex with respect to φ∗.

ii. If g is µ-relatively-convex with respect to φ, then g∗ is 1
µ -relatively-smooth with respect to φ∗.

Proof We first note that i and ii are identical statements, where we obtain the other by interchanging
g and g∗. Hence, we only show the proof of i.

We begin by establishing a few results regarding φ. First, since φ is symmetric positive-definite
and quadratic, there exists a norm ‖ · ‖0 on x such that φ(x) = 1

2‖x‖
2
0. This fact is easy to verify by

setting ‖ · ‖0 =
√

2φ(x), and verifying that this satisfies the necessary conditions of a norm. Next,
it is also easy to verify (either by simple computation or see (Boyd et al., 2004, Example 3.27)) that
φ∗(p) = 1

2‖p‖
2
0,∗, where ‖ · ‖0,∗ represents the dual norm of ‖ · ‖0.

Since φ is quadratic, we also have that Dφ(x, y) = 1
2‖x − y‖

2
0, and therefore the definition of

relative smoothness and strong smoothness with respect to ‖ · ‖0 of (Kakade et al., 2009, Definition
5) coincide. Hence, g is λ-strongly-smooth with respect to the norm ‖ · ‖0. Applying (Kakade et al.,
2009, Theorem 6), we obtain that g∗ must be 1

λ -strongly-convex with respect to the norm ‖ · ‖0,∗,
and hence g∗ is 1

λ -relatively-convex with respect to φ∗, yielding the desired result.
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B.3. Descent Lemmas

Theorem 23 (Primal Descent Lemma) Let Assumptions 1, 2 and 3 hold, and let f be strictly
convex. For T ∈ N∪{∞}, let x ∈ PTx and assume that φ is a symmetric positive-definite quadratic
function on X , and that JT is 1-relatively-smooth with respect to φ. For 0 ≤ t ≤ T − 1, we have

1. For all y ∈ D, JT (xt+1)− JT (y) ≤ −DJT (y , xt) +Dφ(y , xt)−Dφ(y , xt+1),

from which it follows that

2. JT (xt+1)− JT (xt) ≤ −Dφ(xt , xt+1), and

3. DJT (xt+1 , x
?) ≤ −DJT (x? , xt) +Dφ(x? , xt)−Dφ(x? , xt+1).

Proof We first note that by Lemma 11, the assumptions of the theorem guarantee that JT is Legen-
dre convex. We first note that since φ is quadratic, we have the properties that φ(x) = φ(−x). Due
to the assumed linearity of∇φ, we find that the update rule for x ∈ PTt,x can be expressed as

∇φ (xt+1 − xt) = ∇φ (xt+1)−∇φ (xt+1)

= −∇JT (xt) ,

where the second equality holds due to the linearity of ∇φ. It is then easy to verify that this update
rule can also be expressed as the proximal update rule

xt+1 = arg min
z

{
〈∇JT (xt) , z − xt〉+Dφ (z , xt)

}
(28)

which for any z ∈ D satisfies the proximal inequality

〈∇JT (xt) , z−xt〉+Dφ (z , xt) ≥ 〈∇JT (xt) , xt+1−xt〉+Dφ (xt+1 , xt)+Dφ (z , xt+1) . (29)

Hence, we have that

JT (xt+1)
(a)
≤ JT (xt) + 〈∇JT (xt) , xt+1 − xt〉+Dφ(xt+1 , xt)

(b)
≤ JT (xt) + 〈∇JT (xt) , x− xt〉+Dφ(x , xt)−Dφ(x , xt+1)

(c)
≤ JT (x)−DJT (x , xt) +Dφ(x , xt)−Dφ(x , xt+1) ,

where (a) follows from 9-i, (b) follows from the proximal inequality and (c) follows from simple
algebra, yielding the first result in the statement of the lemma.The second and third follow by
applying the special cases y = xt and y = x? to the first.

Theorem 24 (Dual Descent Lemma) Let Assumptions 1, 2 and 3 hold, and let f be strictly convex.
For T ∈ N ∪ {∞}, let x ∈ PT and assume that (JT )∗ is λ-relatively-convex with respect to φ.

1. For all y ∈ D and 0 ≤ t ≤ T − 1, and letting φ̃(x) := φ(−x), we have

φ̃∗
(
∇JT (xt+1)

)
− φ̃∗

(
∇JT (y)

)
≤ −Dφ̃∗

(
∇JT (y) , ∇JT (xt)

)
+DJT (xt , y)−DJT (xt+1 , y) .
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Moreover, the above inequality implies that for all 0 ≤ t ≤ T − 1,

2. φ̃∗
(
∇JT (xt+1)

)
+DJT (xt+1 , xt) ≤ φ̃∗

(
∇JT (xt)

)
, and

3. For any x? ∈ arg miny∈D J
T (y),

DJT (xt+1 , x
?) +Dφ∗

(
∇JT (xt+1) , ∇JT (x?)

)
+Dφ∗

(
∇JT (x?) , ∇JT (xt)

)
≤ DJT (xt , x

?)

Proof We first note that by Lemma 11, the assumptions of the theorem guarantee that JT is Leg-
endre convex. Now let k = φ̃∗, f = JT and L∗ = 1 in the statement of (Maddison et al., 2019,
Lemma 4.6). Noting that a single iterate of x ∈ PTx coincides exactly with the iterates of (Maddison
et al., 2019, Algorithm 1.1) with L∗ = 1, we apply (Maddison et al., 2019, Lemma 4.6) to obtain
the desired result.

B.4. Descent on Convex Objectives

Lemma 25 Let f be convex, differentiable and φ be a symmetric positive-definite quadratic func-
tion, and consider x ∈ P∞. Let us define the Lagrangian

Lt = f(xt+1) + φ(∆xt) .

Then Lt is a non-increasing sequence.

Proof We first note that by Lemma 11, the assumptions of the theorem guarantee that J∞ is
Legendre convex. We first note that since φ is quadratic, we have the properties that φ(x) =
φ(−x) = 1

2〈x,∇φ(x)〉 for all x ∈ X , and that φ∗ is quadratic as well. We begin by separating the
expression for Lt into two parts and showing that each is monotone. Using the short-hand notation
∇J∞(xt) = ∇J∞t , we separate the expression as

Lt = {f(xt+1)− φ∗(∇J∞t+1)}+ φ∗(∇J∞t+1) + φ(∆xt)

= Ht+1 + φ∗(∇J∞t+1) + φ(∆xt) . (30)

Note that since −∇φ(∆xt) = ∇J∞t and that and hence that ∆xt = ∇φ∗(−∇J∞t ), we have

φ(∆xt) = 〈∇φ(∆xt),∆xt〉 − φ∗(∇φ(∆xt))

= 〈∇φ(∇φ∗(−∇J∞t )),∇φ∗(−∇J∞t )〉 − φ∗(∇φ(∆xt))

= 〈∇J∞t ,∇φ∗(∇J∞t )〉 − φ∗(∇J∞t ) .

Since φ∗ is quadratic, φ∗(x) = 1
2〈∇φ

∗(x), x〉, and hence we conclude that

φ(∆xt) = φ∗(∇Jt) .

By Lemma 24-ii, we have that φ∗(∇Jt+1)+φ(∆xt) = φ∗(∇J∞t+1)+φ∗(∇J∞t ) is a monotone non-
increasing sequence, and hence the latter two terms of equation (30) are monotone non-increasing.
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To show that Ht is non-increasing, we use that ∆xt = ∇φ∗(−∇J∞t ) and that ∇J∞t =
∇f(xt+1) +∇J∞t+1 to compute

Ht+1 −Ht = {f(xt+1 − f(xt)} − {φ∗(∇J∞t+1)− φ∗(∇J∞t )}
= −

{
Df (xt, xt+1) +Dφ∗(∇J∞t+1,∇J∞t )

}
− 〈∆xt,∇f(xt+1)〉+ 〈∇J∞t+1 −∇J∞t , φ∗(∇J∞t )〉

= −
{
Df (xt, xt+1) +Dφ∗(∇J∞t+1,∇J∞t )

}
− 〈∆xt,∇f(xt+1)〉 − 〈∇J∞t+1 −∇J∞t ,∆xt〉

= −
{
Df (xt, xt+1) +Dφ∗(∇J∞t+1,∇J∞t )

}
≤ 0 .

HenceHt is non-increasing and we have the desired result.
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Appendix C. Proofs for Section 2

Most of the results in this section, rely on establishing the interchangeability of the lim and argmin.
In general, these operations do not commute. The theory of Γ-convergence, introduced in De Giorgi
et al. (1988), is designed specifically to address these types of problems. We briefly overview this
theory before applying its to derive proofs of the results in Section 2.

C.1. Overview of Γ-Convergence Theory

Fix a metric space (X, d) and consider a functional F : X → (−∞,∞] ∪ {∞} which we would
like to minimize on X . When it exists, a minimum of F describes an x ∈ X achieving the lowest
value of F , or equivalently, it represents the lowest point on F’s epigraph, as defined by epi(F ) :=
{(x, r) ∈ X × (−∞,∞] : r ≥ F (x)}; this set describes all points on or above F’s graph.

We can expect F to admit a minimum precisely if the sub-level set of epi(F ) are not too large,
if limits of points in epi(F ) stay within epi(F ), and if epi(F ) does not trail off to −∞ at some
point. These three conditions respectively describe the intuition behind the need for F’s coercivity,
lower semi-continuity, and boundedness from below. Formally, a function F is said to be coercive
if its sub-level sets Levs(F ) := {x ∈ X : F (x) ≤ s}, for every s ≥ R, are compact in X , F is
said to be lower semi-continuous if epi(F ) is a closed subset of X × (−∞,∞], and it is bounded
from below if F (x) ≥ M for some M ∈ R. The Direct Method of Tonelli (1961), guarantees that
together these three conditions are sufficient for F to be minimized over X .

Suppose now that F can be described as the point-wise limit of a sequence of functionals
(Fn)n∈N on X . It is tempting, to solve argminx∈X F (x) by interchanging the limit and argmin
operations via

lim
n↑∞

argminx∈X Fn(x) = argminx∈X lim
n↑∞

Fn(x); (31)

however, (31) is generally false even when the convergence of Fn to F is uniform (see Dal Maso
(1993)). This is because any of the three aforementioned properties can fail for the limiting func-
tional F even if they hold for each of the Fn.

Any inconsistency with the lower semi-continuity of the functionals (Fn)n∈N and F is avoided
when the epigraphs epi(Fn) converge to F’s epigraph. There are various modes of convergence of
sets, see Aubin and Frankowska (2009); however, the correct notion of set-convergence here is Kura-
towski convergence, introduced in Kuratowski (1966), which intuitively describes the set of accumu-
lation points of epi(Fn) and is defined to be {(x, t) ∈ X×(−∞,∞] : lim sup

n↑∞
d((x, t), epi(Fn)) =

0}, whenever that set coincides with {(x, t) ∈ X × (−∞,∞] : lim inf
n↑∞

d((x, t), epi(Fn)) = 0}.

If this happens, we say that the sequence of functionals (Fn)n∈N Γ-converges to F and we write
Γ− limn↑∞ Fn = F .

Remark 26 Γ-convergence can still be formulated when X is not a metric space, for example, this
is the case when X is an infinite-dimensional Banach space such as A∞:0

x equipped with its weak
topology. For details on this general case, we point the reader to (Dal Maso, 1993, Chapter 4).

Analogously, any inconsistency with the coercivity of the functionals (Fn)n∈N is avoided when
the sequence is equi-coercive. This means that the sub-level sets are uniformly small in the same
places; mathematically, this means that for every s ∈ R there exists a compact subset K of X
containing each Levs(Fn), for n ∈ N.
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When the sequence (Fn)n∈N is both equi-coercive and its Γ-limit is F , then the Fundamental
Theorem of Γ-Convergence (Braides, 2014, Theorem 2.1) is a sequential extension of Tonelli’s
Direct method. Accordingly, the result guarantees that F and each Fn is minimized overX and that
any accumulation point of these minima are a minimizer of F .

C.2. Proof of Theorem 1

We establish Theorem 1 using Tonelli’s Direct method, described in the previous section. This
amounts to showing that the functional RT , for each T ∈ N, is lower semi-continuous, coercive,
and bounded-below.

We simplify our task by breaking up the regret functional into the sum RT = FT + ΦT , where
the functionals ΦT and FT on ATx are defined by

ΦT : x 7→
T∑
t=1

φ(∆xt) and FT : x 7→
T∑
t=1

f(xt)− f?.

The convenience arises from the fact that we can establish each of these two functionals’ individual
properties, since they rely on different assumptions, before combining them back together to infer
the relevant properties of RT . Accordingly, our task is divided into establishing a sequence of
lemmas, each dedicated to showing a different property of FT or ΦT , at which point theorems’
proof reduces Tonelli’s method.

C.2.1. AUXILIARY LEMMAS

We now note thatA∞,0x will be equipped with the topology generated by the normx 7→ (
∑∞

t=1 ‖∆xt‖p)
1
p

and we note that A∞:0
x is a Banach space which is isometrically isomorphic to `p(X) via the map

x 7→ ∆x. We also observe that A∞:α
x ⊂ A∞:0

x ⊂ A∞x for every α > 0.

Lemma 27 (Regularity of Algorithmic Penalty Function) Under Assumption 2, for each T ∈
N ∪ {∞}, ΦT is coercive on each ATx (resp. A∞:0

x when T = ∞). Moreover, it is weakly lower
semi-continuous, not identically ∞, and bounded-below by 0 on each ATx with T < ∞ (resp. on
A∞:α
x for α ≥ 0 when T = ∞ ). In particular, it is lower semi-continuous on A∞:α

x for α ≥ 0.
Furthermore, the following hold:

1. Φ∞ is coercive on A∞:α
x , for every α > 0,

2. Φ∞ is weakly lower semi-continuous, and weakly coercive on A∞:0
x .

Proof
Since the weak lower semi-continuity of any function from A∞:0

x to (−∞,∞] implies its lower
semi-continuity (l.s.c.), then it is enough for us to establish the former onA∞:0

x . This is because, the
restriction of weakly lower semi-continuous (weakly l.s.c.) functions to closed sets of a topological
space preserves weak lower semi-continuity; thus, it is enough to show that Φ∞ is l.s.c. on A∞:0

x to
conclude that it must also be l.s.c. on each A∞:α

x for α ≥ 0.
We begin with the following remark. Since X is a finite-dimensional normed space, it must

admit a Hamel basis {en}dim(X )
n=1 such that every x ∈ X is uniquely expressed as x =

∑dim(X )
n=1 βnen.

In particular, for 1 ≤ n ≤ dim(X ), the map x 7→ πn(x) = βn mapping x to the coefficient βn in
its Hamel basis expansion is a bounded linear map and it is therefore, continuous. Next, for every
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T ∈ N, define the map pT : A∞:0
x → X , taking x to its value at the T -th component, xT . By

definition this is a bounded linear map. Hence, for every T ∈ N and every 1 ≤ n ≤ dim(X ), the
composition pT ◦ πn : A∞:0

x → R is a bounded linear functional. Moreover, for every T ∈ N, we
have the representation pT =

∑dim(X )
n=1 pT ◦ πnen.

Since A∞:0
x is a Banach space then, by definition, in the weak topology on A∞:0

x all bounded
linear functionals are continuous. Thus, for T ∈ N and every 1 ≤ n ≤ dim(X ), the map sending
pT ◦ πn is bounded and linear then it is weakly continuous on A∞:0

x . Now, since the sum of weakly
lower continuous functions is again weakly lower continuous and since pT =

∑dim(X)
n=1 pT en, then

pT is weakly-to-strong continuous5 from A∞:0
x to X .

Next, since the pre-composition of a lower semi-continuous function by a weak-to-strong con-
tinuous map is weakly lower semi-continuous then, for every T ∈ N, the map φ ◦ pT is weakly
lower semi-continuous. By (Dal Maso, 1993, Proposition 1.9) the sum of weakly lower semi-
continuous functions is again weakly lower semi-continuous and therefore, for every T ∈ N,
ΦT : A∞:0

x → (−∞,∞] is weakly lower semi-continuous. Since the point-wise supremum of a
family of weakly lower semi-continuous functions is weakly lower semi-continuous, see (Dal Maso,
1993, Proposition 1.8), then Φ∞ = supT∈N ΦT is weakly lower semi-continuous on A∞:0

x .
Now, consider the sequence x? defined by x?t = x. Since φ(0) = 0 and ∆x?t = 0 for every

t ∈ N then Φ is not identically∞ on A∞:0
x . Moreover, by construction Φ ≥ 0.

By (Dal Maso, 1993, Definition 1.12), it Φ is coercive onA∞:α
x if its sub-level sets are compact;

i.e. for every s ≥ 0 the sub-level set Levs(Φ) := {x ∈ A∞:α
x : Φ(x) ≤ s}. Assumption 2 implies

that for every s ≥ 0, we have the inclusion

Levs(Φ) ⊆

{
x ∈ A∞:0

x : c

∞∑
t=1

nα‖∆xt‖p ≤ s

}
. (32)

Since A∞:0
x is isometrically isomorphic to `p(X) via the map x 7→ ∆x then Grothendieck’s com-

pactness principle (here we use the formulation of (Diestel, 1984, Exercises 1.6)) implies that the
right-hand side of (32) is a compact subset of the Banach space A∞:0

x ; which, by construction, is a
subset ofA∞:α

x . Since we assume that Φ is lower semi-continuous, then the sub-level set Levs(Φ) is
closed and in particular it is a closed subset of the compact set

{
x ∈ A∞:0

x : c
∑∞

t=1 n
α‖∆xt‖p ≤ s

}
;

thus Levs(Φ) is compact by (Munkres, 2000, Theorem 26.2).
Consider the case where φ is convex.Let x,y ∈ A∞:0

x and ρ ∈ [0, 1] then the convexity of φ
and the linearity of ∆ imply that

∞∑
t=1

φ (∆ (ρxt + (1− ρ)yt)) =
∞∑
t=1

φ (ρ∆xt + (1− ρ)∆yt)

≤
∞∑
t=1

ρφ(∆xt) + (1− ρ)φ(∆yt);

hence Φ∞ : x 7→
∑∞

t=1 φ(∆xt) is convex on A∞:0
x .

5. Let X be a topological space endowed with the weak topology and Y be a normed space. We say that a map
f : X → Y is weak-to-strong continuous if it satisfies the usual definition of continuity; that is, for any point x ∈ X
and neighborhood εy of f(x) = y ∈ Y , there exists a neighborhood δx of x such that f(δx) ⊆ εy .
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Next, since there exists a constant c > 0 satisfying c‖x‖p ≤ φ(x) for every x ∈ X and since X
is a linear space then ∆xt ∈ X for every x ∈ A∞:0

x . Thus, c‖∆xt‖p ≤ φ(∆xt) for every x ∈ A∞:0
x

and therefore

c‖x‖pA∞:0
x

= c

∞∑
t=1

‖∆xt‖p ≤
∞∑
t=1

φ(∆xt) = Φ(x);

whence Φ∞ is weakly coercive, since if ‖x‖A∞:0
x
→∞ implies that Φ∞(x)→∞.

Lemma 28 (Regularity of Unregularized Regret) Under Assumption 1, for every T ∈ N∪{∞},
the functions FT (x) :=

∑T
t=1 f(x) are weakly lower semi-continuous on A∞:α

x , for every α ≥ 0.
In particular, they are lower semi-continuous on A∞:α

x , for every α ≥ 0. Moreover, each FT is
weakly lower semi-continuous on A∞:0

x .

Proof Analogously to the proof of Lemma 27, it is enough for us to show that, for each T ∈ N,
the function FT is weakly lower semi-continuous on A∞:0

x to conclude that it is both lower semi-
continuous and weakly lower semi-continuous on each A∞:α

x for every α ≥ 0.
As in the proof of Lemma 27, we know that each map pn : A∞:0

x → X weakly continuous.
Since f is lower semi-continuous then, for each T ∈ N, the composition f ◦pT : A∞:0

x → (−∞,∞]
is weakly lower semi-continuous. Applying (Dal Maso, 1993, Proposition 1.9) we conclude that,
for every T ∈ N, FT is also weakly lower semi-continuous. By (Dal Maso, 1993, Proposition
1.8), since the supremum of any family of lower semi-continuous functions is itself lower semi-
continuous; thus,

F∞(x) =
∞∑
t=1

f(xt)− f(x?) = sup
T∈N

T∑
t=1

f(xt)− f(x?) = sup
T∈N

FT (x),

is weakly lower semi-continuous.
If in addition, if f is convex then arguing similarly to the proof of Lemma 27 we find that each

FT , for T ∈ N∪{∞}, is convex. Since the point-wise supremum of any family of convex functions
is itself convex, then F∞ is also convex if f is convex.

Lemma 29 (Regularity of Regret Functionals) Under Assumptions 1 and 2, for every T ∈ N,
the regret functionals RT = FT + ΦT are not identically ∞, bounded-below by 0, and weakly
coercive on A∞:0

x and weakly lower semi-continuous on A∞:0
x .

Proof Since f(x) ≥ f? for every x ∈ X and since ∆xt ∈ X for any x ∈ A∞x then f(xt)− f? ≥ 0
for every x ∈ A∞x . Thus, each FT takes values in [0,∞]. Moreover, since φ(x? − x) <∞ then the
sequence z given by z0 = x, zt = x? for t > 0 satisfies (FT + ΦT )(z) = f(x) + φ(x? − x) <∞.
Hence, each FT + ΦT is not identically ∞ on A∞:0

x . Moreover, since, for every T ∈ N, FT and
ΦT are weakly lower semi-continuous onA∞:0

x then (Dal Maso, 1993, Proposition 1.9) implies that
RT is weakly lower semi-continuous.

It remains only to demonstrate the weak coercivity of the regret functionals. We denote the
sub-level set at s ∈ R of any G : A∞:0

x → R ∪ {∞}, by Levs(G) :=
{
y ∈ A∞:0

x : G(y) ≤ s
}
.

Since each FT and ΦT are bounded-below by 0, then (FT + ΦT )(y) ≥ ΦT (y) for every y ∈ A∞:0
x .

Hence, Levs(FT + ΦT ) ⊆ Levs(ΦT ) for every s > 0 and every T ∈ N. Moreover, since FT
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and ΦT are lower semi-continuous then, for every s > 0 and every T ∈ N, each Levs(F + Φ)
(resp. Levs(FT + Φ)) is a weakly closed subset of Levs(ΦT ). Since ΦT is weakly coercive then,
by definition, each Levs(Φ) is weakly compact. Since the weak-topology is metrizable on every
compact subset thereof, and since every closed subset of a compact set is itself compact in a metric
space then Levs(FT + ΦT ) is weakly-compact; therefore, RT = FT + ΦT is weakly coercive on
A∞:0
x .

C.2.2. PROOF OF THEOREM 1

Proof By Lemmas 28 and 27 each FT is lower semi-continuous on A∞:α
x (resp. weakly lower

semi-continuous on A∞:0
x ). By construction, FT ≥ 0 and by Lemma 27, ΦT is bounded-below and

not identically∞. By Assumption 1, for T ∈ N, FT is not identically∞ either since the sequence
xT defined by xT0 := x, xTt := x? for 0 < t ≤ T , satisfies

(FT + ΦT )(xT ) = f(x) + φ(x? − x) <∞. (33)

By Lemma 29, for every T ∈ N, FT + ΦT . Therefore, for every T ∈ N, FT + ΦT is bounded-
below by 0, lower semi-continuous, and coercive on A∞:α

x ; hence, by (Dal Maso, 1993, Theorem
1.15) each P∞:0

x is non-empty. Now since RT is point-wise monotonically increasing in T , then
x = (xt)t∈N ∈ P∞:0 only if the halted sequence

x̃ ,

{
xt : t ≤ T
0 : else

,

belongs to PTx . Hence, PTx is non-empty. Moreover, for each T ∈ N, since FT + ΦT is not
identically∞ then by definition of P∞:0

x and (33) we have any x?:T ∈ PTx satisfies

(FT + ΦT )(x?:T ) ≤ (FT + ΦT )(xT ) <∞.

Hence, PTx is non-empty and every element therein has finite regret.

C.3. Proof of Theorem 2

The results of Theorems 2 and 4 both follow as consequences of the Fundamental Theorem of Γ-
convergence, described in Section C.1. As in the proof of Theorem 1, we begin by establishing the
required properties which will allow to apply this result. These amount to showing that the regret
functional R∞ is the Γ-limit of an equi-coercive family of functionals expressing the finite-time
regret-optimal algorithm selection problem posed on each ATx embedded within the larger space
A∞:0
x .

We now precisely define the process of embedding the finite-time-horizon control problems as
control problems on A∞:0

x . For any T ∈ N ∪ {∞}, we introduce the indicator functions6 χATx :

A∞:0
x → R ∪ {∞} of the subsets ATx ⊆ A∞:0

x , defined by χATx (x) = 0 only if x ∈ ATx and

6. We note here that we use the indicator function terminology belonging to convex-analysis and not that of probability
theory.
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∞ otherwise. These functions allow us to express the constrained optimization problem (3) as an
unconstrained optimization problem on all of A∞:0

x through

min
x∈A∞:0

x

RT (x) + χATx (x). (34)

Thus, Theorem 4 can be stated concisely as a guarantee that the argmin and lim operations can be
interchanged regret-optimization problem’s time-horizon becomes unbounded. Hence, we seek to
show that

lim
T↑∞

argmin
x∈A∞:0

x

RT (x) + χATx (x) ∈ argmin
x∈A∞:0

x

lim
T↑∞
RT (x) + χATx (x). (35)

As with the proof of Theorem 1, our approach is to first establish the relevant properties of the se-
quence of functionals (34) through various lemmas. These properties include lower semi-continuity
and lower-boundedness on A∞:0

x , their Γ-convergence to R∞, and their equi-coercivity. The proof
of the aforementioned results then follows from the Fundamental Theorem of Γ-convergence ((Braides,
2014, Theorem 2.1)) which guarantees that (35) holds.

C.3.1. AUXILIARY LEMMAS FOR THEOREMS 2 AND 4

Lemma 30 Under Assumption 1, the sequence {FT + ΦT }T∈N Γ-converges to R∞ on A∞:α
x .

Moreover, {FT + ΦT }T∈N also Γ-converges toR∞ on A∞:0
x in the weak topology.

Proof First note that since f is bounded below, by the minimum values f? ∈ R, then f(x)−f? ≥ 0
for every x ∈ X . By Assumption 2 φ ≥ 0 for every x ∈ X . Thus, for each T ∈ N and each
x ∈ A∞x , we that

(FT + ΦT )(x) =
T∑
t=1

f(xt)− f? + φ(∆xt) ≥
T∑
t=1

0 + 0 = 0; (36)

hence, (FT + ΦT )(x) is non-negatively valued. Next, observe that for any x ∈ A∞x the sequence
of real-numbers {FT + ΦT (x)}T∈N is non-negative monotonically increasing as a function of T .
Hence, the Monotone Convergence Theorem implies that, for each T ∈ N and each x ∈ A∞x ,
{(FT +ΦT )(x)}T∈N converges point-wise to (F∞+Φ∞)(x) = R∞(x); moreover the convergence
is monotone. In particular, the sequence of functionals {FT + ΦT }T∈N is monotonically increasing
and converges point-wise toR∞ on all of A∞x .

We may therefore apply (Dal Maso, 1993, Proposition 5.4) to conclude that the lower semi-
continuous relaxation Rlsc∞ of R∞ on A∞:α

x (resp. on A∞:0
x for the weak topology) and therefore

is the Γ-limit of {FT + ΦT }T∈N on A∞:α
x (resp. on A∞:0

x for the weak topology). Lemma 28
guarantees that F∞ is weakly lower semi-continuous and Lemma 27 guarantees that Φ∞ is lower
semi-continuous on A∞:α

x (resp. weakly lower semi-continuous on A∞:0
x ). Since F∞,Φ∞ > −∞

then the sum R∞ = F∞ + Φ∞ is well-defined on all of X and therefore (Dal Maso, 1993, Propo-
sition 1.9) implies that R∞ is itself lower semi-continuous (resp. weakly lower semi-continuous on
A∞:0
x ) . Hence,Rlsc∞ = R∞ and thereforeR∞ is the Γ-limit of {FT + ΦT }T∈N on A∞:α

x (resp. on
A∞:0
x in the weak topology).

We continue our analysis by exhibiting some helpful properties of these indicator functions.
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Lemma 31 (Regularity of Indicator Functions χATx ) For any T ∈ N, ATx is convex and weakly
closed in A∞:0

x . Thus, the function χATx : A∞:0
x → R ∪ {∞} is weakly lower semi-continuous and

convex. In particular, the function χATx : A∞:0
x → R ∪ {∞} is lower semi-continuous and convex

on A∞:α
x .

Proof Fix k ∈ R and x,y ∈ ATx . By linearity of ∆ we have that ∆(x+ky)u = 0 for every u ≥ T ;
thus, ATx is a linear space and it is therefore convex. Thus, χATx is convex; for each T ∈ N.

Let {xn}n∈N be a sequence of algorithms in ATx converging to some algorithm x ∈ A∞:0
x .

Then,
∑

t≥T ‖∆xnt − ∆xt‖p → 0. However, by the definition of AT , for all n ∈ N we have that
xnt = 0 if t ≥ T . Therefore, ∑

t≥T
‖∆xnt −∆xt‖p =

∑
t≥T
‖∆xt‖p;

hence
∑

t≥T ‖∆xnt −∆xt‖p 7→ 0 only if ∆xt = 0 for every t ≥ T . Thus, ATx is a closed convex
subset of A∞:0

x ; for every T ∈ N. Now, by (Conway, 1990, 1.5 Corollary) we conclude that ATx is
weakly closed.

Since, for every T ∈ N, the set ATx is closed and convex, then (Dal Maso, 1993, Example
3.4) implies that each χATx is lower semi-continuous. Since it is lower semi-continuous and convex
(Dal Maso, 1993, Proposition 1.18) implies that χATx is also weakly lower semi-continuous.

In what follows, we frequently make use of the notion of continuous convergence (see (Ku-
ratowski, 1968, Chapter 20, Section 6)). In general, this mode of continuous is strictly stronger
than point-wise convergence but strictly weaker than uniform convergence. Continuous convergent
functionals are abundant enough to exhibit while simultaneously being regular enough to control.

Definition 32 (Continuous Convergence) A sequence {Fn}n∈N from a topological space Z to
R ∪ {∞} converge continuously to F : Z → R ∪ {∞} if, for every z ∈ Z and every open
neighbourhoodUF (z) ⊆ R∪{∞} of F (z), there exists someNz ∈ N and some open neighbourhood
Uz ⊆ Z of z for which

Fn(y) ∈ VF (z),

for every n ≤ Nz and every y ∈ Uz .

Lemma 33 The sequence of functionals χATx converge continuously to the constant-zero functional
on X mapping any x ∈ X to 0.

Proof Ifx ∈ ATx then xt = 0 for every t ≥ T+1 > T and therefore, x ∈ AT+1
x ; thus,ATx ⊆ AT+1

x .
Moreover, since the algorithm xT :T+1 defined by xT :T+1

T+1 = x is in AT+1
x − ATx then {ATx }T∈N

is a strictly nested increasing sequence of closed linear subsets of A∞:0
x . Therefore,

{
χATx

}
T∈N

converges point-wise and in a strictly monotonically decreasing fashion to the functional χ∪T∈NATx .
Hence, by (Dal Maso, 1993, Proposition 5.7) the lower semi-continuous relaxation χlsc∪T∈NATx of
χ∪T∈NATx is the Γ-limit of the sequence of functionals {χATx }T∈N.

Similarly, {−χATx }T∈N is strictly monotonically increasing with limit point-wise limit the func-
tional −χ∪T∈NATx . Hence, by (Dal Maso, 1993, Proposition 5.4) the sequence {−χATx }T∈N Γ-
converges to −χlsc∪T∈NATx . Thus, by definition the sequence {−χATx }T∈N converges continuously to

χlsc∪T∈NATx
.

31



CASGRAIN KRATSIOS

It remains to compute χlsc∪T∈NATx . By (Dal Maso, 1993, Example 3.4)

χlsc∪T∈NATx
= χ∪T∈NATx

, (37)

where ∪T∈NATx denotes the closure of ∪T∈NATx in A∞:0
x . We show that this closure is all of A∞:0

x ,
in other words, we show that ∪T∈NATx is dense in A∞x . First, observe that y ∈ ∪T∈NATx only if
there exists some T ∈ N for which ∆yt = 0 for all t ≥ T . Indeed, if x ∈ A∞:0

x then , by definition,
given any ε > 0 the exists some Tε ∈ N for satisfying∑

t≥Tε

‖∆xt‖p < ε. (38)

Observe that, the sequence xε defined by

xε :=

{
xt : t ≤ Tε
0 : t > Tε

belongs to ∪T∈NATx . In particular, the tail estimate (38) implies that∑
t≥Tε

‖∆xεt −∆xt‖p =
∑
t≥Tε

‖∆xt‖p < ε.

Thus, any x ∈ A∞:0
x an an accumulation point of some sequence in

⋃
T∈NA∞:0

x , for the strong
topology. Since ∪T∈NATx is the union of a nested sequence of convex sets it is itself convex and
since the closure of a convex set is itself convex then

⋃
T∈NATx is convex. Note that, (Conway,

1990, 1.5 Corollary) implies that the weak closure of
⋃
T∈NATx equals to A∞:0

x . Therefore, our
remaining computations hold both in the weak and strong topologies onA∞:0

x (and consequentially
also on the subsets A∞:α

x ).
Therefore, (37) simplifies to χlsc∪T∈NATx = χ∪T∈NATx

= χA∞:0
x

= 0.

We are now in place to take the first main step to proving Theorems 2 and 4. Namely, we are in
place to conclude thatR∞ is the Γ-limit of the sequence of functionals {RT + χATx }T∈N.

Lemma 34 The R∞ is the Γ-limit of {RT + χATx }T∈N on A∞:α
x and R∞ is also the Γ-limit of

{RT + χATx }T∈N on A∞:0
x .

Proof By Lemma 30, {FT + ΦT }T∈N Γ-converges to R∞ on A∞:α
x (resp. on A∞:0

x for the weak
topology). By Lemma 33, {χATx }T∈N converges to the constant 0 functional continuously. More-
over, since 0 is everywhere finite on A∞:0

x then (Dal Maso, 1993, Proposition 6.20) implies that

Γ− lim
T↑∞
RT + χATx = sup

T∈N
RlscT + 0 = sup

T∈N
RlscT ; (39)

(where we take the lower semi-continuous relaxation with respect to the strong topology on A∞:α
x ,

otherwise, mutatis mutandis, we take it with respect to the weak topology on A∞:0
x .

By Lemmas 28, 27, and (Dal Maso, 1993, Proposition 1.9) we find that eachRT is lower semi-
continuous. Thus, the right-hand side of (39) yields equal to supT∈NRlscT . Hence, the conclusion
follows since Γ− lim

T↑∞
RT + χATx = supT∈NRlscT = R∞.
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Lemma 35 (Equi-coercivity Lemma) The family of functionals
{
RT + χATx

}
T∈N

is equi-coercive

on A∞:α
x . In addition, φ the family of functionals

{
RT + χATx

}
T∈N

is equi-coercive on A∞:0
x for

the weak topology.

Proof Fix T ∈ N and x ∈ A∞:0
x . If x ∈ ATx then by definition χATx (x) = 0 and ∆xt = 0 for

every t ≥ T . Since Assumption 2 guarantees that φ(0) = 0, then φ(∆xt) = 0 for every t ≥ T .
Therefore, we may compute:

(
RT + χATx

)
(x) =

T∑
t=1

f(xt)− f? + φt(∆xt) + χATx (x)

=

T∑
t=1

f(xt)− f? +

T∑
t=1

φt(∆xt)

=
T∑
t=1

f(xt)− f? +
T∑
t=1

φt(∆xt) + 0

=
T∑
t=1

f(xt)− f? +
∞∑
t=1

φt(∆xt)

≥
∞∑
t=1

φt(∆xt);

(40)

where the last inequality in (40) holds since −∞ < f? ≤ f(x) by Assumption 1.
If x 6∈ ATx , then χATx (x) =∞. In which case we necessarily have

(
RT + χATx

)
(x) =∞ ≥

∞∑
t=1

φt(∆xt). (41)

Thus, together (40) and (41) imply that for every T ∈ N and every x ∈ A∞:0
x the following bound

must hold: (
RT + χATx

)
(x) ≥

∞∑
t=1

φt(∆xt) = Φ∞(x). (42)

Therefore, by Lemma 27 and (Dal Maso, 1993, Proposition 7.7), we may conclude that{
RT + χATx

}
T∈N

forms an equi-coercive family onA∞:α
x (resp. onA∞:0

x for the weak topology if

φ is also convex) of functionals since Φ∞ is itself coercive on A∞:α
x (resp. on A∞:0

x for the weak
topology).

Lemma 36 Suppose that P∞:0
x 6= ∅. Then P∞x = P∞:0

x , and hence P∞x is also non-empty.

Proof The proof follows from the fact thatR∞ is bounded over both P∞x and P∞x .
Let us separate A∞x = P∞:0

x ∪ C∞x ∪D∞x into the three disjoint parts, where we define C∞x =
A∞:0
x \P∞:0

x and D∞x = A∞x \A∞:0
x . We show that the claim of the lemma holds by demonstrating

the equivalent claim that for any x ∈ P∞:0
x and y ∈ C∞x ∪D∞x , we have that R∞(x) < R∞(y).
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Note that the above claim is equivalent to the claim of the lemma since it implies that for any
y ∈ A∞x , we haveR∞(x) ≤ R∞(y) if and only if x ∈ P∞:0

x .
First, we note that by the definition of P∞:0

x , since C∞x ⊆ A
∞,0
x , we have that for any x ∈ P∞x

and y ∈ C∞x , we have thatR∞(x) < R∞(y).
Next, we begin by recalling that if x ∈ P∞:0

x , then R(x) < ∞. This holds since by defining
y ∈ A∞:0

x such that y0 = x and yu = x? for all u > 0, we have that R∞(y) = φ(x − x?) < ∞,
which by the definition of x ∈ P∞:0

x implies that∞ > R∞(y) ≥ R∞(x) ≥ 0. By the definition
of A∞:0

x , we have that for any y ∈ D∞x , the sum
∑∞

u=0 ‖∆yu‖p = ∞ diverges. Moreover, by
Assumption 2, we have that there exists a constant c > 0 such that φ(z) ≥ c‖ · ‖p. Hence,

y ∈ D∞x =⇒ R∞(y) ≥
∞∑
u=0

φ(∆yu) ≥ c
∞∑
u=0

‖∆yu‖p =∞ .

We have shown thatR∞(x) <∞ for all x ∈ P∞:0
x andR∞(y) =∞ for all y ∈ D∞x . Combining

these facts, we obtain thatR∞(x) < R∞(y), concluding the proof.

C.3.2. PROOF OF THEOREM 2

We are now in place to prove Theorem 2. Since the proof of theA∞,0x case and theA∞,αx (for α > 0)
case are analogous, we simplify our exposition by combining them and highlight their differences
when necessary.
Proof By Lemma 34 and 35 the family of functionals

{
RT + χATx

}
T∈N

is lower semi-continuous

and equi-coercive on A∞:α
x (resp. weakly lower semi-continuous and equi-coercive with respect to

its weak topology onA∞:0
x ). Therefore, (Dal Maso, 1993, Theorem 7.8) implies thatR∞ is coercive

on A∞:α
x (on A∞:0

x with respect to the weak topology).
Lemma 29 guaranteed that, for every T ∈ N, the regret functionalsRT are all coercive onA∞:α

x

(resp. onA∞:0
x with respect to the weak topology). SinceR∞ = supT∈NRT then (Dal Maso, 1993,

Proposition 1.8) guarantees thatR∞ is lower semi-continuous onA∞:α
x (resp. onA∞:0

x with respect
to the weak topology).

Next, Lemma 29 guaranteed that, for every T ∈ N, the regret functionalRT takes non-negative
values. Hence, for every x ∈ A∞x we compute

R∞(x) = sup
T∈N
RT (x) ≥ 0. (43)

Therefore, R∞ is both lower semi-continuous and coercive on A∞:α
x (resp. weakly lower semi-

continuous and coercive with respect to the weak topology on A∞:0
x ) and it is bounded below by 0.

Hence, (Dal Maso, 1993, Theorem 1.15) implies that P∞:α
x 6= ∅ (P∞x 6= ∅).

Now, Assumptions 1 and (2) imply that the sequence x∞ defined by x∞0 = x and x∞t = x?

for t ≥ 1 satisfies x ∈ A∞:α
x (resp. in A∞:0

x ) and R∞(x) < ∞. Hence, by definition, any
x? ∈ P∞:α

x (resp. in P∞:0
x ) must satisfyR∞(x?) ≤ R∞(x∞) <∞. Therefore, P∞:α

x (resp. P∞:0
x

is non-empty and any algorithm therein has finite regret.
Lastly, we apply Lemma 36 to conclude that x ∈ P∞:0 ⇒ x ∈ P∞ and hence that P∞ is

non-empty.
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C.4. Proof of Corollary 3

Proof Since x ∈ P , Theorem (2) implies that

R∞(x) =

∞∑
t=0

f(xt)− f? + φ(∆xt) =

∞∑
t=0

at <∞ ,

where the summand at = f(xt)− f? + φ(∆xt) is non-negative. Hence, we have that limt at = 0.
Now, assume that the sequence is monotone. Since the at are summable, the partial sums

St =
∑∞

u=t at → 0 asymptotically vanish. Hence, we have the bound

2St ≥ 2

2t∑
u=t

au ≥ 2ta2t ≥ 0 .

We therefore have that limt→∞ t at = 0, proving the claim of the theorem.

C.5. Proof of Theorem 4

The Lemmas established in C.3.1 reduce the proof of Theorem 4 to a simple consequence of the
Fundamental Theorem of Γ-convergence. As with the proof of Theorem 2, since the proof of the
convex and the non-convex cases are analogous, mutatis mutandis, and are therefore combined.
Proof Since R∞ is the Γ-limit of the equi-coercive sequence of functionals {RT + χATx }T∈N on
A∞:α
x (resp. onA∞:0

x with respect to the weak topology), then result therefore follows directly from
(Braides, 2014, Corollary 2.1).
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Appendix D. Proofs for Section 3

D.1. Proof of Theorem 5

Proof We begin by recalling the definition of the Gâteaux derivative,

R′T (x)(δx) = lim
ε→0

RT (x+ εδx)−RT (x)

ε
,

where δx = y − x for some y ∈ ATx . Expanding the definition of RT , exchanging the limit with
the sum and applying the assumed smoothness of Assumption 3, we obtain that

R′T (x)(δx) =
T∑
t=1

〈∇f(xt) , δxt〉+ 〈∇φ(∆xt−1) , ∆δxt−1〉 .

Lastly, noting that δx0 = 0 since x0 = y0 = x and re-arranging the sum, we obtain the expression
in the statement of the theorem.

D.2. Proof of Theorem 6

Proof First we show that P̂Tx is precisely the set of x ∈ ATx which make R′T vanish. To see this,
note thatR′(x)(δx) given in equation (4) is a bounded linear functional in δx, and hence vanishes
if and only if we have

∇f(xt+1)−∇φ(xt)−∇φ(xt+1) = 0

for all t = 0, 1, . . . , T − 1. Hence, we have that

PTx = {x ∈ ATx : R′T (x) ≡ 0} ,

and is by definition the set of critical points. Since ATx is open and since PTx ⊆ ATx is non-empty,
we must have that R′T (x) = 0 for any x ∈ PTx . Hence, we obtain the inclusion P̂Tx ⊇ PTx . Lastly,
it is easy to see that the recursion-ii holds by the stationarity of equation (6).

D.3. Proof of Theorem 7

Proof We begin by the case where T < ∞. Recall that by the dynamic programming principle
(Lemma 19) that

JT−t(xt) = min
y∈X
{φ(y − xt) + f(y) + JT−(t+1)(y)} ,

where xt+1 ∈ CT−tx = argminy∈X {φ(y− xt) + f(y) + JT−(t+1)(y)}. Since xt+1 ∈ CT−tx , by the
differentiability of f and φ, as well as the assumed local-Lipschitz property of JT−(t+1), we find
that

0 ∈ ∇φ(xt+1 − xt) +∇f(xt+1) + ∂JT−(t+1)(xt+1) ,

and hence that
−∇φ(xt+1 − xt)−∇f(xt+1) ∈ ∂JT−(t+1)(xt+1) . (44)
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Since x ∈ P̂T , we have that the optimal dynamics of equation (5) must hold and hence we get that
∇φ(xt+1 − xt) +∇f(xt+1) = ∇φ(xt+2 − xt+1), yielding the claim of the theorem.

In the case of T =∞, we can at arrive at equation (44) with the DPP (Lemma 20) and applying
the same sequence of steps, which yield that for all t ∈ N,

−∇φ(∆xt)−∇f(xt+1) ∈ ∂J∞(xt+1) , (45)

where the assumed local Lipschitzness of J∞ ensures that ∂J∞ is always non-empty.
In order to show that the recursion, applying the DPP of Lemma 20 twice implies that for all t ,

J∞(xt) = φ(∆xt) + f(xt+1) + φ(∆xt+1) + f(xt+2) + J∞(xt+1) .

and that (xt+1, xt+2) ∈ argminy,z∈X {φ(y − xt) + φ(z − y) + f(y) + f(z) + J∞(z)} . By the
local Lipschitz smoothness of the above function, we know that its generalized derivative must
contain zero at (xt+1, xt+2). Taking the (generalized) derivative at y = xt and letting it vanish we
obtain that

∇φ(∆xt) = ∇φ(∆xt+1) +∇f(xt+1) , (46)

yielding the desired recursion.
Hence, combining with equation (45), we find that we must have that

−∇φ(∆xt+1) ∈ ∂J∞(xt+1)

for all t, as well as the recursion (46). Noting that x = xt and t ∈ N can be chosen arbitrarily, we
have that∇J∞(x0) = −∇φ(∆x0) for all x0 ∈ Υ, where

Υ1 = {y ∈ X : ∃x ∈ P∞ such that y = x1} ⊆ X ,

the set of points that can be reached in a single step of an algorithm x ∈ P∞.
We now show that Υ1 = X . Using equation (45) and the property that∇φ ◦∇φ∗ = id we have

that
x0 = x1 −∇φ∗(−∇f(x1)− ν(x1)) , (47)

for some ν(x1) ∈ ∂J∞(x1). Hence, for any x1 = y ∈ X , we can pick x ∈ P∞x where
x = x0 defined according to (47), which shows that Υ1 ⊇ X , as desired. We therefore have
that ∇φ(∆xt) = −∇JT−1(xt) for all x ∈ PT . Lastly, it is easy to see that the recursion follows
from (46).
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Appendix E. Proofs for Section 4

Over the course of this section, we assume without loss of generality that f? = 0 since we may
simply consider the function f̃(x) = f(x)− f?, which satisfies this property.

E.1. Proof of Lemma 8

Proof Consider x,y ∈ ATx and ρ ∈ (0, 1). Then we have

RT (x+ ρ(y − x)) =

T∑
t=1

f(xt + ρ(yt − xt)) + φ(∆xt + ρ(∆xt −∆yt)) .

Noting that by the convexity of f and the strict convexity of φ, we have

f(xt + ρ(yt − xt)) ≤ (1− ρ)f(xt) + ρf(yt) ,

φ(∆xt + ρ(∆xt −∆yt)) < (1− ρ)φ(∆xt) + ρφ(∆yt) ,

and hence, we find that

RT (x+ ρ(y − x)) < (1− ρ)RT (x) + ρRT (y) ,

showing that RT is strictly convex, and hence has a unique minimum. Applying (Ekeland and
Temam, 1999, Proposition 1.2), the solution must be unique and by (Ekeland and Temam, 1999,
Proposition 2.1) is the unique critical point ofRT .

E.2. Proof of Lemma 9

Proof Let us first assume that T ∈ N∪ {∞}. In order to show that JT is convex and differentiable
we leverage convex analysis tools from Rockafellar (1970). Let us introduce the (abuse of) notation

RT (x;x1:T ) = RT (x) ,

for x ∈ ATx such that x0 = x and x1:T = {xt}Tt=1, which allows us to separate the initial value
and the remainder of the path of the optimizer. Note that by the convexity of f and φ that RT is
convex in both variables and that by definition we have JT (x) = miny1:T∈X⊗T RT (x;y1:T ). Now
for x, y ∈ X , x1:T ,y1:T ∈ X⊗T , ρ ∈ (0, 1)

JT ((1− ρ)x+ ρ y) = min
z1:T∈X⊗T

RT ( (1− ρ)x+ ρ y ; z1:T )

≤ RT ( (1− ρ)x+ ρ y ; (1− ρ)x1:T + ρy1:T )

≤ (1− ρ) min
x1:T∈X⊗T

RT (x;x1:T ) + ρ min
y1:T∈X⊗T

RT (y;y1:T )

= (1− ρ) JT (x) + ρ JT (y) .

Taking the minimum over x1:t and y1:t, we obtain

JT ((1− ρ)x+ ρ y) ≤ (1− ρ) min
x1:T∈X⊗T

RT (x;x1:T ) + ρ min
y1:T∈X⊗T

RT (y;y1:T )

= (1− ρ) JT (x) + ρ JT (y) ,
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demonstrating the claim that JT is convex for all T ∈ N ∪ {∞}.
Next, we show that JT is differentiable for T ∈ N. Note that for each fixed y1:T , that the

function x 7→ RT (x;y1:T ) is both convex and differentiable, where the differentiability of x follows
from the differentiability of φ. Fix x ∈ X , and define a sequence {yi1:T }i∈N ⊆ X⊗T such that

fi(x) = RT (x;yi1:T ) −→ min
y1:T∈X⊗T

RT (x;yi1:T ) = JT (x) .

since each fi is convex and differentiable over X , we can apply (Rockafellar, 1970, Theorem 25.7)
to claim that∇fi(x)→ ∇JT (x), and hence∇JT (x) is differentiable.

Next, we show that both of the convergence statements of Lemma 9 hold, which in turn imply
the differentiability for T = ∞. Once more, we will leverage the results of (Rockafellar, 1970,
Theorem 25.7). Notice that for each T ∈ N, JT is convex and differentiable. Moreover, note that JT

is pointwise non-decreasing and bounded above due to Theorem 2, and hence JT → J∞ pointwise.
Applying (Rockafellar, 1970, Theorem 25.7), we get that these properties imply that JT → J∞ and
∇JT → ∇J∞ uniformly on compact sets, which also show that J∞ is differentiable.

E.3. Proof of Lemma 10

Proof We note that Lemma 10 is a special case of Theorem 7, where for any T ∈ N ∪ {∞}, JT
is convex and differentiable. In this case, we find that the necessary conditions of Theorem 7 are
satisfied. Moreover, we have that since JT is differentiable, ∂JT (x) = {∇JT (x)}. Applying this
to the result of Theorem 7, we obtain the desired result.

E.4. Proof of Lemma 11

Proof We split the proof according to the individual properties listed in the statement of the Lemma.

Proof of Property i. We recall the result from (Rockafellar, 1970, Theorem 26.5) which states
that a function is Legendre convex if and only if its dual is Legendre convex. Hence, it is sufficient
for us to show that (JT )∗ is Legendre convex. What remains to be shown are that (JT )∗ is convex,
differentiable and satisfies the property that lim‖x‖→∞ ‖∇JT (x)‖ =∞.

We first show that (JT )∗ is strictly convex. Recall the recursion on (JT )∗ from Lemma 21,

(JT )∗(q) = φ̃∗(q) + (JT−1 + f)∗(q) . (48)

Since φ is Legendre convex, φ̃∗ must also be Legendre convex and hence strictly convex. Since
JT−1 is convex (property i) and f is strictly convex, we therefore have that (JT−1 + f)∗ is convex.
Since (JT )∗ = φ̃∗+ (JT−1 + f)∗ is the sum of a strictly convex and a convex function, it is strictly
convex and hence (JT )∗ is strictly convex.

Next, we show that (JT )∗ is differentiable. First note that φ̃∗ is differentiable since it is Legendre
convex. Next, recall that JT−1 + f is strictly convex, and hence by (Rockafellar, 1970, Theorem
26.3) (JT−1 + f)∗ is differentiable. Hence, by (48) we have that (JT )∗ is strictly convex.

Now, note that by (Rockafellar, 1970, Lemma 26.7), a convex function g : X → R satisfies
lim‖x‖→∞ ‖∇g(x)‖ =∞ if and only if g is co-finite, that is, g satisfies

lim
λ→∞

g(λy)/λ =∞ ∀0 6= y ∈ X .
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By Fenchel’s inequality, we have that (JT−1 + f)∗(q) ≥ −JT−1(0) + f(0) = −α > −∞ and
applying Lemma 21 with p = 0, we obtain the bound

(JT )∗(q) = φ∗(q) + (JT−1 + f)∗(q) ≥ φ∗(q)− α .

Since φ is assumed to be Legendre convex (Rockafellar, 1970, Theorem 26.5) implies that φ̃∗ is
also Legendre convex and hence co-finite. Hence, we have that

lim
λ→∞

(JT )∗(λy)

λ
≥ lim

λ→∞

φ̃∗(λy)− α
λ

=∞ ,

showing that (JT )∗ is also co-finite and hence Legendre convex, as desired.

Proof of Property ii. Let x? ∈ argminx∈X f(x), and consider x ∈ ∪T∈NATx? defined by xt = x?

for all t ∈ N. Note that under this definition, 0 = R(x) ≥ miny∈ATx RT (y) = JT (x?) ≥
minx J

T (x) ≥ 0. By property i, we have that JT is Lengendre convex and hence strictly convex,
so we have that this minimum is unique.

Proof of Property iii. Note that by property i, (JT )∗ is Legendre convex. Hence the relative
convex with respect to φ̃∗ follows directly from Lemma 27, since we have

D(JT )∗(q, p) = Dφ̃∗(q, p) +D(JT−1+f)∗(q, p)

≥ Dφ̃∗(q, p)

where the inequality follows from the positivity of the Bregman divergence. Hence, we obtain one
of the claims for Property i of the theorem. For the second claim, we apply the result of Lemma 22
to get the desired result.

E.5. Proof of Lemma 12

Proof We first note here that the assumption that φ is quadratic implies that φ̃(x) = φ(−x) = φ(x).
Now, assume that f is λ-relatively-smooth with respect to φ. Let us define the set

Γ = {γ ∈ [0, 1] : DJ∞(x, y) ≤ γDφ∗(x, y) ∀x, y ∈ X} ,

as well as its infimum γ = inf Γ. Note that by Theorem 11-iii, Γ is non-empty and hence γ is well-
defined. Furthermore, it is easy to see that Γ is closed and bounded and hence compact, therefore
γ ∈ Γ.

Now since f is λ-relatively-smooth, by the linearity of the Bregman divergence we obtain that
DJ∞+f (x, y) ≤ (γ + λ)Dφ(x, y), and hence, applying Lemma 22, we have that

D(J∞+f)∗(p, q) ≥ (γ + λ)−1Dφ∗(p, q) . (49)

Recalling Lemma 21, and taking the limit as T →∞, we have

D(J∞)∗(q, p) = Dφ∗ (q, p) +D(J∞+f)∗(q, p) ,
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hence combining with (49), we obtain

D(J∞)∗(q, p) ≥ (1 + (γ + λ)−1)Dφ∗ (q, p) . (50)

Applying Lemma 22 once more to (50), we find that

DJ∞(x, y) ≤ (1 + (γ + λ)−1)−1Dφ∗ (x, y) ,

and hence we have that (1 + (γ + λ)−1)−1 ∈ Γ. By the definition of γ, however, we have that

γ ≤ (1 + (γ + λ)−1)−1 . (51)

Noting that equation (51) can be re-arranged into a quadratic inequality in terms of γ and that
γ ∈ [0, 1], we can solve the inequality to obtain that

γ ≤ 1

2

(√
λ2 + 4λ− λ

)
∈ (0, 1) ,

as desired. In order to obtain the converse result, we begin by assuming that f is µ-relatively-convex,
and repeat the same sequence of steps with the inequalities reversed and modifying the definition of
the set Γ and of γ accordingly (as a sup).

E.6. Proof of Theorem 13

Proof Over the course of this proof, we use the short-hand notation∇J∞(xt) = ∇J∞t .
We begin by noting that Lemma 24-2 and the strict convexity of φ implies that φ̃∗(∇J∞t+1) ≤

φ̃∗(∇J∞t ), and hence {φ̃∗(∇J∞t+1)} is decreasing. Next, recalling Lemma 24-3, we have that

φ̃∗(∇J∞t+1) ≤ −Dφ̃∗(∇J
T (x?) , ∇JT (xt)) +DJT (xt , x

?)−DJT (xt+1 , x
?) . (52)

Now, noting that φ̃∗(∇J∞t+1) is decreasing, we get that

t φ̃∗(∇J∞t ) ≤
t∑

u=1

φ̃∗(∇J∞u )

≤
t−1∑
u=0

{
−Dφ̃∗(∇J

∞(x?) , ∇J∞(xu)) +DJ∞ (xu , x
?)−DJ∞ (xu+1 , x

?)
}

≤
t−1∑
u=0

{
−Dφ̃∗(∇J

∞(x?) , ∇J∞(xu−1))
}

+DJ∞ (x0 , x
?)−DJ∞ (xt , x

?)

≤ DJ∞ (x0 , x
?) ,

and hence, dividing both sides by t, we obtain the bound in the statement of the theorem.
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E.7. Proof of Theorem 14

Proof Over the course of this proof, we will use the short-hand notation J∞(xt) = J∞t . We recall
once more that if φ is quadratic, then ∇φ is linear and hence we have that Dφ(x, y) = φ(x − y).
This proof follows closely the proof of Theorem 13, but where we replace the use of Lemma 24 with
Lemma 23. We begin by noting that Lemma 23-2 and the convexity of φ imply that J∞t+1 ≤ J∞t ,
and hence {J∞t } is non-increasing. Next, recalling Lemma 23-3, we have that

DJ∞(xt+1 , x
?) ≤ −DJ∞(x? , xt) +Dφ(x? , xt)−Dφ(x? , xt+1) . (53)

Since {J∞t } is non-increasing and since DJ∞(xt , x
?) = J∞t we get that by using (53),

t J∞t ≤
t∑

u=1

J∞u

≤
t−1∑
u=0

{−DJ∞(x? , xu) +Dφ(x? , xu)−Dφ(x? , xu+1)}

≤
t−1∑
u=0

{Dφ(x? , xu)−Dφ(x? , xu+1)}

= Dφ(x? , x0)−Dφ(x? , xt)

≤ Dφ(x? , x0) = φ(x? − x0) ,

hence, dividing both sides by t, we obtain the first bound in the statement of the theorem.
To obtain the second, we note that if J∞ is also µ-relatively convex with respect to φ∗, we have

that
µDφ(x, y) ≤ DJ∞(y, x) ,

and hence, applying this fact along with the bound Lemma 24-3, we obtain that

Dφ(x? , xt) ≥ Dφ(x? , xt+1) +DJ∞(xt+1 , x
?) +DJ∞(x? , xt)

≥ Dφ(x? , xt+1) + µDφ(xt+1 , x
?) + µDφ(x? , xt) ,

Now, noting that Dφ(x, y) = φ(x− y), we have that

φ(xt+1 − x?) ≤
(

1− µ
1 + µ

)
φ(xt − x?)

≤
(

1− 2µ

1 + µ

)
φ(xt − x?) ,

cascading this inequality, and noting that µφ(x − y) ≤ DJ∞(x, y) ≤ λφ(x − y), we obtain the
second bound in the statement of the theorem.

E.8. Proof of Lemma 15

Proof We separate the proof into two parts, the first proving (13) and the second proving (14).
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Proof of (13): Note that at = f(xt)− f? + φ(∆xt) ≥ 0 is non-increasing by Lemma 25 and that
J∞t =

∑∞
s=t+1 as ≤

C
t for C = λφ(x0 − x?) by equation (11). Hence,

t2 a2t ≤ t
2t∑

u=t+1

au ≤ t J∞t ≤ C .

Therefore, we have that
lim sup
t→∞

t2at ≤ 4C , (54)

and hence by definition of the lim sup, at > 4C
t2

for at most finitely many t, and we have the desired
result.

Proof of (14): Here, we use a version of the reverse Stolz-Cesàro theorem. From equation (12),
we have that

J∞t = J∞(xt) ≤ c0e
−c1t = bt

for c0 = λφ(x0 − x?) and c1 = − log(1− 2γ
1+γ ). Hence, we have that

lim sup
t→∞

J∞t
bt
∈ [0, 1] and lim

t→∞

bt
bt+1

= e−c1 = B 6= 1 .

Hence, noting that

J∞t − J∞t+1

bt+1 − bt
=

J∞t
bt

bt
bt+1
− J∞t+1

bt+1

1− bt
bt+1

we compute

lim sup
t→∞

f(xt+1) + φ(∆xt)

bt+1 − bt
= lim sup

t→∞

J∞t − J∞t+1

bt+1 − bt

= lim sup
t→∞

J∞t
bt

bt
bt+1
− J∞t+1

bt+1

1− bt
bt+1

≤ lim sup
t→∞

J∞t
bt

bt
bt+1

1− bt
bt+1

≤ B

1−B
.

Hence, we have that lim supt→∞
f(xt+1)+φ(∆xt)

bt+1−bt ≤ B
1−B , which by definition implies that f(xt+1)+φ(∆xt)

bt+1−bt >
B

1−B at most finitely many times, giving the desired result.

E.9. Proof of Lemma 17

Proof Recall the definition of the Gâteaux derivative from equation (4),

R′T (x)(δx) =

T∑
t=1

〈∇φ(∆xt)−∇φ(∆xt−1) +∇f(xt) , δxt−1〉 .
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Computing the dual norm using the above expression, we find that

∥∥∥R′T (xθ)
∥∥∥2

2,∗
=

T∑
t=1

‖∇φ(∆xt)−∇φ(∆xt−1) +∇f(xt)‖2

=
T∑
t=1

L(θ;xt−1) ,

as desired.
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