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Abstract
We show a statistical version of Taylor’s theorem and apply this result to non-parametric density
estimation from truncated samples, which is a classical challenge in Statistics Woodroofe (1985);
Stute (1993). The single-dimensional version of our theorem has the following implication: “For
any distribution P on [0, 1] with a smooth log-density function, given samples from the conditional
distribution of P on [a, a + ε] ⊂ [0, 1], we can efficiently identify an approximation to P over the
whole interval [0, 1], with quality of approximation that improves with the smoothness of P .”

To the best of knowledge, our result is the first in the area of non-parametric density estimation
from truncated samples, which works under the hard truncation model, where the samples outside
some survival set S are never observed, and applies to multiple dimensions. In contrast, previous
works assume single dimensional data where each sample has a different survival set S so that
samples from the whole support will ultimately be collected.

From a technical point of view, a central challenge that we face is to bound the extrapola-
tion error of multivariate polynomial approximation. Our main technical contribution is to show
a novel way to prove strong bounds on the extrapolation error of our algorithms invoking only
well-studied anti-concentration theorems, which we believe that it will have applications beyond
truncated statistics. 1
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Stéphane Canu and Alex Smola. Kernel methods and the exponential family. Neurocomputing, 69
(7-9):714–720, 2006.

Anthony Carbery and James Wright. Distributional and `q norm inequalities for polynomials over
convex bodies in Rn. Mathematical research letters, 8(3):233–248, 2001.

Xiaohong Chen, Yanqin Fan, and Viktor Tsyrennikov. Efficient estimation of semiparametric mul-
tivariate copula models. Journal of the American Statistical Association, 101(475):1228–1240,
2006.

A Clifford Cohen. Truncated and censored samples: theory and applications. CRC press, 1991.

Constantinos Daskalakis, Themis Gouleakis, Christos Tzamos, and Manolis Zampetakis. Efficient
statistics, in high dimensions, from truncated samples. In the 59th Annual IEEE Symposium on
Foundations of Computer Science (FOCS), 2018.

Constantinos Daskalakis, Themis Gouleakis, Christos Tzamos, and Manolis Zampetakis. Computa-
tionally and statistically efficient truncated regression. In Conference on Learning Theory, pages
955–960, 2019.

2

http://www.jstor.org/stable/2241953


EXTRAPOLATION OF TRUNCATED DENSITIES

Leslaw Gajek. On the minimax value in the scale model with truncated data. The Annals of Statis-
tics, 16(2):669–677, 1988.

Mariano Gasca and Thomas Sauer. Polynomial interpolation in several variables. ADV. COMPUT.
MATH, 12:377–410, 2000.

Kaan Gokcesu and Suleyman S Kozat. Online density estimation of nonstationary sources using
exponential family of distributions. IEEE transactions on neural networks and learning systems,
29(9):4473–4478, 2017.

Irving J Good. Maximum entropy for hypothesis formulation, especially for multidimensional con-
tingency tables. The Annals of Mathematical Statistics, 34(3):911–934, 1963.

James J Heckman. The common structure of statistical models of truncation, sample selection and
limited dependent variables and a simple estimator for such models. In Annals of economic and
social measurement, volume 5, number 4, pages 475–492. NBER, 1976.

Andrew Ilyas, Manolis Zampetakis, and Daskalakis Constantinos. A theoretical and practical frame-
work for regressionand classification from truncated samples. In AISTATS 2020, 2020.

Vasilis Kontonis, Christos Tzamos, and Manolis Zampetakis. Efficient truncated statistics with
unknown truncation. In 2019 IEEE 60th Annual Symposium on Foundations of Computer Science
(FOCS), pages 1578–1595. IEEE, 2019.

Tze Leung Lai and Zhiliang Ying. Estimating a distribution function with truncated and censored
data. The Annals of Statistics, pages 417–442, 1991.

Qi Li and Jeffrey Scott Racine. Nonparametric econometrics: theory and practice. Princeton
University Press, 2007.

Gangadharrao S Maddala. Limited dependent variable models using panel data. Journal of Human
resources, pages 307–338, 1987.

Alexander Schrijver (auth.) Martin Grötschel, László Lovász. Geomet-
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