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Abstract
Banks are required to analyse large transaction
datasets as a part of the fight against financial
crime. Today, this analysis is either performed
manually by domain experts or using expensive
feature engineering. Gradient flow analysis
allows for basic representation learning as node
potentials can be inferred directly from network
transaction data. However, the gradient model has
a fundamental limitation: it cannot represent all
types of of network flows. Furthermore, standard
methods for learning the gradient flow are not
appropriate for flow signals that span multiple
orders of magnitude and contain outliers, i.e.
transaction data. In this work, the gradient model
is extended to a gated version and we prove
that it, unlike the gradient model, is a universal
approximator for flows on graphs. To tackle
the mentioned challenges of transaction data,
we propose a multi-scale and outlier robust loss
function based on the Student-t log-likelihood.
Ethereum transaction data is used for evaluation
and the gradient models outperform MLP models
using hand-engineered and node2vec features
in terms of relative error. These results extend
to 60 synthetic datasets, with experiments also
showing that the gated gradient model learns
qualitative information about the underlying
synthetic generative flow distributions.

1. Introduction
A bank will typically have millions of transactions flowing
through its systems on a daily basis, and the need to further
develop tools to monitor the flows for anomalous behaviours
has become a crucial activity. It is estimated that global
money laundering activities comprise 2 - 5% of global
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annual GDP (United Nations office on drugs and crime,
2011), and transaction service providers, such as SEB
Group, are required by EU and national regulations to
report suspected money-laundering activity to the public
authorities (European Parliament and Council, 2018).

A large portion of everyday transactions are payments and
cash transactions, e.g. using bank transfers, mobile services
or cryptocurrencies. These transactions can be viewed as a
dynamic flow on the edges of a network where nodes are
accounts of individuals, companies, organisations etc.

Transaction network datasets available for research,
however, are scarce due to bank laws and client
confidentiality, and machine learning research to aid anti-
money laundry (AML) efforts has consequently been
impeded. A review of the literature shows a prevalent
use of feature engineering, a process which is both
time consuming and performance restrictive. Moreover,
difficulties in obtaining labelled AML data limits application
of supervised deep learning.

In this work, we propose a method to learn representations
automatically from network transaction data using a gated
extension to the gradient flow model from the literature
(Lim, 2020). To automatically learn the representations, we
formulate a stationary flow prediction task that provides both
a well-defined optimisation objective, which we formalise
into an outlier robust, multi-scale loss function fit for the
properties of cash transaction data, and a performance
measure for objective comparison of our gated gradient
model to baselines. To adhere to confidentiality regulation,
we here focus on publicly available ethereum transactions
which exhibit similar statistical properties to commercial
cash and payment transactions (Fig. 1).

The contributions of this work are 1) a gated extension
to the gradient flow model capable of learning node
representations automatically from network flow data, 2)
a proof that this gated model is a universal approximator
for flows on graphs, 3) a robust, multi-scale loss function
to be used for training flow prediction models on large
transactions datasets and 4) empirical evidence using
ethereum transactions and synthetic data that our model
learns representation with better flow prediction properties
than available engineered and learned feature baselines.
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The code, datasets and results are accessible via
our project page https://ciwanceylan.github.io/

gated-gradient-flow/.

2. Background
The machine learning literature concerning payment and
cash transaction data, e.g. for anti-money laundering, is
sparse and fragmented due to bank secrecy deterring from
publication of benchmark datasets and exchange of AML
models (Oeben et al., 2019). In a review on machine
learning methods for AML, (Chen et al., 2018) state that
all methods rely on feature engineering as an expensive
preprocessing step before either unsupervised or supervised
machine learning algorithms are applied, e.g. (Le Khac
& Kechadi, 2010; Bhattacharyya et al., 2011; Weber et al.,
2019). With the advent of deep learning, the computer
vision field advanced rapidly by switching from feature
engineering to feature learning (LeCun et al., 2015). Yet,
even when applying graph convolutional networks to bitcoin
transaction data in a supervised AML setting, (Weber et al.,
2019) engineer features to use as input to the GCN.

Applying deep learning to naively engineered features can
work well if provided with enough labelled data. Obtaining
labels in a financial crime prevention setting, however, is
difficult and usually only available in the form of customer
reported fraud. In an unsupervised AML setting, it is
imperative that the features capture relevant aspects of
transaction behaviours. (Oeben et al., 2019) note that only
one third of the works surveyed include network information
in their features, despite the success of network analysis
for other network types, e.g. power grids (Albert et al.,
2004), affiliation networks (Barabâsi et al., 2002) and social
networks (Lewis et al., 2008). Among the works using
network features are (Fronzetti Colladon & Remondi, 2017),
where an Italian factoring company is monitored using
network analysis, and (Savage et al., 2016), who incorporate
network features in their supervised learning pipeline for
money laundering detection.

During the last decade, cryptocurrencies, e.g. bitcoin and
ethereum (Vujičić et al., 2018), have emerged as publicly
available transaction datasets since they by necessity
maintain a public ledger of all transactions (Zheng et al.,
2017). There are several works analysing the properties
of these network datasets. (Ron & Shamir, 2013) and
(Di Francesco Maesa et al., 2018) analyse the bitcoin
transaction graph, both spending significant parts of their
papers on how to turn the bitcoin data into a graph where
nodes represent users. (Ron & Shamir, 2013) focus
on user behaviour and tracing transaction histories while
(Di Francesco Maesa et al., 2018) provide many network
statistics, e.g. clustering coefficent, average distance and
degree distributions, and analyse how these evolve over

time. In their systematic study of the ethereum transaction
graph, (Chen et al., 2020) provide a wealth of statistics
and analyses. They also note that ethereum, unlike bitcoin,
includes the concept of accounts and balances, and thus
does not require the same difficult preprocessing. Contrary
to these works, we use the ethereum transaction data to
learn node representations to be used for stationary flow
prediction and downstream AML tasks.

To verify that the ethereum data shares some statistical
properties with our internal transaction data, and to verify
that our synthetic data does not adhere to a significantly
different distribution, we visualise the transaction amount
densities for these three cases using log-log axes, and with
the currency of the internal data converted to eth, in Fig. 1.
All three distributions are qualitatively similar with a peak
around 10 – 100 eth and span several orders of magnitude,
with the ethereum data displaying the heaviest tails.
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Figure 1. Log-log densities of the preprocessed ethereum
transaction amounts, internal bank transaction amounts and
synthetic data from the gated gradient model.

3. Related Works
3.1. Node Representation Learning

LINE (Tang et al., 2015), DeepWalk (Perozzi et al., 2014)
and node2vec (Grover & Leskovec, 2016) are three well-
known node representation learning methods for which
embedding similarity corresponds to structural similarity
between node neighbourhoods. LINE uses first and second
order proximities to define similarity while DeepWalk
uses random walks. Node2vec generalises DeepWalk
by introducing hyperparameters p and q to control the
behaviour of the random walk, thereby allowing different
structural similarities to be learned. Unlike our work, these
methods learn embeddings unrelated to any flow in the
network. The structural embeddings may still be used for
stationary flow prediction but the performance will be poor
if flow values are independent of structural similarities.

https://ciwanceylan.github.io/gated-gradient-flow/
https://ciwanceylan.github.io/gated-gradient-flow/
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3.2. Link Prediction

Link prediction, filling in missing edges of a graph, is a
classic task in the graph mining literature (Newman, 2018,
p. 298), and it has been demonstrated that it can be used to
learn node representations. (Sarkar et al., 2011) formalise
link prediction as a problem of estimating distances between
nodes embedded in a latent space and (Rendsburg et al.,
2020) propose a graph generator and link predictor via
asymmetric factorisation of the adjacency matrix, essentially
also learning latent node embeddings. This is similar to our
work in the sense that we use stationary flow prediction to
learn node representations. However, the approaches differ
in both the task formulation, as we assume knowledge of
all edges in the graph, and the models used, (Sarkar et al.,
2011) use distance models and (Rendsburg et al., 2020)
matrix factorisation, while we propose a gradient model.

SEAL (Zhang & Chen, 2018) uses a graph neural network
to learn heuristics for link prediction and defines the current
state-of-the-art performance for the task. While SEAL can
use node representations as input, it does not learn them
from data.

3.3. Weight Prediction

Weight prediction is the task of predicting real valued
weights on the edges of a network and thus similar to
stationary flow prediction as defined in Sec. 4. However, we
would like to highlight one conceptual and one practical
difference between prediction of network weights and
network flow. Conceptually, edge weights indicate concepts
like connection strengths, trust and opinion. Flow and
transactions, on the other hand, indicate that something
finite, e.g. currency, has been transferred from one node to
another. Multiple transactions over an edge may result in
zero net flow, which should not imply connection strength
zero. Practically, weights are assumed to be normalisable
to a bounded range, e.g. [−1, 1], (Kumar et al., 2016; Zhu
et al., 2016; Hou & Holder, 2018; Agrawal & de Alfaro,
2019). Normalising transactions which span multiple orders
of magnitude and contain outliers to a compact interval is
non-trivial, e.g. the test data may contain transactions much
larger than the largest transaction in the training data. For
these reasons, we consider the stationary flow prediction
task to be different from the weight prediction task.

(Kumar et al., 2016) propose to use a fairness and goodness
score calculated for each node in the network. These
scores are multiplied to compute edge weights which
are interpreted as trust. (Zhu et al., 2016) instead use
neighbourhood set intersections for computing weights
and (Agrawal & de Alfaro, 2019) use path aggregations
combined with a neural network to perform joint weight
and link prediction. The model proposed by (Hou &
Holder, 2018) is most similar to our model in the sense

that it also learns node embeddings to predict edge weights.
However, their embeddings are passed through a two layer
MLP, unlike our model which is derived from gradient flow
models, see sections 4.1 and 5.

4. Stationary Flow Prediction
Automatic representation learning requires a loss function
to be minimised, commonly based on a specific task, e.g.
classification loss for supervised learning (LeCun et al.,
2015) or reconstruction loss for auto-encoders (Hinton &
Salakhutdinov, 2006) and k-means (Murphy, 2012, p.356).
Similarly, we define the stationary flow prediction task for
network flow data.

Consider an undirected graph G = (V,E) without self-
loops, vertex set V , (n = |V |) and edge set E, (m = |E|).
Without loss of generality, we impose a canonical direction
on the edges, i.e. each edge is directed from lower to higher
indexed nodes, as is standard in flow analysis on networks
(Lim, 2020). A flow on the network can then be defined
as a vector of values y ∈ Rm where each component y(ij)

expresses the magnitude and direction of a flow on edge ij
relative to the canonical direction. Furthermore, we also
assume thatG is connected since each connected component
can be treated separately.

The stationary flow prediction task, which we refer to as
flow prediction here for brevity, is defined as a missing value
inference task. It is assumed that an incomplete flow ytrain is
observed, only containing values for edges ij ∈ Etrain ⊂ E
and the task is to predict the missing values on edgesEtest =
E \ Etrain. Since our aim is to learn node representations,
we further restrict this task by only considering models
on the form f (ij) = f(x(i),x(j)), where x(i) is a vector
representation of node i. This task is stationary since the
time component of transaction data is ignored to simplify
the problem.

We note that stationary flow prediction is not only a tool for
learning node representations, but has potential application
in its own right, e.g. filling in missing data or using
deviations from predictions as an anomaly score.

4.1. Gradient Model

Note that any flow can be decomposed into a sum of
a gradient flow and a divergence-free (i.e. in ker(div))
flow, see (Lim, 2020). By defining the Edge-Laplacian
∆1 as in (Lim, 2020), note that this divergence-free part
can furthermore be decomposed (by Equation 3.5, (Lim,
2020)) into a harmonic part and a part in the image of curl∗

by the Helmholtz decomposition. Of importance for our
application is that any flow on a graph can be expressed as
y = ygrad +ydiv, the two terms being orthogonal and ygrad
given by an element in the image of the gradient function,
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defined as the natural extension of the gradient on a discrete
domain to the edges of a graph,

(grad z)(ij) = y
(ij)
grad = z(j) − z(i) for ij ∈ E. (1)

Here, the z(i) are real scalars called node potentials. In
the context of flow prediction, we view them as a 1D node
representation for a gradient model formalised as

f
(ij)
grad = z(j) − z(i). (2)

A consequence of ygrad and ydiv being orthogonal is that the
node potentials can always be inferred from an observed
flow, e.g. by minimising a squared error loss

∑
i,j(y

(ij)
train −

f
(ij)
grad )2 using LSQR (Paige & Saunders, 1982; Virtanen

et al., 2020). Note that the gradient flow model cannot
capture the divergence-free part of the flow and this limits
its application to flow data with significant divergence-free
component, e.g. the used ethereum data with a divergence-
free component norm of ∼ 42M and a gradient component
norm of ∼ 6M. Moreover, this model can still overfit to
training data if not regularised, like most machine learning
models. In Sec. 7 & 8, this model is denoted as ‘grad’.

4.2. Baseline Models

In addition to comparing our gated gradient model (Sec. 5)
to the simpler gradient model described in Sec. 4.1, we
include models using engineered features and node2vec
features as baselines. As feature engineering, we compute
the average sign of incoming/outgoing flows, the average
value, the standard deviation, the sum of the absolute values
of the flows, the mean of the absolute values and the node
degree, making six features in total, d = 6. For this, we do
not use the canonical orientation of the edges, but rather the
convention that incoming flow is positive and outgoing flow
is negative for each node. For training and prediction, the
sign of the y(ij) of course adhere to the canonical orientation
of the edges.

The node2vec features are learned using the implementation
in PYTORCH GEOMETRIC (Fey & Lenssen, 2019) and we
use the hyperparameters d = 128, r = 10, l = 80 and k =
10 as proposed by (Grover & Leskovec, 2016). Moreover,
we use p = 1, and for the ethereum data we tune q using
values {0.5, 1, 2} while q = 1 for the synthetic flows. For
flow prediction using either of these feature sets, we use a
two layer deep MLP, similar to (Hou & Holder, 2018). The
MLP received the feature vectors x(i) and x(j) to predict
the flow on edge ij, and each layer has 2d units. This model
will be referred to as ’dnn2’ combined with either ’feat.
engi.’ or ’f.e.’ for the engineered features or ’n2v’ for the
node2vec embeddings.

The fairness-goodness weight prediction model by (Kumar
et al., 2016) is also included as a baseline since an easy-to-

adapt implementation was readily available. This method
requires each flow value to be in the range [−1, 1]. Since the
largest flow value is many orders of magnitude larger than
the median flow value, we apply a modified version of the
Yeo-Johnson power transform (Yeo & Johnson, 2000) before
normalising the flow values, T (y) = sgn(y) log10(1+a|y|),
where a ∈ {1, 10, 100, 1000} is a hyperparameter. This
model will be referred to as ’Kumar et. al.’ in the results.

5. Gated Gradient Model
The representation capacity of the gradient flow model in
Eq. (2) is restricted by the scalar valued node potentials
since the gradient flow on one edge ij cannot be altered
without affecting the flow on other neighbours of i or j.
To address this, we propose K potentials on each vertex,
denoted by the vectors z(i) ∈ RK . For this to work, we also
introduce a gate function, σ̄ : RK ×RK 7→ [0, 1]K , which
can modulate the flow for each edge and component of z.
This gated gradient flow model is expressed as

f (ij) = σ̄(u(i),u(j))T
(
z(j) − z(i)

)
. (3)

The following theorem helps us establish that the gated
gradient model can approximate any network flow, unlike
the gradient model.

Theorem 1. Let G = (V,E) be any graph following the
specifications in Sec. 4, y an edge flow vector with ymax =
‖y ‖∞ and let σ(u(i),u(j)) : RK ×RK 7→ [0, 1]K denote
a function in a function class containing elements able to
map some set of parameter pairs (u(i),u(j)) for i, j ∈
{1, . . . , n} to one-hot vectors 1kij with bounded error for
any fixed choice of kij ∈ {1, . . . ,K} for i, j ∈ {1, . . . , n},
i.e. σ(u(i),u(j)) = 1kij

+ ε where ε is an error vector
with ‖ε‖∞ < ε. Then, for K = 2∆(G), σ can be chosen
in this function class together with parameters z(i) ∈ RK ,
such that the resulting gated flow model, Eq. (3), is able to
approximate the flow y such that

‖y− f ‖∞ ≤ 4ε∆(G)ymax,

where ∆(G) is the maximum degree of the graph.

Proof. We provide a proof by construction. To assign flow
values to each edge, iterate over the nodes in order by node
index. Let C be the set of completed nodes, meaning that
flow values have been assigned to each edge incident to
these nodes. Furthermore, let Q = V \ C.

Now consider assigning flow values to the node vi. If vi
already has flow values assigned to each edge, move vi to
C and continue with vi+1. Otherwise, vi has c neighbours
in C and q neighbours in Q, and thus c completed edges
and q edges without assigned flow values. Furthermore, this
means that c components of z(i) will have assigned values
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and thus K − c = 2∆(G)− c components are unassigned.
Let Ji be the set of component indices with unassigned
values of node vi. Assign 0 to these K − c components of
z(i).

Each of the neighbouring nodes vj ∈ Q will have at least
K − (∆(G)− 1) = ∆(G) + 1 unassigned components of
z(j). For each vj , assign z(j)l = y(ij) for a component index
l ∈ Ji ∩ Jj , remove l from Ji and Jj , and let σ̄(i, j) =
σ̄(j, i) approximate 1l. Note that c + q ≤ ∆(G) and thus
|Ji| ≥ ∆(G). And since |Jj | ≥ ∆(G)+1 andK = 2∆(G),
such an index l will be available for every node vj by the
pigeonhole principle. Finally, move vi to C.

To obtain the error bound, note that the flow over each edge
can be expressed as

f (ij) = (1lij + ε)T (z(j) − z(i)) = y(ij) + εT (z(j) − z(i)).

Since z(i)k ∈ [−ymax, ymax] and εk ∈ [−ε, ε] we have

|y(ij) − f (ij)| = |εT (z(j) − z(i))| ≤ 2εKymax.

Note that if σ̄ is a universal approximator with range (0, 1),
e.g. a sufficiently large deep neural network with a sigmoid
function output layer, Theorem 1 implies that the resulting
gated gradient model is a universal approximator for flows
on graphs. The vectors {u(i)}i could either consist of vertex
data or, like {z(i)}i, be parameters which are learned via
optimisation. There is no additional vertex data available in
our case, so we let the {u(i)}i be parameters. In practice,
overfitting is a larger issue than model bias for transaction
data, so we choose a simple form for σ̄:

[σ̄(u(i),u(j))]k = σ(u
(i)
k , u

(j)
k ) =

1

1 + e−(u
(i)
k +u

(j)
k )

. (4)

This choice has two motivations: interpretability (see Sec.
5.1) and numerical practicality, namely that its gradients
are non-zero at the origin. Also note that the gated model,
Eq. (3), reduces to the gradient flow model, Eq. (2), if u(i)

is a constant. In the future, other forms for σ̄ should be
explored.

The space complexity of the gated flow model is O(Kn),
where K is in practice typically a small fixed constant, K ≤
3 in our case. The model is hence linear and very space
efficient for large graphs.

5.1. Model Interpretation

Transactions are governed by human incentive which does
not closely follow any known physical law. Nevertheless,
the price dynamics on trade networks can be modelled
by combining supply-demand dynamics with game theory

(Kakade et al., 2004; 2005), and likewise, stability of
commodity transport networks can be analysed using current
laws under an optimal supply-demand network assumption
(Rubido et al., 2014). This motivates us to also interpret the
gated gradient model from a supply-demand perspective, in
which the z(i) represent supply/demand indicators for K
different goods and services, with higher values indicating
larger supply and low values lack of supply or demand. Note
that the model defines positive flow as directed from low
supply to high supply since the observed data tends to be
the payment for a product or service.

The [σ̄(u(i),u(j))]k are then a form of impedance for
transactions of the kth product/service along edge ij. With
our choice of σ̄ in Eq. (4), the parameters u(i)k indicate vertex
i’s willingness to trade in product k, with negative values
indicating reluctance and positive values eagerness.

6. Learning with Multiscale Transaction Data
6.1. Loss Function

Observe in Fig. 1 that the densities of transaction amounts
span multiple orders of magnitude and appear to be
relatively heavy-tailed. To better account for this situation,
we propose to utilize the following custom relative error
ε : R× R→ R:

ε(y, f) = (y − f)2/|y|, ∂ε

∂f
(y, f) = 2(f − y)/|y|. (5)

This error has the, we believe, desirable property that its
partial derivative above is invariant under a common scaling
of the magnitude of y and f by a constant α > 0 while
ε(y, f) itself still decreases with decreasing overall scaling
factor α > 0, as is the case with the standard squared
error. We believe this to be beneficial to mitigate the
otherwise dramatic variations in gradient norms for the
classical squared error over the multiple magnitudes of
scale observed in the input data. To avoid division by zero
and numerical instabilities, we furthermore truncate the
denominator of ε at a threshold specified per dataset which
has to be chosen in relation to the desired precision.

To address the heavy tails, we propose using a Student-t
log-likelihood (Lange et al., 1989) of the specific form

`(y, f) =
1 + ν

2m

∑
i,j∈E,
i<j

log
(

1 + ε(y(ij), f (ij))/ν
)
, (6)

where ν is a parameter (also referred to as dof/degree of
freedom in Sec. 8) for the Student-t distribution and the
denominator of ε is truncated at a constant τ > 0 as
mentioned above. The probabilistic motivation for this
loss is the assumption that our errors are well modelled
as a Student-t distribution scaled by the square-root of the
absolute value of the target variables.
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The choice of ν allows for controlling the growth of
log terms in the sum above. Based on our preliminary
experiments, setting ν to the median of |y(ij)train| provided a
balance that did not over-emphasize the largest ε values
occurring in the loss function.

As mentioned in Sec. 5, overfitting is a challenge to
generalisation in the flow prediction task. To address this,
we introduced additional regularisation using the L1-loss
on the model parameter. Compared to the L2-loss, the L1
loss assigns lower penalty to large parameter values. This
is especially important for the z(i) parameters since they
need to be large to successfully reproduce large flows. The
complete loss function, where λz and λu are regularisation
strength hyperparameters, is

L(z,u) = `(y, f(z,u)) +
λz
nK
‖ z ‖1 +

λu
nK
‖u ‖1. (7)

6.2. Optimisation

The gated flow model is implemented in PYTORCH (Paszke
et al., 2019) and the loss function is minimised using
the library’s implementation of AdamW (Kingma & Ba,
2014; Loshchilov & Hutter, 2017), using learning rate
0.01, weight decay 0.01 and amsgrad (Reddi et al., 2019).
Full batches are used and the models are trained until
convergence, defined by a relative tolerance threshold on the
training loss set to 10−5. However, preliminary experiments
indicated that the loss function has stationary points not
necessarily close to the global minimum and the optimiser
tended to get stuck with both high training and validation
losses. To mitigate this, we investigate different initialisation
strategies since these have proved important for non-convex
optimisation of neural networks (Sutskever et al., 2013).

The poor performance observed when using noise from
a normal distribution to initialise z led to the conclusion
that the shape of the loss function makes it difficult for
the z to move away from the origin. To alleviate this, we
took advantage of the efficiency in inferring z(i) for the
gradient model, Eq. (2), when minimising a MSE loss using
LSQR (Paige & Saunders, 1982; Virtanen et al., 2020),
and subsequently set z(i)k = 2z(i) for each k for the gated
model. The factor 2 compensates for the factor 0.5 coming
from σ(u

(i)
k , u

(j)
k ) as u is initialised at the origin. This

strategy, however, has the issue that the model is initialised
in a subspace of the parameter space, and by looking at
the gradients of gated model (Eq. (3)) one sees that it is
impossible to escape this subspace. We address this by
adding noise to the z after first initialising using LSQR,
where the noise is scaled by the magnitude of each z(i)k . We
call this third initialisation strategy LSQR+ and the three
strategies are compared using synthetic data in Sec. 8.

6.3. Preprocessing and Flow Prediction Evaluation

The transaction graphs are preprocessed by first extracting
the largest connected component and then trimming the
graph, meaning that all nodes of degree one are iteratively
removed. This is done since it is not possible to learn
to predict the flow to/from a node of degree one without
additional vertex data. The edges directed from lower
to higher indexed nodes, and the sign of flow values are
adjusted accordingly. The net flow is calculated in the case
of transactions going in opposite directions.

To create training, validation and test splits of the flow, a
random spanning tree of the graph is created and all edges
on the tree are put into the training set. The spanning tree
is necessary to ensure that the different splits belong to the
same connected graph. Additional edges are then added to
the training set until it reaches the desired size, e.g. 80% of
all edges, and the remaining edges are split into validation
and test sets. The graph preprocessing is done using GRAPH-
TOOL (Peixoto, 2014) and the splits using SCIPY (Virtanen
et al., 2020).

To evaluate the flow prediction performance across multiple
scales, the relative error

δ(ij) = |y(ij) − f (ij)|10−6/|y(ij)|10−6 (8)

For detailed analysis of the prediction performance, the
cumulative distributions of δ(ij) across all test edges are
studied, see Figs. 2 and 5. Note that δ(ij) = 0 can be
achieved by trivially predicting f (ij) = 0. The numerator
and denominator in Eq. (8) are truncated at 1e−6 to avoid
complications with division by zero. To summerise the error
into a single value, we use the median absolute error.

7. Experiments on Ethereum Transactions
Google’s BigQuery was used to extract all ethereum
transactions between 2018-06-01 and 2020-12-01 with a
value greater than zero (in particular contract transactions
without additional ether were excluded). The transactions
were grouped by directed edges and filtered by removing
edges with fewer than 10 transactions over the time period.
The time period was chosen based on the relative price
stability of around 100$/eth to 500$/eth. All transactions
were converted from wei to ether. The resulting transaction
graph contains 452862 vertices and 1107858 edges, and the
distribution of amounts can be seen in Fig. 1.

The edges are split into a train set (70%) for optimisation,
a validation set (15%) for hyperparameter selection and
a test set (15%) for evaluation. LSQR+ initialisation is
used for the gated and grad models and we perform a grid
search over the regularisation hyperparameters, λu and λz .
For the gated model we additionally include the dimension
K in the search. We use dimension {1, 2, 3} for K and
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Figure 2. Cumulative relative error distributions for the ethereum
data. The trivial prediction of zero for all edges is shown as a
dashed black curve. The larger the area under the curve to the left
of t = 1 the better.

values {3., 1, 0.3, 0.1} for λu and λz , resulting in a grid
search over 48 models. Each model takes around 30 min
to train on a consumer grade GPU (e.g. Nvidia RTX 2070).
Hyperparameter search is also performed for the baseline
models, using same regularisation strengths for the ’dnn2’
models, including q in the search for the node2vec feature
and tuning a for the ’Kumar et.al.’ model.

For the gated model, λu = λz = 0.3 andK = 1 perform best
with the model overfitting for higher dimensions and lower
regularisation strengths. For the gradient model λz = 0.3
is best for the ’dnn2’ models with q = 0.5 for ’n2v’. For
’Kumar et. al.’, a = 1000 is best.

In Fig. 2, the cumulative distributions of the relative errors
on the test split are shown for the different models. Our
gated model performs best, in the sense that it has the largest
mass of errors smaller than one, followed by the gradient
flow model and the ’dnn2’ baseline using node2vec features.
The ’dnn2’ model using the engineered features and the
weight prediction model by (Kumar et al., 2016) lie close to
the trivial performance indicated by the zeros curve. This is
also apparent in Table 1 where the median absolute errors
are shown. Also included is the gradient model when trained
with mean square error loss instead of our robust multi-scale
loss. Its performance in terms of relative error and median
absolute error is very poor since it overfits to the few very
large transactions.

The transaction amount densities for the test data and
the models’ predictions provide further insight into their
behaviour, see Fig. 3. Again, we see how the gradient model
trained using a squared loss is biased towards large amounts.
Conversely, both models trained using the multi-scale loss
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Figure 3. The histograms of ethereum transaction amounts and
predictions by the gradient models on the test set.

with L1 regularisation are biased towards smaller amounts
and fail to capture the right hand tail of the distribution.

8. Experiments on Synthetic Flow Data
As discussed in Sec. 2, publicly available transaction
datasets outside of cryptocurrencies are rare and machine
learning research in AML will likely need to rely on
synthesised transaction data to a large extent (Oeben et al.,
2019). Synthetic datasets also come with the advantage
that the ground truth about the data generation process is
known. We choose to use 60 different synthetic transaction
network datasets to further investigate the properties of the
gradient models and baselines. The datasets are generated
using three different graphs, and two different parameter
distributions for generating flows. For each of these six
combinations, we sample 10 sets of flows.

The aim of these experiments is to verify that the flow
prediction results for the ethereum data extend to other
graphs, flow distributions and flow samples, and, since we
have access to the ground truth flow generative distribution,
to investigate if the gated flow model is able to learn
qualitative information about this distribution. Additionally,
we perform an ablation study to see how L1 regularisation
and the initialisation strategies discussed in Sec. 6.2 affect
training and validation errors.

Table 1. Median absolute errors on reserved test transactions for
the ethereum dataset. ’Zeros’ is the trivial model of prediction zero
for each edge.

GATED GRAD F.E.+ N2V+ KUMAR ZEROS GRAD
DNN2 DNN2 ET. AL. (MSE)

9.34 10.39 13.10 11.25 14.19 14.61 397
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Table 2. Mean and standard deviations of the log10 median relative error for the validation splits on the synthetic flow data. Lower values
are better. The means and standard deviations are calculated over 10 generated flows for each graph.

UNIMODAL MULTIMODAL
CORA BITCOIN COMPLETE CORA BITCOIN COMPLETE

MODELS

GATED −0.07± 0.00 −0.06± 0.01 −0.28± 0.07 −1.32± 0.02 −0.81± 0.06 −2.22± 0.18
GRAD −0.07± 0.00 −0.07± 0.01 −0.14± 0.03 −0.57± 0.00 −0.56± 0.02 −0.62± 0.04
F.E.+DNN2 −0.07± 0.01 −0.04± 0.01 −0.12± 0.03 −0.63± 0.06 −0.01± 0.02 −1.20± 0.15
N2V+DNN2 −0.00± 0.00 −0.02± 0.01 −0.26± 0.05 −0.00± 0.00 −0.00± 0.00 −0.92± 0.48
KUMAR ET.AL. −0.01± 0.00 −0.00± 0.00 −0.02± 0.01 −0.00± 0.00 −0.00± 0.00 −0.00± 0.00

The three graphs used are the cora citation graph (McCallum
et al., 2000) which is commonly used in graph-machine
learning research (Kipf & Welling, 2016; Rendsburg et al.,
2020), a version of the bitcoin transaction graph (Fire &
Guestrin, 2017) (which only contains the links and no actual
transaction amounts), and the complete graph on 40 vertices
(780 edges). After the preprocessing steps, the cora graph
contains 19727 nodes and 85718 edges and the bitcoin graph
12805 nodes and 36327 edges.

To generate flows, we sample values for z(i) and u(i) and
then run a forward pass through the gated flow model, Eq.
(3). We consider a unimodal and a multimodal setting for the
parameter distributions. The unimodal setting is designed
to mimic the transaction amount densities observed for real
data, see Fig. 1 for a comparison. This is achieved by using
student-t distributions with mean 0, scale 100 and dof 2 for
the z(i), and mean -2, scale 1 and dof 4 for u(i), and K = 3.
In the multimodal setting, mixture of student-t distributions
are used for both z and u, with three components and
dof 2 for each. For z(i), the components are centred at
(100, 100), (0, 0), (0,−50), and for u(i) they are centred at
(4, 4), (0,−5), (−5, 1), and scaled by 0.01. We use K = 2
and an example of sampled z(i) are shown in Fig. 4. This
setup results in a flow distribution with three sharp peaks:
one large peak close to zero from small transactions within
each component, one for transactions between component 0
and 1 and one for transactions between component 0 and 2.
A visualisation is available in the supplementary material.

For each of the six setups, 10 different ground truth
parameter sets are sampled and the 10 resulting flows are
split into 80-20 training/validation sets. The experiments are
performed jointly with the ablation study which consists of
six steps. First, all models are trained without regularisation
and noise from a normal distribution is used as initialisation
for the gradient models. Then the gradient models are
retained using LSQR and LSQR+. Using LSQR+ for the
following steps, L1 regularisation is added to u(i) only,
then to z(i) only, and finally to both parameter sets and the
weights of the baseline models. Regularisation strengths
λz = λu = 0.5 were used in the unimodal case and 0.05 in

Table 3. Clustering agreement scores averaged over 10 flow
samples. K-means clustering is applied to the ground truth and
model representations separately and the score is the cluster
assignment overlap. Scores lie in [0, 1], higher is better.

CORA BITCOIN COMPLETE
MODEL

GATED 0.92± 0.00 0.90± 0.03 0.95± 0.10
GRAD 0.69± 0.00 0.71± 0.04 0.57± 0.05
FEAT. ENGI. 0.68± 0.00 0.62± 0.01 1.00± 0.00
NODE2VEC 0.34± 0.00 0.34± 0.00 0.41± 0.04

the multimodal one. The training time ranges from 1-100s
per ablation step, depending on the data and model, on a
customer grade CPU and GPU.

Table 2 shows the flow prediction performance results
on the validation sets in terms of means with standard
deviations over the 10 different flows. The performance
is measured using the log10 median relative error, i.e.
log10 medianij δ

(ij). These errors are visualised using
vertical, dashed, coloured lines in Fig. 5 for one flow sample.
In the multimodal setting, the gated flow model outperforms
the other models by a wide margin and achieves low relative
errors on average for all three graphs. The unimodal setting
appears to be more difficult with models generally having
higher errors. Looking at the training set errors, we observe
larger discrepancies between the validation set errors in
the unimodal setting, indicating that overfitting is a partial
reason to the larger errors. We hypothesise that the discrete
nature of the multimodal setting reduces the number of
symmetries and local minima of the training loss surface,
resulting in better generalisation. We further observe that
overfitting is less of an issue for the complete graph and that
all models overfit more on the bitcoin graph compared to
cora. The reason is believed to relate to the graph sparsity
or possibly the clustering coefficient. Further analysis is left
as future work.

To determine if the gated gradient model can learn
qualitative information about the multimodal distribution,
we first look at one example visualised in Fig. 4. The figure
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Figure 4. One sample set of {z(i)}i from the multimodal ground
truth distribution (red ellipses) for generating synthetic flow, and
the learned z(i) parameters (black ellipses) on the cora graph.

shows the ground truth and learned z(i) parameters for the
same multimodal flow sample underlying the error curves
in Fig. 5. The different components are highlighted using
ellipses with red border for the ground truth components
and black border for the learned representations. We
see that the gated gradient model is able to separate the
three components albeit along the diagonal on which the
parameters are initialised. To quantify the performance
across all the flow samples, we calculate a clustering
agreement score, see Table 3. This score is calculated by
running k-means clustering separately on the ground truth
and learned z(i) and computing the fraction of nodes which
get assigned to the same cluster. The gated model receives
the highest score on the cora and bitcoin graphs and is only
marginally worse than the hand-engineered features which
receive a perfect score on the complete graph.

The ablation study showed that LSQR+ performs the best
out of the three initialisation strategies. LSQR performs
similarly to LSQR+ on the multimodal data, but worse on
the unimodal data, and vice versa for the normal noise
initialisation. Since overfitting is the bottleneck for the
unimodal data, L1 regularisation improves the validation
errors slightly for the cora and bitcoin graph, while having
a detrimental effect in the multimodal case. The complete
results are displayed in the supplementary materials.

9. Conclusions
We have extended the gradient flow model to a gated version
capable of learning node representations automatically from
network flow data, not requiring hand-engineered features.
We have shown that our gated extension can be interpreted
as a universal approximator for flows on graphs, unlike
the gradient flow model. Furthermore, we propose a
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Figure 5. Cumulative relative error distributions over the validation
set of one synthetic flow sample generated from the mulitmodal
distribution on the cora graph. Median relative errors are marked
by dashed, coloured, vertical lines.

robust, multi-scale loss function to be used for training flow
prediction models on large cash transactions datasets, which
both span multiple order of magnitude and contain outliers.
When applied to ethereum transaction data, our gated model
outperforms both the gradient model and neural networks
using engineered features. These results hold when the
models are trained on 60 synthetic network flow datasets.

For the synthetic data, we observe that the learned node
representations capture some qualitative properties of the
flow generating distributions, e.g. the different modes of the
multimodal case. This is encouraging for the prospects of
using the learned representations for downstream tasks, e.g.
anomaly detection for financial crime prevention.

The main bottleneck for flow prediction generalisation
appears to be overfitting and experiments suggest both the
flow distribution and graph topology affect the overfitting
severity. We hypothesise that the risk of overfitting
generally increases for sparse graphs with lower global
clustering coefficient. Applying L1 regularisation does
reduce the overfitting, but we assert that there exist less
invasive regularisation methods which would allow to train
larger gated gradient flow models, cf. dropout for DNNs
(Srivastava et al., 2014).

Other potential areas for future research are unification of
link and stationary flow prediction into a single model, and
to extend the gated flow model to a full generative model.
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