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Abstract

Recent literature in few-shot learning (FSL) has
shown that transductive methods often outperform
their inductive counterparts. However, most trans-
ductive solutions, particularly the meta-learning
based ones, require inserting trainable parame-
ters on top of some inductive baselines to facili-
tate transduction. In this paper, we propose a pa-
rameterless transductive feature re-representation
framework that differs from all existing solutions
from the following perspectives. (1) It is widely
compatible with existing FSL methods, including
meta-learning and fine tuning based models. (2)
The framework is simple and introduces no extra
training parameters when applied to any architec-
ture. We conduct experiments on three benchmark
datasets by applying the framework to both rep-
resentative meta-learning baselines and state-of-
the-art FSL methods. Our framework consistently
improves performances in all experiments and
refreshes the state-of-the-art FSL results.

1. Introduction

Deep learning has gained huge success across wide applica-
tions in recent years, including computer vision, natural lan-
guage processing and reinforcement learning (LeCun et al.,
2015). Sophisticated deep neural network architectures with
carefully tuned hyperparameters can surpass human level
performance (Silver et al., 2017). However, such success is
typically conditioned on one key resource: sufficient anno-
tated training data, which is hardly available in real world.
Data annotation is often either time consuming or expensive
in many real world domains. Therefore, a machine learning
model has to train with limited annotated data, where only a
few labeled instances for each category are available. Such
practical problem is termed as few-shot learning (FSL) and
has attracted enormous attention in the past few years.
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FSL solutions are generally developed in two branches:
meta-learning based methods and fine tuning based meth-
ods. In both branches, transductive settings have been re-
ported to outperform their inductive counterparts (Kim et al.,
2019; Liu et al., 2019; Hou et al., 2019; Dhillon et al., 2020;
Boudiaf et al., 2020). In general, transductive algorithms
can (1) perform information (feature and/or label) propa-
gation between query and support sets (Kim et al., 2019;
Liu et al., 2019; Hou et al., 2019), (2) incorporate query
instances’ loss terms into the training objectives (Dhillon
etal., 2020; Boudiaf et al., 2020; Antoniou & Storkey, 2019),
and (3) utilize query instances’ pseudo labels for support
set augmentation (Liu et al., 2020; Ziko et al., 2020). Al-
though transductive FSL has exactly the same amount of
training/test data as their inductive counterparts (Boudiaf
et al., 2020), information of unlabelled instances can be
quite beneficial when data annotation is scarce. For example,
two recent works (Dhillon et al., 2020; Boudiaf et al., 2020)
experimentally demonstrate that simply adding transductive
inference terms in the training objective can significantly
boost performance. This design requires re-training and is
applicable to fine tuning based frameworks. A more widely
explored approach is to fuse features of unlabelled instances
into other receiving instances (including both unlabelled
and labelled), as in (Kim et al., 2019; Yang et al., 2020;
Liu et al., 2019). The intuition lies in one intrinsic nature
of FSL: few-shot labelled instances can hardly represent
the belonging classes. We term this issue as sample bias.
Reducing sample bias by exploiting the unlabelled instances
can significantly improve the model performance.

While transductive setting is beneficial, the aforementioned
models generally lack one or both of two critical properties:
(1) wide applicability and (2) lightweight model design. For
example, graph neural network (GNN) based models form a
unique type of solutions for FSL and have achieved impres-
sive performances (Liu et al., 2019; Kim et al., 2019; Yang
et al., 2020). While being powerful, the GNN acts as a key
part of the classifier and introduces many extra parameters.
The specific architecture design also makes its generaliza-
tion to other applications not easy (Hou et al., 2019). In
(Hou et al., 2019), although no heavyweight classifier is
adopted as in GNN based models, a meta-learner is trained
to generate kernels to achieve feature propagation between
labelled and unlabelled instances. Transductive setting, par-
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ticularly when designed with meta-learning based models,
often requires introducing extra parameters.

Our proposed idea in this paper possesses both desired
properties while alleviating sample bias in FSL. Specifi-
cally, we propose a transductive feature re-representation
framework that enriches the features of each instance by
merging information from the unlabelled instances. The
proposed framework can work as a simple plug-in layer
in the extracted feature space and is compatible with most
existing FSL solutions, including meta-learning and fine
tuning based ones. Unlike most existing transductive FSL
models that insert extra parameters into an inductive base-
line, our framework is free of training parameters, presented
as a set of transformation formulas applied in the feature
space. To properly fuse features of unlabelled instances
into the receiving instances as a weighted sum, we utilize
an attention mechanism by comparing the instances’ dis-
tances. Moreover, we also include a self-supervised learning
(SSL) loss to regularize the feature re-representation and
facilitate representation learning when the framework is in-
corporated during meta-training or fine tuning. We apply our
framework to three representative meta-learning baselines,
Prototypical Network, Matching Network, and Relation Net-
work (Snell et al., 2017; Vinyals et al., 2016; Sung et al.,
2018) and verify its effectiveness on three FSL benchmark
datasets: mini-ImageNet, tiered-ImageNet and CUB. The
proposed transductive framework yields consistent notable
improvements on all three meta-learning models. We also
apply our framework to three recently developed strong non-
meta learning FSL models (Wang et al., 2019; Boudiaf et al.,
2020; Ziko et al., 2020) on the same benchmark datasets,
which refreshes the state-of-the-art results. The improve-
ments are particularly substantial in 1-shot scenarios, where
sample bias is most significant.

2. Related Work
2.1. Transductive Few-Shot Learning

Information (feature/label) propagation models. A large
portion of transductive FSL models design specific architec-
tures to facilitate information propagation between the la-
belled and unlabelled instances. These architectures mostly
achieve an attention mechanism over the candidate instances,
whose features or labels are propagated. One representa-
tive design is GNN based meta-learning models. Liu et
al. (2019) and Kim et al. (2019) use GNN to calculate
instance-wise similarity (and dissimilarity) for label prop-
agation. Yang et al. (2020) develop a dual-GNN to model
both instance features and label distributions. In these mod-
els, the edges of the graph are the effective attention (or
weight). Other non-GNN meta-learning models use special
metrics or even parametric attention modules to calculate
the attention scores. For example, Qiao et al. (2019) use

bi-directional similarity softmax scores to highlight good
matchings between queries and classes. By comparing to the
incoming query’s features, Doersch et al. (2020) represent
the class prototype as a weighted sum of all the belonging
instances’ spatial features at all locations. However, in 1-
shot scenarios, this weighted sum is only along the spatial
dimension and will suffer from the sample bias. Hou et al.
(2019) propose a parametric meta-learner to generate the
spatial attention map between the class prototype and the
query instance. Unlike the abovementioned works that often
face sample bias in 1-shot scenarios, the feature propagation
in our framework always originates from query instances
and therefore does not have such concerns.

Query based adaptation models. It is reported recently
that, by simply adding query instance related conditional
(and marginal) entropy terms in the fine tuning objective,
Dhillon et al. (2020) and Boudiaf et al. (2020) achieve quite
strong FSL performance. In principle, the entropy terms can
also be incorporated into meta-learning based models for
adaptive representation learning while introducing no extra
parameters. Antoniou et al. (2019) propose a self-critique
and adapt model that incorporates query instances into meta-
learning by learning a label-free critic loss function through
a neural network. In our work, we take a different path by
modifying the features of each instance in a transductive
way. We apply our framework on the model from (Boudiaf
et al., 2020) and consistently improve its performance in
both 1-shot and 5-shot scenarios.

Models with pseudo-labelled data. To alleviate sample
bias, some models directly predict pseudo labels of unla-
belled instances and select the top confident ones as the aug-
mented training data. Liu et al. (2020) use the augmented
labelled set to rectify class prototypes. Similarly, Ziko et
al. (2020) formulate a graph clustering of the query set con-
strained by the labelled set supervision. Such labelled set
supervision is partially contributed by the pseudo-labelled
instances. Li et al. (2019) perform hard selection of the top
confident predictions and meta-learn a soft weighting net-
work to weight the augmented training data. Our proposed
framework does not exploit pseudo labels but rather work
in the feature representation space.

2.2. Parameter Efficient Few-Shot Learning

According to (Chen et al., 2019), FSL performance is pro-
portional to the depth of feature extractor to some extent
in a given architecture. Therefore the capacity of a novel
FSL design should be separated from the feature extractor.
For simplicity and computational benefit, it is preferable to
have parameter efficient FSL architecture designs, which
introduce none or fewer extra parameters. Below we briefly
review FSL works that make effort in this direction.

Snell et al. (2017) and Finn et al. (2017) propose the
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early influential models for their simple and effective de-
signs. Although both models’ only parameters belong to
the feature extractor, with different designs in the training
strategy and metric function, they have successfully pio-
neered the exploration of metric learning and optimization
based meta learning. Dhillon et al. (2020) and Boudiaf et al.
(2020) achieve very strong performance by simply adding
the queries’ entropy related terms in the objective without
introducing any parameters. Sun et al. (2019) and Tseng et
al. (2020) have proven the importance of feature transfor-
mation in FSL with strong performances at the cost of very
limited parameters, due to the efficient channel-wise scaling
and shifting. Bateni et al. (2020) improve upon the meta-
learning method, CNAPS, from (Requeima et al., 2019) by
introducing a class covariance based distance metric for a
parameterless classifier design. This simpleCNAPS is not
only more lightweight than CNAPS, but also performs bet-
ter. Gidaris et al. (2019) explore applying self-supervised
learning (SSL) to FSL, which justifies the benefit of flexible
SSL manipulation in training data. Liu et al. (2020) train
a cosine similarity based Prototypical network then apply
prototype rectification. This parameterless formula effec-
tively drives class prototype closer to the real prototype and
alleviates sample bias. Similarly, LaplacianShot’s whole pa-
rameters belong to feature extractor, while its optimization
over the binary assignment function benefits from a closed
form solution and efficiently outputs query label prediction
(Ziko et al., 2020).

All these papers demonstrate good performance without
relying on complicated architectures or (many) extra param-
eters. Our framework respects such a design philosophy
and is categorized as a parameterless model. In all experi-
ments, we simply apply our framework as a plug-in formula
layer between the feature extractor and the classifier of the
baselines. In principle, our framework is applicable to most
existing FSL solutions, beyond the tested baselines.

3. Transductive Feature Re-representation
3.1. Problem Definition

In a N-way K-shot FSL classification task, we are given
a support set S = {(z;,7;)} V3% and a query set Q =
{(xF,y;)YYXM . The support set includes K labelled in-
stances from each of the N classes, typically referred to as
novel classes, and is used to train the classification model.
The query set includes M instances from each of the same
N classes, whose labels are only used to test the classifica-
tion model. In FSL, K is typically a small number between
1 and 5. Such small amount of training data is not sufficient
to produce a good classifier, so we also assume to have ac-
cess to an auxiliary base training set D = {(x;,y;) } "5 "7,
where each of the N base classes has sufficient number of
labelled instances (P > K). This base training set has a
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Figure 1. The schematic diagram of our proposed transductive
feature re-representation layer, which can be deployed between
the feature extractor and the classifier. (1)-(6) denote the corre-
sponding equations in Section 3.2.1. Query set instances are first
re-represented using Equation (2), (3) and (1). The re-represented
query instances are then merged into support instances using Equa-
tion (6), (5) and (4). Hyperparameter o; and a2 control the ratio
between an instance’s original features and the fused features.

disjoint label space from the target support and query sets. It
is typically used to sample a set of N-way K -shot tasks for
an episodic meta-training process, or conduct pre-training
for fine tuning based FSL models.

3.2. Feature Re-representation Framework

The key challenge of FSL lies in the scarcity of the labeled
data, which creates the sample bias issue. Our proposed
framework aims at achieving transductive feature propaga-
tion to alleviate sample bias in FSL without introducing any
trainable parameters. To achieve this goal, the framework
includes two components: (1) a feature re-representation
layer that consists of only a set of formulas, and (2) a self-
supervised learning loss appended to the default training
loss of any baseline models. The formula layer performs
a two-step feature re-representation which respectively en-
riches the query and support instances’ features to over-
come the sample bias problem. The self-supervised learning
loss is added to further facilitate representation learning
by regularizing the feature re-representation. The overall
framework can be either added as a plug-in layer on existing
FSL models without retraining or integrated into the fea-
ture extraction process through meta-training or fine-tuning
without additional training parameters.

3.2.1. FEATURE RE-REPRESENTATION FORMULA

Modern FSL frameworks typically consist of two major
components: backbone feature extractor v and classifier
1. The feature extractor ¢ can encode both the support
instances in S and the query instances in QQ into the same
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embedding space: ¢ : X — ¥. However, due to the scarcity
of the labeled data, the few-shot support set can be hardly
representative to the unlabeled data even in the embedding
space ¥, which consequently hampers the induction of an
accurate classifier 9. To overcome this problem, we propose
to transductively propagate information between the unla-
beled query instances and from the query instances to the
support instances with a two-step feature re-representation
layer, which is illustrated in Figure 1.

First, we re-represent each query instance z; € Q by fusing
its own features with a weighted sum of all the other query
instances’ features through an attention mechanism:

P(25) = Ry(p(Q); ¢(x7))

—(l—a)p@)+a Y aeE) O
J'#3,5'€Q

where « is a hyperparameter that controls the degree of
re-representation. By keeping some degree, 1 — a1, of the
original feature representation, we expect to maintain the
uniqueness and original information of each instance while
fusing information from others. The weight a7, is the atten-
tion score on each query instance «7,, which is computed
based on the distance between 7, and «7. Specifically, we
compute the squared Euclidean distance between each pair
of query instances in the embedding space ¥, such as

2
djj = llp(@3) = e(@)lla- @
The attention score a};, can then be computed using a soft-
max operation:

*

exp(—7d3;/)
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where T is a hyperparameter that controls the sharpness of
the attention score. As the attention scores are normalized
similarity scores between a query instance x; and all the
other query instances, such attention based re-representation
can help shift similar query instances closer to each other.

3)

Next, we re-represent each support instance x; € S using a
similar attention mechanism but by propagating information
from the re-represented query set to the support set:

P(x:) = Rs(0(Q), p(:))
= (1 —a2) (i) + 2 Zje@ aijp(xy) (4

where s is the hyperparameter that controls the degree
of re-representation using the query data. The attention
weight a;; associated with the query instance z for the
re-representation of the support instance x; is computed in a
similar way as above with a soft-max operation normalized
over all the query instances:

s — exp(—Tdij)
+ > ireq exP(—Tdij)

&)

The squared Euclidean distance d;; however is computed
between the embedding features of the support instance x;
and the re-represented features of the query instance z7,
such as

dij = |lp(x:) — &(2)|13- (6)

The feature re-representation process above benefits few-
shot learning from the representation perspective in twofold.
First, by fusing information across the query set with the
attention mechanism, similar instances will be driven closer
to each other to induce better separated clusters. Second,
by further propagating the information of unlabeled query
instances into the labeled support instances via feature re-
representation, the representation of the scarce support in-
stances can be rectified to better represent the class proto-
types, and hence effectively reduce sample bias. Therefore,
a classifier induced by the re-represented support instances
is expected to have much better generalization capacity.
Moreover, it is worth noting the proposed re-representation
scheme has wide applicability and a unique lightweight de-
sign. It can be incorporated into many existing FSL models
simply as an additional layer between the feature extractor
and the classifier, without re-training requisitions.

3.2.2. AUXILIARY SELF-SUPERVISED LEARNING

The proposed re-representation framework is not limited
to being used as a plug-in layer for one-time forward pass
during inference. Instead it can be integrated into the meta-
training or fine-tuning process as well. To facilitate model
training with the re-representation layer, we propose to incor-
porate a self-supervised learning (SSL) loss into the training
process to regularize the feature re-representation.

The idea is that the re-representation of each instance is
effectively a transformation of its original features, which
resembles the application of a transformation function on
instances in standard self-supervised learning (Chen et al.,
2020). By letting the model recognize the pairs of origi-
nal and the re-represented instances, self-supervised learn-
ing can work together with the re-representation layer to
help learn a good feature extractor. Specifically, the re-
represented features $(x;) and the original features (z;)
can be treated as two views of an instance x; in the same
feature space. We then adopt a contrastive learning scheme
to enforce the similarity between different views of the same
instance under a cross-view contrastive loss.

We in particular focus on the support instances as they
have completed the proposed two-step re-representation and
fused information from all the query instances. For each
support instance z;, we calculate the squared Euclidean dis-
tance between its re-represented view @(x;) and the original
view ¢(z;/) of any support instance x;/, including itself:

a5t = ||@(x:) — @(zi)]]3- )
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Table 1. A general categorization of many existing FSL models and the potential deployment of our transductive re-representation formulas
(RR) and SSL formulation on them. We use the following abbreviations. (1) Classifier: classifier property. (N)P: (non-)parametric. M:
metric-based. C: multi-way classifier. (2) BT: base set training. SQT: target support and query set training. ¢: feature extractor. ¥:
parametric classifier. ¥4: classifier only for pre-training on D. The last two columns summarize the applied components of our proposed
framework on base class set, D, and target support and query sets, S and Q. References for the these FSL models are given in Section 2

and Table 2 & Table 3 in Section 4.

Categorization Classifier BT Object SQT Object Example D S, Q
PM X, - Relation/Matching/TPN
NPM %) - ProtoNet/ProtoRectify
Meta-learning PC X, Y LEO/CNAPS/MTL RR,SSL RR
NP,C ) - simpleCNAPS
PC XVF) 0 TIM/baseline/baseline++ - RR
non-Meta-learning P,C ©, 94 ©,9 Ent-min - RR,SSL
NPM XVF! - SimpleShot/LaplacianShot - RR

We assume under an effective feature extraction, the re-
representation of an instance should still be most similar to
itself in the original view than all the other instances; that is,
the following equality should hold:

dffl = argmin dff,l. (8)
i’ €S

This can be encoded using the following contrastive loss
under a cross-view soft-max operation on the support set:

exp(—ds;)
Yiesexp(—dil)
This self-supervised learning loss can be added into the

default training loss L° of the FSL model as an auxiliary
regularization term:

L% = —Eics |log

. 9

Ltot — LO + Lssl. (10)

We expect such a self-supervised learning augmented loss
can facilitate learning a more effective feature extractor.

3.3. Applicability

The proposed feature re-representation framework can be ap-
plied on many existing FSL models, either by applying the
re-representation formulas (RR) during inference or being
deployed during training together with the self-supervised
learning loss (SSL). To illustrate the wide applicability of
the proposed framework, in Table 1 we summarize the po-
tential deployment of the proposed framework on many ex-
isting FSL works in two general categories: meta-learning
models and non-meta-learning models. The former category
performs episodic meta-training on base class set D and
the latter typically uses ID to pre-train the feature extractor.
The models in each category are further grouped by: (1) the
classifier properties (parametric vs non-parametric, metric
based generalizable classifier vs task specific N-way classi-
fier), (2) the objects trained on base class set D (BT Object),

and (3) the objects trained (or generated) on the target sup-
port set S and/or query set Q (SQT Object). The last two
columns in Table 1 summarize the deployment of our frame-
work on base class set I, the target support and query sets S
and Q. The meta-learning models can use re-representation
(RR) and SSL together during meta-training. Since their
feature extractors are not adapted during meta-testing, only
RR is applied once for inference. For the non-meta-leaning
models, we only apply our model components on the target
support and query sets. If the feature extractor ¢ is not fine
tuned on S and QQ, we only apply RR once for inference. If
( is fine tuned as in (Dhillon et al., 2020), both RR and SSL
can be involved in each update step of the feature extractor.

4. Experiments

We conducted extensive experiments by applying the pro-
posed framework to different FSL models. In this section,
we report our experimental setup and results.

4.1. Experiment Setup

Datasets. We conducted experiments on three FSL bench-
mark datasets: mini-ImageNet (Ravi & Larochelle, 2016),
tiered-ImageNet (Ren et al., 2018) and CUB (Welinder et al.,
2010). We follow the train/validation/test split configura-
tion in (Ravi & Larochelle, 2016; Ren et al., 2018; Chen
et al., 2019) for the three datasets respectively and report
the average test results over multiple runs.

Comparison setup. We apply our framework to three well-
known meta-learning models, Protypical network, Matching
network and Relation network, and three recently devel-
oped state-of-the-art non-meta learning FSL models, Sim-
pleShot (Wang et al., 2019), LaplacianShot (Ziko et al.,
2020) and transductive information maximization (TIM)
(Boudiaf et al., 2020). For the meta-learning models, our
proposed framework is experimented in two scenarios. First,
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Table 2. FSL testing accuracies on mini-ImageNet by applying
transductive setting on three meta-learning baselines: ProtoNet
(Snell et al., 2017), Matching (Vinyals et al., 2016) and Relation
(Sung et al., 2018). RR: re-representation. MT: meta-learning
with re-representation layer applied. T: Transductive. The best
performances are highlighted in bold.

Method T  Backbone 1-shot 5-shot
ProtoNet X ResNet-18 5476  72.82
ProtoNet+RR(ours) v/ ResNet-18 59.02 74.76
ProtoNet+MT(ours) 4/ ResNet-18  59.06  74.92
Matching X  ResNet-18  53.67  68.85

Matching+RR(ours) y/ ResNet-18 5557  70.78
Matching+MT(ours) / ResNet-18  56.68  71.55
Relation x  ResNet-18 52.87 68.01

Relation+RR(ours) v/ ResNet-18 5538 69.34
Relation+MT(ours) 4/ ResNet-18 55.70  70.29

re-representation is applied once only at the inference time
to the meta-trained feature extractor without retraining. We
denote this scenario as RR. Second, re-representation is
involved in meta-training together with the SSL loss. We
denote this scenario as MT. For the three non-meta-learning
FSL models, since the feature extractor is fixed after the
base class training, we apply the re-representation formulas
once on the extracted features.

We choose ResNet-18 (He et al., 2016) and WRN28-10
(Zagoruyko & Komodakis, 2016) as the feature extractors.
For meta-learning based experiments under the second sce-
nario, we use the trained base model as the starting model
for training with the re-representation layer. This can make
the transductive training more efficient.

Hyperparameters. We keep the default hyperparameter
setup of all the reference models when applying the pro-
posed framework, with one exception in the meta-learning
baselines: the learning rate. We find that 5 x 10~° gener-
ally works best for all baseline model training. When the
re-representation layer is enabled, we fix the learning rate
to 10~°. The key hyperparameters in our proposed frame-
work are a1, ap and 7. Their values are selected using the
validation split of the corresponding datasets.

4.2. Comparison Results

Comparison results with meta-learning base models.
For the three well-known meta-learning base models, Proto-
network, Matching network, and Relation network, we de-
ployed our proposed network in two ways, RR and MT.
The comparison results on mini-ImageNet are reported in
Table 2. We can see that even by only applying the re-
representation formulas during inference (RR), the pro-
posed framework consistently produces 2%~4% accuracy
gain on all models in the most challenging 1-shot learning

cases. In the cases of 5-shot learning, the performance gain
is also in the range of 1.3%~1.9%. We can credit such
improvements to a rectified feature distribution: by aggre-
gating information from query to support set, all labelled
and unlabelled instances are driven closer to their better rep-
resented class prototypes. This is most important in 1-shot
scenarios where the severe sample bias can be significantly
reduced. By further incorporating our framework into meta-
training (MT) through the self-supervised loss, slight but
consistent improvements are gained over the RR version.

Comparison results with state-of-the-art FSL methods.
In Table 3, we have included the 1-shot and 5-shot results re-
ported by various transductive and inductive state-of-the-art
FSL works. By deploying our proposed re-representation
framework on three of these FSL models, we obtain three
new methods, SimpleShot+RR, LaplacianShot+RR, and
TIM+RR. We compared them with their baseline models
and all the other methods in Table 3 on the three bench-
mark datasets. There are a few remarkable observations.
First, our proposed framework consistently improves each
of its corresponding base models across all test cases. In
particular, SimpleShot+RR gains approximately 7% ~ 9%
accuracy improvements in 1-shot tests with both backbones
across the three datasets. LaplacianShot+RR yields more
than 2% performance gains over its base model in 1-shot
tests, and outperforms TIM, which provides the best results
among the other comparison methods from the literature, in
most 1-shot tests. Meanwhile, TIM+RR further yields more
than 2% performance gains over TIM in all 1-shot tests.
These strong performance gains again verified the effective-
ness of the proposed simple re-representation framework
in reducing sample bias in 1-shot learning. In contrast, the
improvements on 5-shot tests are only marginal. This is
within expectation: as more labelled training data is avail-
able, model training is less prone to sample bias and requires
less feature propagation from the query instances. Sec-
ond, when applied to TIM, our lightweight re-representation
framework, TIM+RR, achieves the state-of-the-art best re-
sults across all tests but one — in 5-shot test on CUB with
ResNet-18, DPGN performs slightly better. All these results
validated the great capacity of the proposed transductive
feature re-representation framework for FSL.

For completeness, we also conducted higher way FSL
tests on mini-ImageNet using SimpleShot+RR, Laplacian-
Shot+RR and TIM+RR. The results are reported in Table 4,
and similarly demonstrate the proposed framework’s effec-
tiveness in alleviating sample bias when there are fewer
labeled support instances, especially in the 1-shot cases.

4.3. Ablation Study

To verify the functionality of each design component,
we conduct an ablation study to compare the full frame-
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Table 3. Comparison results of the proposed re-representation framework (RR) with the state-of-the-art and related works on three
benchmark FSL datasets. The best performances in each group are highlighted in bold.

mini-ImageNet  tiered-ImageNet CUB
Method Transductive ~ Backbone 1-shot  5-shot 1-shot  5-shot  1-shot 5-shot
MAML (Finn et al., 2017) X ResNet-18  49.61  65.72 - - 68.42 8347
baseline (Chen et al., 2019) X ResNet-18  51.75  74.27 - - 65.51 82.85
baseline++ (Chen et al., 2019) X ResNet-18 51.87 75.68 - - 67.02  83.58
TPN (Liu et al., 2019) V4 ResNet-12  59.46  75.65 - - - -
MTL (Sun et al., 2019) X ResNet-12 61.2 75.5 - - - -
Ent-min (Dhillon et al., 2020) V4 ResNet-12 6235 7453 68.41 83.41 - -
CAN+T (Hou et al., 2019) Vv ResNet-12  67.19 80.64 73.21 84.93 - -
DPGN (Yang et al., 2020) v ResNet-12  67.77 84.60 72.45 87.24 7571 91.48
SimpleShot (Wang et al., 2019) X ResNet-18  63.07 80.00 6932  84.81 70.22  86.44
SimpleShot+RR (ours) v ResNet-18  70.25 8192 77.11 86.30 79.60  88.38
LaplacianShot (Ziko et al., 2020) Vv ResNet-18  72.29  82.38  78.95 86.34 80.74  88.71
LaplacianShot+RR (ours) v ResNet-18  75.04  82.71 81.43 86.73 83.55 89.00
TIM (Boudiaf et al., 2020) Vv ResNet-18  73.92  85.04 79.94 88.53 82.19  90.79
TIM+RR (ours) v ResNet-18  76.54 8520 82.58 88.68 8536 90.99
LEO (Rusu et al., 2019) X WRN28-10 61.76  77.59  66.33 81.44 - -
Ent-min (Dhillon et al., 2020) v WRN28-10 65.73 7840 73.34 85.50 - -
ProtoRectify (Liu et al., 2020) N4 WRN28-10 70.31 81.89 78.74 86.92 - -
SimpleShot (Wang et al., 2019) X WRN28-10 63.32 80.28  69.98 85.45 7447  89.74
SimpleShot+RR (ours) vV WRN28-10 70.23 8190 78.30 87.13 8433 91.43
LaplacianShot (Ziko et al., 2020) vV WRN28-10 7490 84.07 80.22 87.49 84.94 91.71
LaplacianShot+RR (ours) Vv WRN28-10 77.63 8427 8295 87.94 87.62 9192
TIM (Boudiaf et al., 2020) v WRN28-10 77.80 87.39  82.08 89.85 86.98  93.70
TIM+RR(ours) Vv WRN28-10 80.04 87.64 8430 90.01 89.78 93.93

Table 4. Test results with higher number of classes on mini-
ImageNet with ResNet-18 as backbone. Column header (IV,K)
denotes N way K shot.

Method (10,1) (10,5) (20,1) (20.,5)
SimpleShot 4740 67.86 34.02 55.17
SimpleShot+RR 5228 69.86 36.58 55.59
LaplacianShot 5556  69.73 4122 5593
LaplacianShot+RR 5842  70.00 4247 55.66
TIM 5583 73.18 39.08 59.37
TIM+RR 57.72  73.50 39.76  59.66

work with three variants produced by dropping the two
re-representation steps and SSL respectively. By setting
a1 = 0, the information propagation between query in-
stances is dropped; similarly the information propagation
from query to support instances is dropped by setting
ag = 0. The ablation study is conducted with both the
three meta-learning baselines and the three non-meta learn-
ing FSL models used in previous experiments. The two sets
of results are presented in Table 5 and Table 6 respectively.

We can see that when deploying the framework on the three
meta-learning baselines and SimpleShot, dropping either a;
(via a1 = 0) or ap (via g = 0) will significantly degrade
the performance. This suggests that when the classifier is

Table 5. Ablation study of individual components of our frame-
work by disabling a1, a2 and SSL respectively on meta-learning
baselines. Column header (IV,K) denotes N way K shot. Tests
are on mini-ImageNet with ResNet-18 as backbone.

M ProtoNet+MT Matching+MT Relation+MT
ethod

G, G5 6.1 (G5 G, (5
All 59.06 74.92 56.68 71.55 55.70 70.29
No a3 57.86 7427 55.04 70.01 5430 69.35
No as 55.09 73.33 54.13 69.72 53.89 68.78
No SSL 58.85 74.84 55.56 70.26 55.70 69.74
Baseline 54.76 72.82 53.67 68.85 52.87 68.01

not fine tuned or adapted, re-representation is critical for
both the query and support instances. Meanwhile, we also
notice that dropping as hurts the performance more than
dropping oy, which suggests it is more important to tackle
the sample bias problem by aggregating unlabeled data into
the support set for inductive base models. The impact of SSL
is marginal but consistently positive as discussed previously.

The ablation results on the transductive base models Lapla-
cianShot and TIM are somehow different. Although as is
still helpful, particularly in 1-shot tests, its impact is less re-
markable than for meta-learning baselines and SimpleShot.
On TIM+RR, the removal of o is more detrimental than
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Figure 2. Test accuracy as a function of the key hyperparameters. From left to right, we vary the following hyperparameters while fixing
the rest: (1) a1 = a2, (2) a1, (3) a2, and (4) 7. sS: SimpleShot. PN: ProtoNet. Both 1-shot and 5-shots are illustrated in each figure.

Table 6. Ablation study of individual components of our frame-
work by disabling a1, a2 on non-meta-learning baselines. Column
header (IV,K) denotes N way K shot. The three subgroups belong
to tests on mini-ImageNet, tiered-ImageNet and CUB respectively
with ResNet-18 as backbone.

Method SimpleShot+RR LaplacianShot+RR ~ TIM+RR
G, G5 6 (5.5) 6.1 (5.9)
All 70.25 8192 75.04 82.71 76.54 85.20
Noa; 6829 81.15 74.26 82.67 74.93 84.87
Noaz 64.14 80.05 72.85 82.41 76.00 85.20
Baseline 63.07 80.00 72.29 82.38 73.92 85.04
All 7711 86.30 81.43 86.73 82.58 88.68
Noa; 7541 85.69 80.56 86.65 81.06 88.48
Noas 6944 84.42 79.94 86.62 82.20 88.63
Baseline 69.32 84.81 78.95 86.34 79.94 88.53
All 79.60 88.38 83.55 89.00 85.36 90.99
Noa: 7676 87.34 8241 88.94 83.74 90.76
Noaz 7335 87.07 82.22 88.84 84.80 90.95
Baseline 70.22 86.44 80.74 88.71 82.19 90.79

omitting o. This is due to the fact that TIM is a transduc-
tive model with fine-tuning, which can exploit the query
data in its own way. Nevertheless, the proposed framework
overall still improves their performance.

4.4. Impact of Hyperparameters

We have also conducted experiments to investigate the
impact of the three hyperparameters of the proposed re-
representation framework: o, ao, and 7. Specifically, we
test how varying each hyperparameter affects the model
performance while the other hyperparameters are fixed at
their chosen values. The four subfigures in Figure 2 show
the test results when the varying hyperparameters are (1)
a1 = as, (2) a1, (3) as, and (4) 7, respectively. We have

the following observations from the first three subfigures.
(1) With ProtoNet and SimpleShot as base inductive mod-
els, 1-shot tests are more sensitive to o than aq. (2) It is
typically beneficial to receive more query information in
1-shot tests by increasing «; and/or avp than in 5-shot tests.
(3) It is important to keep a portion of the original features
by keeping a1 < 1 and ae < 1. In the fourth subfigure, we
vary the value of 7 to illustrate the role of sharpness control
in computing the attention scores in Eq.(3) and Eq.(5). A
very small 7 value induces towards average attention scores,
while a sufficient large 7 will focus the attention only on a
small number of closest neighbours. Such usage is similar
to the temperature in a Gumbel-Softmax function. With a
large range of values, the sensitivity curve of 7 tends to have
a single modal peak such as the green "TIM+RR,1” curve.

4.5. Results with Varying Support and Query Shots

To study the sensitivity of the proposed framework with
respect to the amount of instances in the support set and
query set, we conduct 5-way FSL experiments by applying
RR on two baseline methods, TIM and SimpleShot, in the
following two settings: (1) vary the support shot — the num-
ber of instances per class in the support set, while fixing
the query set size; and (2) vary the query shot — the num-
ber of instances per class in the query set, while fixing the
support set size. For the varying support shot experiments,
the query shot is fixed at 15, and support shots are varied
from 1 through 10. The average test results with different
baselines, TIM and SimpleShot, on the three datasets are
reported in Figure 3. We can see that RR again consistently
improves the baseline performance across various support
shots. However, such improvements begin to saturate with
higher support shots, where sample bias is greatly reduced.
This suggests RR brings most performance gains when sam-
ple bias is significant in few-shot tests.
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Figure 3. 5-way test accuracies with varying support shots. mini:
mini-ImageNet. tiered: tiered-ImageNet.
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Figure 4. 5-way 1-shot test accuracies with varying query shots.
mini: mini-ImageNet. tiered: tiered-ImageNet.

For the varying query shot experiments, we fix the support
shot at 1 and vary query shots from 5 to 30. The correspond-
ing results are presented in Figure 4. We can see that the
transductive baseline, TIM, benefits more from higher query
shots than the inductive baseline, SimpleShot. But when
equipped with RR, both TIM+RR and SimpleShot+RR
achieve better performances across all datasets and query
shots over the corresponding baselines, while yielding better
test accuracies with higher query shots. This indicates that
it is beneficial to propagate more valid and available query
information. Overall, these two sets of experiments vali-
dated that the proposed framework works well in few-shot
scenarios where sample bias is significant, and performs
positively related to the query set size.

4.6. Results with Varying RR Iterations

In the experiments above we only apply one iteration of RR
during inference. To investigate whether better performance
can be achieved via multiple RR iterations, we conduct
experiments with various RR iterations during inference.
Specifically, starting from iteration 2, each RR iteration uses
the re-represented (query and support) features from the pre-
vious iteration as the original instance features and re-apply
the feature re-representation formulas. The experiments
are conducted with 5-way 1-shot and 5-shot tests on mini-
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Figure 5. Test accuracies of applying RR various iterations during
inference. mini: mini-ImageNet. tiered: fiered-ImageNet.

ImageNet, tiered-ImageNet and CUB, by using TIM and
SimpleShot as the baseline methods. We vary the number
of RR iterations from O to 4, where O means no RR. The
results based on the two baselines are reported in the two
subfigures of Figure 5 respectively. We can see that the best
performances are always achieved when just deploying one
RR iteration. Our hypothesis is that although propagating
query information is beneficial, it is also important to keep
a portion of the original features. Running multiple RR
iterations may dilute the original features to an extent that
transduction starts to harm the performance.

5. Conclusions

In this paper, we propose a lightweight two-step transduc-
tive feature re-representation framework to alleviate sam-
ple bias in FSL. In the first step, each query instance is
re-represented by merging a weighted sum of other query in-
stances with itself. In the second step, each support instance
is re-represented similarly by aggregating information from
the re-represented query instances. The framework has wide
applicability, and can be deployed as a simple plug-in layer
between the feature extractor and classifier on most exist-
ing FSL models. It can also be integrated into the training
process of the base models with an auxiliary SSL loss. We
conducted extensive experiments to validate the proposed
framework. The empirical results show that the proposed
framework consistently improves both meta-learning and
non-meta-learning FSL models, and refreshes the state-of-
the-art performance on benchmark FSL datasets, especially
in the most challenging 1-shot scenarios.
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