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Abstract

Multi-modal distributions are commonly used to model clustered data in statistical learning tasks. In this paper, we consider the Mixed Linear Regression (MLR) problem. We propose an optimal transport-based framework for MLR problems, Wasserstein Mixed Linear Regression (WMLR), which minimizes the Wasserstein distance between the learned and target mixture regression models. Through a model-based duality analysis, WMLR reduces the underlying MLR task to a nonconvex-concave minimax optimization problem, which can be provably solved to find a minimax stationary point by the Gradient Descent Ascent (GDA) algorithm. In the special case of mixtures of two linear regression models, we show that WMLR enjoys global convergence and generalization guarantees. We prove that WMLR’s sample complexity grows linearly with the dimension of data. Finally, we discuss the application of WMLR to the federated learning task where the training samples are collected by multiple agents in a network. Unlike the Expectation Maximization algorithm, WMLR directly extends to the distributed, federated learning setting. We support our theoretical results through several numerical experiments, which highlight our framework’s ability to handle the federated learning setting with mixture models.

1. Introduction

Learning mixture models which describe data collected from multiple subpopulations has been a basic task in the machine learning literature. Multi-modal distributions typically emerge in distributed learning settings where the training data are gathered from a heterogeneous group of users. For example, speech data or genetic data may exhibit a clustered distribution based on language and ethnicity, respectively. Such settings require learning methods that can efficiently learn an underlying multi-modal distribution in both a centralized and a distributed setting.

In this paper, we specifically focus on Mixed Linear Regression (MLR) problems. In the MLR problem, the output variable for every user is a randomized linear function of the feature variables, generated according to one of $k$ unknown linear regression models. This structured model provides a simple but expressive framework to analyze multimodal labeled data. The clustered structure of MLR appears in several supervised learning applications. For example, users of a recommendation engine usually have unknown yet clustered sets of preferences which leads to multiple regression models. In genetic datasets, the underlying cell-type of collected samples is a latent variable that can result in different linear regression models. Under such scenarios, the cluster identity is an unknown latent variable that should be estimated along with the linear regression models.

To address the MLR problem, we propose an optimal transport-based learning framework, which we refer to as Wasserstein Mixed Linear Regression (WMLR). We revisit optimal transport theory to formulate the centralized MLR task as a minimax optimization problem solved by the WMLR algorithm. The formulated minimax problem is the dual problem of minimizing the Wasserstein distance between the target and learned mixture regression models. Because the original minimax problem formulated by applying the standard Kantorovich duality (Villani, 2008) incurs significant computational and statistical costs, we reduce the minimax learning task to a tractable problem by a model-based simplification of the dual maximization variables.

For a general MLR problem, we prove that the proposed minimax problem can be reduced to a nonconvex-concave optimization problem for which the gradient descent ascent (GDA) algorithm is guaranteed to converge to a stationary minimax solution. Furthermore, under the well-studied benchmark of a mixture of two symmetric linear regression models, we theoretically support our framework by providing global convergence and generalization guarantees. In particular, we show that our framework can provably converge to the global minimax solution and properly gen-
The MLR model, introduced in the statistics literature by De Veaux (1989) and later in the machine learning literature by Jordan & Jacobs (1994) as “hierarchical mixtures of experts”, provides a simple but expressive framework to analyze multimodal data. However, despite the simplicity of the model, learning mixed regression models is computationally difficult; the maximum likelihood problem is intractable in the general case (Yi et al., 2014). The traditional EM algorithm has been empirically shown to find poor estimations due to EM’s “sharp” selection of clusters.

Next, we examine the WMLR algorithm for MLR tasks in the distributed federated learning setting (McMahan et al., 2017). In a federated learning task, a set of local users connected to a central server train a global model over the samples observed in the network. While the Expectation-Maximization (EM) algorithm is widely considered as the state-of-the-art approach for centralized MLR problems, in the federated learning setting, the maximization step of every iteration of the EM algorithm requires multiple gradient computation and communication steps to obtain an exact solution via an iterative method. As a result, the EM algorithm cannot be decomposed into an efficient distributed form.

On the other hand, we show that while the maximization step in the EM algorithm does not directly reduce to a distributed form, the gradient steps of WMLR extend to the federated learning setting. As a result, our theoretical guarantees in the centralized case also hold in the federated learning setting. Finally, we present the results of several numerical experiments which support the flexibility of our proposed minimax framework in both centralized and decentralized learning tasks.

Our main contributions are summarized as follows:

1. We propose a minimax framework, Wasserstein Mixed Linear Regression (WMLR), to solve the MLR problem using optimal transport theory.

2. We reduce WMLR to a tractable nonconvex-concave minimax optimization problem, which can be solved by the GDA algorithm.

3. We show that WMLR enjoys convergence and generalization guarantees in both centralized and federated learning settings in the symmetric MLR case.

4. We support WMLR’s theoretical guarantees with numerical experiments for the centralized and federated learning settings.

1.1. Related Work

The MLR model, introduced in the statistics literature by De Veaux (1989) and later in the machine learning literature by Jordan & Jacobs (1994) as “hierarchical mixtures of experts”, provides a simple but expressive framework to analyze multimodal data. However, despite the simplicity of the model, learning mixed regression models is computationally difficult; the maximum likelihood problem is intractable in the general case (Yi et al., 2014).

EM-based Algorithms for MLR

Kwon et al. (2019) prove global convergence for balanced mixtures of symmetric two component linear regressions. Several other papers have extended (Kwon et al., 2019)’s results to unequally weighted components and K components in the noiseless setting (See (Kwon & Caramanis, 2020) and references therein). Furthermore, Kwon & Caramanis (2020) prove local convergence for k-MLR in the noisy case. However, the EM algorithm still requires “good” initialization for convergence to the optimal solution (Balakrishnan et al., 2017). For finding such a good initialization, several methods have been proposed in the EM literature, including methods based on PCA (Yi et al., 2014) and method of moments (Chaganty & Liang, 2013). Without proper initialization, the EM algorithm has been empirically shown to find poor estimations.

Gradient-based Algorithms for MLR

The traditional EM algorithm fully solves a maximization at each step, resulting in the “sharp” behavior. Several alternative algorithms have been proposed that take a gradient descent approach. First-order EM, where only one gradient step in the maximization problem is taken, enjoys a local convergence guarantee (Balakrishnan et al., 2017). Zhong et al. (2016) show local convergence for a nonconvex objective function that solves the k-MLR problem. Chen et al. (2014) provide a convex formulation for the two component case, but it is unclear how this method generalizes to $k > 2$.

Federated Learning with Heterogeneous Data

Several approaches have been proposed in the literature to deal with heterogeneity in FL, including correcting the local updates (Karimireddy et al., 2020) or using meta-learning techniques for achieving personalization (Fallah et al., 2020). In particular, clustering is one of these approaches where the idea is to group client population into clusters (Sattler et al., 2020; Ghosh et al., 2020; Mansour et al., 2020; Li et al., 2021). Most relevant to our work, Mansour et al. (2020) and Ghosh et al. (2020) propose alternating minimization algorithms, where at each step the agents find their cluster identity, compute the loss function gradient, and send them back to the server. Ghosh et al. (2020) further prove convergence guarantees for linear models and strongly convex loss functions under certain initialization assumptions. These frameworks include a much larger class of problems than MLR, but they do not enjoy the same global convergence and optimality guarantees that WMLR has for the MLR case.

Minimax Frameworks for Federated Learning

Several related works explore the applications of minimax frameworks for improving the fairness and robustness of federated learning algorithms. Mohri et al. (2019) introduce Agnostic Federated Learning as a min-max framework that improves the fairness properties in federated learning tasks. Rei-
We consider the mixed linear regression problem, where the output to each input vector is generated by one of \(k\) linear regression models. Specifically, we observe data points \(S := \{(x_i, y_i)\}_{i=1}^n\) where, for every \(i\), \(x_i \in \mathcal{X} \subset \mathbb{R}^d\), \(y_i \in \mathbb{R}\), and
\[
y_i = \sum_{j=1}^k \mathbb{1}\{z_i = j\} (\beta_j^*)^T x_i + \epsilon_i, \quad i = 1, \ldots, n, \tag{3}
\]
with latent variable \(z_i \in \{1, 2, \ldots, k\}\). Each \(\beta_j^* \in \mathbb{R}^d\) denotes the regression vector for one of the overall \(k\) components. We assume that the input data \(\{x_i\}_{i=1}^n\) are norm-bounded random vectors with \(x_i\) drawn i.i.d. from \(p_x\) with \(\sup_{x \in \mathcal{X}} \|x\| \leq C\), that the noises \(\{\epsilon_i\}_{i=1}^n\) are independent of the input data and drawn i.i.d. from the normal distribution \(p_\epsilon := \mathcal{N}(0, \sigma^2)\) where \(\sigma^2\) is known, and that each \(z_i\) is drawn from \(\{1, 2, \ldots, k\}\) uniformly at random.

The MLR problem is to find the distribution \(p^\star\) that best fits the data \(S\) (according to some metric). We know that \(p^\star\) lies in the class of distributions \(\mathcal{P}\), parameterized by \(\beta_{[k]} := (\beta_j^*)_{j=1}^k\):
\[
\mathcal{P} := \left\{p_{\beta_{[k]}}(X, Y) : X \sim p_x, \ Z \sim \text{Unif}([1, \ldots, k]), \right\}
\]
\[
\mathbb{P}(Y \mid X = x, Z = j) \overset{d}{=} \mathcal{N}(\beta_j^T x, \sigma^2) \right\}. \tag{4}
\]

The Expectation Maximization algorithm (EM) is commonly used to tackle this problem. The EM algorithm provides a widely-used heuristic for computing the maximum likelihood estimator (MLE) for the regressors \((\beta_j^*)_{j=1}^k\). However, implementing the EM algorithm in the federated learning setting can be challenging. We consider finding the \(\beta_{[k]}^\star\) which minimizes the distance between \(p_{\beta_{[k]}}\) and \(p_{\beta_{[k]}^\star}\) with respect to a distribution distance measure, i.e.,
\[
\arg\min_{\beta_{[k]}} D \left( p_{\beta_{[k]}}, p_{\beta_{[k]}^\star} \right),
\]

where \(D(\cdot, \cdot)\) is a distribution distance metric to be chosen. In this work, we use the expected 2-Wasserstein cost as our metric, resulting in the problem
\[
\arg\min_{\beta_{[k]}} W_c(p_{\beta_{[k]}^\star}, p_{\beta_{[k]}}) \tag{5}
\]

It is worth noting that, here, and similar to well-known EM analysis (Kwon et al., 2019), we assume \(\sigma\) is known to simplify the derivations. However, we could extend our framework to the case that \(\sigma\) is not known by parametrizing \(\mathcal{P}\) by both \(\beta_{[k]}\) and \(\sigma\) and minimizing over both of them in (5). Furthermore, as we will see in Section 4, one advantage of our proposed method works without the knowledge of \(\sigma\) for the symmetric case with \(k = 2\).

In the next section, we use the properties of 2-Wasserstein distance to build a minimax framework for mixed linear regression and then show how it can be used in the federated learning setting.
3. A Wasserstein Minimax Approach to MLR

To formulate a minimax learning problem, we replace the Wasserstein cost in (5) with its dual representation according to the Kantorovich duality (Villani, 2008). This reformulation results in the following minimax optimization problem:

$$
\arg\max_{\psi} \min_{\beta \in \mathbb{R}^d} \mathbb{E}_{p_{\beta[k]}} [\psi(x, y)] - \mathbb{E}_{p_{\gamma[k]}} [\psi^c(x, y)],
$$

(6)

where the optimization variable $\psi : \mathbb{R}^d \times \mathbb{R} \to \mathbb{R}$ is an unconstrained function, and the c-transform $\psi^c(x, y)$ is defined as

$$
\psi^c(x, y) = \sup_{y'} \psi(x, y') - \frac{1}{2} \|y - y'\|^2.
$$

(7)

Note that the two distributions $p_{\beta[k]}$ and $p_{\beta^*[k]}$ have the same marginal $p_x$ and only differ in the conditional distribution $p_{y|x}$. As a result, the optimal transport task requires to only move mass to match the conditional distribution. This observation results in the cost function used to define the c-transform operation in (7).

However, the above optimization problem for an unconstrained $\psi$ is known to be statistically and computationally complex (Arora et al., 2017). In this section, our goal is to show that one can solve (6) over the following space of functions for $\psi$ parameterized by $2k$ vectors $\gamma[2k] \in \mathcal{F}$, with

$$
\mathcal{F} = \left\{ \psi_{\gamma[2k]} : \psi_{\gamma[2k]}(x, y) = \log \left( \sum_{i=1}^{k} \exp \left( \frac{1}{2\sigma^2} (y - \gamma_{2i-1} x)^2 \right) \right) \right\}.
$$

This provides a tractable minimax optimization problem whose solution is provably close to that of (6). To find the above parameterized space for $\psi$, we apply Brenier’s theorem connecting the optimal $\psi$ to a transport map between two MLR models.

**Lemma 1** (Brenier’s Theorem, (Villani, 2008)). Assume $X \sim p_x$, and consider random variables $Y$ and $Y'$ such that $(X, Y) \sim p_{\beta^*[k]}$ and $(X, Y') \sim p_{\beta[k]}$ provide two MLR models according to $\beta^*[k]$ and $\beta[k]$, respectively. Then, the optimal $\psi$ in (6) satisfies the following transport property

$$
(X, Y - \psi_y(X, Y)) \overset{d}{=} (X, Y'),
$$

(8)

where $\psi_y(x, y) := \frac{\partial}{\partial y} \psi(x, y)$.

The above lemma shows that the optimal transport map’s derivative will transport samples between the two domains. Therefore, we need to characterize the potential optimal transport maps and consider their integral for constraining $\psi$. To do this, we find an approximation of this optimal mapping in two steps: First, we use a randomized technique, adapted from (Farnia et al., 2020), to come up with a mapping $\hat{\psi}$ that maps $(X, Y, Z)$ to $(X, Y')$ where $Z$ is the regression index for $(X, Y)$. Then, we obtain $\hat{\psi}$ by taking the expectation of $\hat{\psi}$ with respect to $Z$ to drop the dependence of $Z$. We bound the error of this approximation step in Theorem 1.

For the first step, consider the following randomized transportation map:

$$
\hat{\psi}(X, Y, Z) := Y + \sum_{i=1}^{k} \mathbb{1}\{Z = i\} (\beta_i - \beta_i^*)^\top X,
$$

(9)

where $Z$ denotes the regression model index in the first mixture $(X, Y)$. Note that the above randomized map will transport samples between the two MLR distributions, i.e.,

$$
(X, Y + \sum_{i=1}^{k} \mathbb{1}\{Z = i\} (\beta_i - \beta_i^*)^\top X) \overset{d}{=} (X, Y').
$$

However, the above mapping is a randomized function of $x, y$ since $Z$ remains random after observing the outcome for $x, y$. To obtain a deterministic map $\hat{\psi} : \mathbb{R}^d \times \mathbb{R} \to \mathbb{R}$ from this randomized map, we consider its conditional expectation given $(X, Y)$:

$$
\hat{\psi}(x, y) := \mathbb{E} [\hat{\psi}(X, Y, Z) | X = x, Y = y]
$$

$$
= y + \sum_{i=1}^{k} \mathbb{P}(Z = i | X = x, Y = y) (\beta_i - \beta_i^*)^\top x.
$$

(10)

In the above equation, by Bayes’ rule we have

$$
\mathbb{P}(Z = i | X = x, Y = y) = \frac{\exp \left( \frac{1}{2\sigma^2} (y - \beta_i^*^\top x)^2 \right) - \exp \left( \frac{1}{2\sigma^2} (y - \beta_{i+1}^*^\top x)^2 \right)}{\sum_{j=1}^{k} \exp \left( \frac{1}{2\sigma^2} (y - \beta_j^*^\top x)^2 \right)}
$$

$$
= \frac{\exp \left( \frac{1}{2\sigma^2} (y - \beta_i^*^\top x)^2 \right) \exp \left( \frac{1}{2\sigma^2} ((\beta_i^*)^\top x)^2 \right)}{\sum_{j=1}^{k} \exp \left( \frac{1}{2\sigma^2} (y - \beta_j^*^\top x)^2 \right) \exp \left( \frac{1}{2\sigma^2} ((\beta_j^*)^\top x)^2 \right)}.
$$

Note that if $\hat{\psi}$ was the optimal transport with $\frac{\partial}{\partial y} \hat{\psi}(x, y) = \hat{\psi}(x, y)$, then

$$
W_2(p_{\beta[k]}, p_{\beta^*[k]}) = \mathbb{E}_{p_{\beta[k]}} [\hat{\psi}(x, y)] - \mathbb{E}_{p_{\beta^*[k]}} [\hat{\psi}^c(x, y)]
$$

With $\hat{\psi}$ as an approximate solution, we next state the following result which bounds the duality gap of $\hat{\psi}$.

**Theorem 1.** Let $\tilde{\psi} : \mathbb{R}^d \times \mathbb{R} \to \mathbb{R}$ be a convex function such that for every $x \in \mathcal{X}$, $\frac{\partial}{\partial y} \tilde{\psi}(x, Y)$ shares the same distribution with $\hat{\psi}(x, Y)$ in (10). Assume that for every $x \in \mathcal{X}$ and every $\beta_i$ we have $| (\beta_i^*)^\top x | \leq C'$. For an observation of input and output $(X, Y')$ with regression index $\beta^*$, the existence of $\tilde{\psi}$ is guaranteed based on Brenier’s theorem.
Proof. See Appendix A.

Finally, we estimate $\tilde{\psi}$ with a function from $\mathcal{F}$ that does not depend on the optimal $\beta^*_k$.

**Proposition 1.** Assume that $\sum_{i=1}^{k} |\mathbb{P}(\beta_i^k) (Z = i) X = x, Y = y) - \mathbb{P}(\beta_i^* k \in \mathcal{F} (Z = i) X = x, Y = y)| \leq \delta$ and $\max_i |\beta_i^k x|, \max_i (|\beta_i^*| x|) \leq C'$ for every $x \in \mathcal{X}$ and feasible $\beta_i$. Then, there exists $(\gamma_{\beta_i^*})_{i=1}^{k}$ such that the function

$$
\psi_{\gamma_{\beta_i^*}}(x, y) = \log \left( \frac{\sum_{i=1}^{k} \exp \left( \frac{1}{2\sigma_i}(y - \gamma_{\beta_i^*} x)^2 \right)}{\sum_{i=1}^{k} \exp \left( \frac{1}{2\sigma_i}(y - \gamma_{\beta_i^*} x)^2 \right)} \right),
$$

approximates $\psi$, with error bounded by $C'\delta$.

**Proof.** See Appendix B.

Combining (6) and Proposition 1, we formulate the following minimax problem which approximates (6):

$$
\min_{\beta} \max_{\gamma} \mathbb{E}_{\mathcal{P}_{\beta^*}} \left[ \psi_{\gamma_{\beta_i^*}}(x, y) \right] - \mathbb{E}_{\mathcal{P}_{\beta^*}} \left[ \psi_{\gamma_{\beta_i^*}}(x, y) \right].
$$

By Proposition 1 and Theorem 1, the approximation error is bounded when the clusters can be identified with high precision by the optimal Bayes classifier. This condition can be thought of as a separability condition.

### 3.1. Reducing $c$-transform to Norm Regularization

In order to simplify the $c$-transform operation, we introduce a regularization penalty term to substitute the $c$-transform term in (14). To do this, we bound the expected value of the $c$-transform $\psi^c(x, y)$ (7) by the expectation of $\psi(x, y)$ and a regularization term. This bound, given in the following proposition, allows us to formulate a strongly-concave maximization problem.

**Proposition 2.** Consider the discriminator function $\psi_{\gamma_{\beta_i^*}}(x, y)$ in (17) and recall that $\|x\| \leq C$. Assume that $2kC^2 \max_i \|\gamma_i\|^2 \leq \eta < 1$. Then, for any set of vectors $\gamma_{\beta_i^*} \in \mathbb{R}^{2k\times d}$, we have

$$
\mathbb{E} \left[ \psi_{\gamma_{\beta_i^*}}^c(x, y) \right] \leq \mathbb{E} \left[ \psi_{\gamma_{\beta_i^*}}(x, y) \right] + \frac{kC^2 \mathbb{E} \left[ (1 + C|y|)^2 \right]}{1 - \eta} \times \left( \sum_{i=1}^{k} \|\gamma_i - \hat{\gamma}_i\|^2 + \|\gamma_{i+k} - \hat{\gamma}_i\|^2 \right).
$$

Algorithm 1 WMLR

**Input:** $(x_t, y_t)_{t \in [n]}$, $\beta^{(0)}_0$, $\gamma^{(0)}_0$, step sizes $\alpha_{\min}, \alpha_{\max}$ for $t = 0$ to $T - 1$ do

for $i = 1$ to $k$ do

$\beta^{(t+1)}_i = \beta^{(t)}_i - \alpha_{\min} \nabla_{\beta_i} \hat{L}^{(t)}_{\beta_i^*} (\gamma^{(t)}_i)$

$\gamma^{(t+1)}_i = \gamma^{(t)}_i + \alpha_{\max} \nabla_{\gamma_i} \hat{L}^{(t)}_{\beta_i^*} (\gamma^{(t)}_i)$

end for

end for

**Proof.** See Appendix C.

### 3.2. WMLR Algorithm

It can be seen that (12) represents a nonconvex-nonconcave optimization problem. As shown in Proposition 2, we could bound the $c$-transform by adding a regularization, and, as a result, obtain the following nonconvex strongly-concave minimax problem

$$
\min_{\beta} \max_{\gamma} \hat{L}(\beta, \gamma) := \mathbb{E}_{\mathcal{P}_{\beta^*}} \left[ \psi_{\gamma_{\beta_i^*}}(x, y) \right] - \mathbb{E}_{\mathcal{P}_{\beta^*}} \left[ \psi_{\gamma_{\beta_i^*}}(x, y) \right] - \lambda \left( \sum_{i=1}^{k} \|\gamma_i - \hat{\gamma}_i\|^2 + \|\gamma_{i+k} - \hat{\gamma}_i\|^2 \right),
$$

where $\hat{\gamma}$ is a properly chosen reference vector.

Since we do not have access to $p_{\beta^*}$ in practice, we replace $\mathbb{E}_{\mathcal{P}_{\beta^*}} \left[ \psi_{\gamma_{\beta_i^*}}(x, y) \right]$ above with $\mathbb{E}_p \left[ \psi_{\gamma_{\beta_i^*}}(x, y) \right]$ where $p$ is the empirical probability over the observed dataset $\mathcal{S} = \{(x_1, y_1), \ldots, (x_n, y_n)\}$. We denote the resulting function by $\hat{L}(\beta, \gamma)$.

WMLR, given in Algorithm 1, uses GDA to solve (14). Later, we show that solving (14) can recover the underlying $\beta_i$ that solves the original unregularized (12).

**Federated Learning** Since we use the gradient-based GDA algorithm to solve the minimax optimization problem, WMLR is particularly amenable to distributed computation. Here, we consider a federated learning setting with $M$ agents, where each agent $m$ has data samples $(x_i, y_i, m_{i,m})_{m \in [M], i \in [N]}$. This setting can model both the following scenarios: 1) each sample belongs to any of the $k$ components with equal probability, as in the centralized case; or 2) all the samples for each individual agent are associated with the same cluster. The latter scenario arises when an unknown latent variable governs the regression model that best describes the relationship between $y$ and $x$. We note that our proposed algorithm can apply to both these cases. Every agent only has access to its own data and
Algorithm 2 F-WMLR

Input: \((x_{i,m}, y_{i,m})_{m \in [M]}, i \in [N], \beta^{(0)}_{[k]}, \gamma^{(0)}_{[k]}, \) step sizes \(\alpha_{\min}, \alpha_{\max} \).

for \(t = 0 \) to \(T - 1\) do

Broadcast \(\hat{\beta}^{(0)}_{[k]}, \hat{\gamma}^{(0)}_{[k]}\) to all agents

for each agent \(m = 1 \) to \(M\) do

for \(i = 1 \) to \(K\) do

\[
\begin{align*}
\beta^{(t+1)}_{i,m} &= \beta^{(t)}_{i,m} - \alpha_{\min} \nabla_{\beta} \hat{L}_m(\beta^{(t)}_{[k]}, \gamma^{(t)}_{[k]}) \\
\gamma^{(t+1)}_{i,m} &= \gamma^{(t)}_{i,m} + \alpha_{\max} \nabla_{\gamma} \hat{L}_m(\beta^{(t)}_{[k]}, \gamma^{(t)}_{[k]}) \\
\end{align*}
\]

end for

Send \(\beta^{(t+1)}_{[k],m}, \gamma^{(t+1)}_{[k],m}\) to server

end for

Collect \(\beta^{(t+1)}_{[k],m}, \gamma^{(t+1)}_{[k],m}\) from all agents \(m \in [M]\)

end for

end for

Therefore can only estimate its own minimax objective \(\hat{L}_m\).

Therefore, the total minimax objective in the network will be

\[
\hat{L}(\beta^{(t)}_{[k]}, \gamma^{(t)}_{[k]}) = \frac{1}{M} \sum_{m=1}^{M} \hat{L}_m(\beta^{(t)}_{[k],m}, \gamma^{(t)}_{[k],m}),
\]

where \(\hat{L}_m\) computes \(\mathbb{E}_p\) using only the data on agent \(m\).

Our Federated WMLR (F-WMLR) algorithm adds a communication step after each GDA iteration, as described in Algorithm 2. This algorithm could be extended to include multiple GDA steps or partial agent participation at each round. We show that F-WMLR enjoys the same theoretical guarantees as WMLR in Section 4 below.

3.3. Generalization to Non-linear Models

The WMLR algorithm can also be used for the setting where the output is a mixture of linear regressions of a non-linear transformation of the input vector that is common to all components. The corresponding \(\psi\) function will be

\[
\psi_{\phi, \gamma_{[k]}}(x, y) = \log \left( \sum_{i=1}^{k} \exp \left( \frac{1}{2\sigma^2} (y - \gamma_{2i-1} \phi(x))^2 \right) \right).
\]

Our theoretical results, discussed in the subsequent section, do not extend to the nonlinear case in general. However, WMLR will still converge to a minimax stationary point when \(\psi\) has the form (16).

4. Convergence Guarantees for WMLR

In this section, we focus on the case \(k = 2\), and further explore the minimax formulation (14). In particular, to simplify the derivations, we focus on the symmetric case, i.e., \(\beta_2 = -\beta_1\), which has been studied in the in EM literature as well (see (Kwon et al., 2019) and references therein). The non-symmetric case can be reduced to the symmetric case, by first estimating \(\beta\) as the mean of \(\beta_{2i+1}\), and then replacing each data point \((x_i, y_i)\) by \((x_i, y_i - \beta_1^T x_i)\).

In the symmetric setting, we have that \(\gamma_3 = -\gamma_1\) and \(\gamma_4 = -\gamma_2\) in \(\psi_{\gamma_{[4]}}\) and \(\beta_2 = -\beta_1 \) in \(p_{\beta_{[2]}}\). We next observe that, in this case, \(\psi_{\gamma_{[4]}}\) can be decomposed into the following two terms

\[
\psi_{\gamma_{[4]}}(x, y) = \log \left( \left( \exp \left( \frac{-1}{2\sigma^2} (y - \gamma_1^T x)^2 \right) + \exp \left( \frac{-1}{2\sigma^2} (y + \gamma_1^T x)^2 \right) \right) \right)
\]

and further

\[
= x^T A x + \log \left( \exp \left( \frac{-y_1^T x}{2\sigma^2} \right) + \exp \left( \frac{y_1^T x}{2\sigma^2} \right) \right)
\]

where \(A := \frac{-\gamma_1^T \gamma_2 - \gamma_2^T \gamma_1}{2\sigma^2} \).

Since the marginal distribution of \(p_{\beta_{[2]}}\) over \(X\) is constant (and equal to \(p_x\)), we can ignore the quadratic term \(x^T A x\) as it will be canceled out in \(\mathbb{E}_{p_{\beta_{[2]}}} [\psi_{\gamma_{[4]}}(x, y)] - \mathbb{E}_{p_{\beta_{[2]}}} [\psi^C_{\gamma_{[4]}}(x, y)]\). Furthermore, we can absorb \(2\sigma^2\) into \(\gamma_1\) and \(\gamma_2\). Thus, we can replace \(\psi_{\gamma_{[4]}}\) in (14) with \(k = 2\) by

\[
\psi_{\gamma_{[4]}}(x, y) := \log \left( \exp \left( y_1^T x \right) + \exp \left( -y_1^T x \right) \right) - \log \left( \exp \left( y_2^T x \right) + \exp \left( -y_2^T x \right) \right).
\]

As a result, and in this section, we work with \(\psi_{\gamma_{[4]}}(x, y)\) instead of \(\psi_{\gamma_{[4]}}\) in (14). Also, we simplify \(\hat{L}(\beta_{[2]}, \gamma_{[4]}\) and \(\hat{L}(\beta_{[2]}, \gamma_{[4]}\) by \(\mathcal{L}(\beta, \gamma_1, \gamma_2)\) and \(\hat{\mathcal{L}}(\beta, \gamma_1, \gamma_2)\), respectively.

Our goal is to solve the minimax problem (14) to a minimax stationary point, which we define below.

**Definition 4.1.** Consider a function \(f(x, y)\), where \(f(x, \cdot)\) is strongly concave for all \(x\). The point \(x^*\) is an \(\epsilon\) minimax stationary point of

\[
\min_{x} \max_{y} f(x, y) \quad \text{if } \| \nabla_x F(x^*) \| \leq \epsilon, \text{ and } F(x) = \max_{y} f(x, y).
\]

To discuss the convergence to stationary points in our setting, we define

\[
\mathcal{L}(\beta) := \max_{\gamma_{[2]}} \mathcal{L}(\beta, \gamma_1, \gamma_2) \quad \hat{\mathcal{L}}(\beta) := \max_{\gamma_{[2]}} \hat{\mathcal{L}}(\beta, \gamma_1, \gamma_2).
\]
The outline of our theoretical results is as follows: We first show that the added regularization term forms a strongly concave inner maximization problem, and using that, in Theorem 2, we show WMLR finds the minimax stationary point solution of $\hat{L}$. Next, in Theorem 3, we show that under certain assumptions, this solution is optimal $\beta^*$. Finally, we provide bounds on the generalization error as well.

### 4.1. Local and Global Convergence of WMLR

In this subsection, we show that the GDA algorithm is guaranteed to converge to the optimal solution to (14).

**Theorem 2.** Consider the minimax problem (14). Assume that $C^2E_p[y^2] \leq \eta < \frac{1}{2}$ and $C^2 < \frac{1}{2}$. Then the WMLR algorithm (Algorithm 1) with step sizes $\alpha_{\text{max}} = \frac{1}{L}$ and $\alpha_{\text{min}} = \frac{\sqrt{n}}{C}\sqrt{\frac{n}{2\eta}}$ for $L = \lambda + 4\eta(1 + \frac{\eta}{\lambda} + \|\gamma\|)$ and $\kappa = \frac{L}{X-2\eta}$ will find an $\epsilon$-approximate stationary point in the following number of iterations:

$$O\left(\kappa^2L\Delta + \kappa L^2(2\eta/\lambda)^2\right),$$

where $\Delta := \hat{L}(\beta^{(0)}) - \min_{\beta} \hat{L}(\beta)$.

**Proof.** See Appendix D.

**Remark 1.** Consider the minimax problem (14) where $x$ is replaced by non-linear $\phi(\cdot; w)$, a neural network parameterized by weights $w$. The weights $w$ appear in the minimization problem; hence, the problem remains nonconvex strongly-concave and the guarantee in Theorem 2 also applies to the non-linear case, i.e., WMLR still results in an approximate stationary point.

In Theorem 3 below, we show global convergence under correlated projections along $\beta^*$ and $\gamma$.

**Theorem 3.** Consider two symmetric components for feature variables $x$. Suppose that the variables $\gamma^\top x$ and $\beta^* \gamma^\top x$ are correlated enough such that

$$\max\{\mathbb{P}(\gamma^\top xx^\top \beta^* \leq 0), \mathbb{P}(\gamma^\top xx^\top \beta^* \geq 0)\} = 1.$$

Then, any stationary minimax solution $\hat{\beta}$ to the minimax problem (14) which satisfies the above condition will further provide a global minimax solution to (14).

**Proof.** See Appendix E.

The above theorem shows that if $\gamma$ and $\beta^*$ are sufficiently aligned such that the random variables $\gamma^\top x$ and $\beta^* \gamma^\top x$ are correlated enough, then a stationary minimax point for the WMLR’s minimax problem further leads to a global solution to the WMLR problem.

Note that the condition in the theorem statement automatically holds for a 1-dimensional scalar $x$. In general, the theorem condition suggests that we need to chose the reference vector $\hat{\gamma}$ almost aligned to $\beta^*$. One way to do so is as follows: First, note that $\beta^\text{norm} := \frac{\beta^*}{\|\beta^*\|}$ is the top eigenvector of $M := E_{z}[x^\top \beta^* x x^\top]$. Let us assume the top eigenvector of $M$ is unique, i.e., $\beta^\text{norm}$ is the only eigenvector corresponding to the maximum eigenvalue of $M$. In that case, it can be shown that for sufficiently large $n$, $\beta^\text{norm}$ is approximately the top eigenvector of $M_n := \frac{1}{n} \sum_{i=1}^n y_i^2 x_i x_i^\top$. To see this, we need to show the solution to $\arg\max_{v: \|v\|=1} v^\top M_n v$ is close to $\beta^\text{norm}$. To do so, first note that by classic concentration bounds we could show that, for sufficiently large $n$, $v^\top M_n v$ is close to $\mathbb{E}[\|v^\top xy\|^2]$. That said, maximizing $\mathbb{E}[\|v^\top xy\|^2]$ over $v$ is equivalent to maximizing $\mathbb{E}[\|v^\top (xx^\top )^\top \|]\|v^\top (xx^\top )^\top \| = v^\top E_{z}[x x^\top (xx^\top )^\top] v = v^\top M v$ over $v$, and we assumed $\beta^\text{norm}$ is the unique solution to the latter problem. We further evaluate this choice of reference vector in the numerical experiments.

**Remark 2.** (Federated Learning) F-WMLR (Algorithm 2) will produce the same sequence of iterates as the centralized WMLR algorithm by linearity of the gradient operator. Therefore, the above convergence results for WMLR will also apply to F-WMLR.

### 4.2. Generalization of WMLR

Here we establish generalization error bounds for the convergence of the value and gradient of the empirical objective to those of the underlying distribution.

**Theorem 4.** Recall the definition of $L(\beta)$ and $\hat{L}(\beta)$ (19). Consider the minimax mixed regression setting with norm-bounded random vector $X$, $\|X\|_2 \leq C$ and noise vector $\epsilon \sim \mathcal{N}(0, \sigma^2)$. Assume that $\max\{C, \sigma\} \leq 1$. Then, we have the following generalization bounds hold with probability at least $1 - \delta$ for every $\|\beta\|_2 \leq \eta$:

$$|L(\beta) - \hat{L}(\beta)| \leq O\left(\sqrt{\frac{dn^4 \log(n/\lambda \delta)}{n}}\right),$$

$$\|\nabla L(\beta) - \nabla \hat{L}(\beta)\|_2 \leq O\left(\sqrt{\frac{dn^4 \log(n/\lambda \delta)}{(1-\eta/X)^2 n}}\right).$$

### 5. Numerical Experiments

We consider $k = 2$ and focus on the symmetric case with $\beta_2^* = -\beta_1^*$ for the numerical experiments. We implement\footnote{https://github.com/tjdiamandis/WMLR} Algorithms 1 and 2 in Section 3 for both the centralized and federated learning settings. In both settings, we run experiments for a high SNR (10) and a low SNR (1) regime.

We include two additional SNRs in the federated experiments. We set $d = 128$, draw $x_i$ from $\mathcal{N}(0, I)$, set noise variance $\sigma^2 = 1$, and draw $\beta^*$ uniformly at random from the spherical shell $S_{\text{SNR}} = \{z | \|z\| = \text{SNR}\}$. We search over...
regularization parameter \( \lambda \), and step sizes are \( \alpha_{\text{max}} = 1/2\lambda \) and \( \alpha_{\min} = \alpha_{\text{max}}/10 \) (motivated by Theorem 2). Note that the algorithms operate without the knowledge of the noise variance or SNR.

**Evaluation Metrics** We evaluate methods in terms of the relative error \( \|\hat{\beta} - \beta^*\|/\|\beta^*\| \), where \( \hat{\beta} \) is the last iterate of the applied method, and the negative log likelihood (NLL) for the symmetric 2-component MLR problem (4). Note that NLL can be computed without knowledge of the true underlying regressor \( \beta^* \) and noise variance \( \sigma^2 \).

**Baselines** We compare WMLR against EM and Gradient EM (GEM), which is similar to EM, but instead of solving the maximization problem at each iteration, it takes one gradient ascent step. The noise variance for EM and GEM is initialized as \( \sigma^2(0) = 1 \). See Appendix G for additional details and discussion of the EM and GEM algorithms for two-component MLR. We do not compare these algorithms to GAN based methods in this work since GAN-based methods usually take thousands of iterations to converge, as shown by Farnia et al. (2020) for Gaussian mixture models.

### 5.1. Centralized Setting

For all experiments, the initial iterates \( \hat{\beta}^{(0)} \), \( \gamma_1^{(0)} \) and \( \gamma_2^{(0)} \) are all chosen i.i.d. from \( \mathcal{N}(0, \frac{1}{2}I) \). Note that these initializations will have approximately unit norm (Vershynin, 2018). We use the eigenvector of \( \mathbb{E}[y^2xx^T] \) associated with the largest eigenvalue as the reference vector \( \hat{\gamma} \); however, the algorithm is not sensitive to this parameter. WMLR simply needs a reference vector that has non-negligible correlation with \( \beta^* \) to avoid vanishing gradients (also see Theorem 3).

We compare the solution reached at iteration 100 of each algorithm in Table 1. We evaluate each algorithm over several hyperparameter choices, and we choose the run with the smallest final negative log likelihood. Both WMLR and EM converge quickly (under 100 iterations) while GEM often does not converge by that number of iterations, as seen in the higher SNR case. In the low SNR case, all three algorithms have similar performance. In the high SNR case, WMLR outperforms EM and GEM in terms of negative log likelihood and the distance to the true parameter. However, one drawback of WMLR and GEM compared to EM is that WMLR and GEM require hyperparameter tuning. For additional discussion, implementation details, and the hyperparameter selection, see Appendix H.

### 5.2. Federated Setting

As described in Algorithm 2, we extend WMLR to FWMLR by broadcasting the model to all agents from the central node at each iteration, having each agent take one gradient descent ascent step using his or her own data, and then averaging the resulting new iterates at the central node.

Recall that the EM algorithm operates via two repeated steps: an expectation step and a full maximization step. However, in the federated setting, we cannot expect the average of the maximizers to be the maximizer of the average. Here, we implement EM in the following way: For each maximization, we perform several communication rounds to solve the maximization problem at each EM step via gradient ascent. We stop this inner maximization when the norm of the gradient is under the threshold \( \nu = 0.01 \) or after 50 iterations.

We simulate \( M = 10,000 \) agents with 10 data points each. We assume that each agent \( m \in \{1, \ldots, M\} \) has all her samples drawn from only one of the two regressors, i.e., agent \( m \)'s samples \((y_{m,i}, x_{m,i})_{i=1}^n\) satisfy

\[
y_{m,i} = z_m (\beta^*)^T x_{m,i} + \epsilon_{m,i}, \quad i = 1, \ldots, n,
\]

where \( z_m \) is drawn from \( \text{Unif}\left(\{-1, 1\}\right) \). Again, we draw \( \beta^{(0)}, \gamma_1^{(0)}, \gamma_2^{(0)} \) from \( \mathcal{N}(0, \frac{1}{2}I) \). The final solutions and the convergence behaviors of these algorithms are compared in Table 2 and Figure 1. EM does not converge in 10,000 iterations for the medium and high SNR cases. In our experiments, GEM and WMLR both converged to a comparable level of relative error (Table 2). Theoretically, both of these methods should converge to the optimal \( \beta^* \) in the population case, so the observed error is mainly due to their generalization performance. Although WMLR takes longer per iteration (about 3min for WMLR vs 1min for GEM in the federated case), WMLR is overall much faster due to the small number of iterations. WMLR consistently converges in 60 to 100 iterations regardless of SNR, whereas GEM is
A Wasserstein Minimax Framework for Mixed Linear Regression

Figure 1. Convergence of $\hat{\beta}$ to $\beta^*$ in the federated setting with 10,000 nodes with 10 samples each. EM is removed for tests which it did not converge to a reasonable value within 5,000 iterations.

fast in the low SNR cases but is up to 175x slower in the highest SNR case.

In addition, there is a significant communication cost in the federated setting. Therefore, WMLR’s smaller iteration number is particularly important in this setting. While WMLR’s implementation is more complex, WMLR enjoys higher robustness to the choice of hyperparameters than GEM. The same hyperparameters work for all tested SNRs (Figure 2 and Table 3 in the appendix), and iteration count is comparable across all SNRs. Since communication rounds are very costly in the federated learning setting, these results suggest that WMLR may be better equipped than GEM or EM to handle distributed multimodal learning tasks. Additional details are provided in Appendix H.

Table 2. Comparison of algorithms at the final iterate in terms of relative $\ell_2$ error, $\|\hat{\beta} \|_2 / \|\beta^* \|_2$. The iterations required for convergence is also compared. Note that EM did not converge (d.n.c.) for SNR = 10 and SNR = 5 cases within 5,000 iterations.

<table>
<thead>
<tr>
<th>SNR</th>
<th>Method</th>
<th>Iterations Req.</th>
<th>Relative $\ell_2$ error</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>EM</td>
<td>d.n.c</td>
<td>$1.93 \times 10^{-3}$</td>
</tr>
<tr>
<td></td>
<td>GEM</td>
<td>12,948</td>
<td>$2.49 \times 10^{-3}$</td>
</tr>
<tr>
<td></td>
<td>WMLR</td>
<td>74</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>EM</td>
<td>d.n.c</td>
<td>$3.92 \times 10^{-3}$</td>
</tr>
<tr>
<td></td>
<td>GEM</td>
<td>2,007</td>
<td>$4.93 \times 10^{-3}$</td>
</tr>
<tr>
<td></td>
<td>WMLR</td>
<td>98</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>EM</td>
<td>d.n.c</td>
<td>$8.32 \times 10^{-3}$</td>
</tr>
<tr>
<td></td>
<td>GEM</td>
<td>295</td>
<td>$9.95 \times 10^{-3}$</td>
</tr>
<tr>
<td></td>
<td>WMLR</td>
<td>81</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>EM</td>
<td>544</td>
<td>$5.60 \times 10^{-2}$</td>
</tr>
<tr>
<td></td>
<td>GEM</td>
<td>15</td>
<td>$5.60 \times 10^{-2}$</td>
</tr>
<tr>
<td></td>
<td>WMLR</td>
<td>66</td>
<td>$7.25 \times 10^{-2}$</td>
</tr>
</tbody>
</table>
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