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1. Ablation studies about the accelerator
search engine

As mentioned, the proposed accelerator search engine is one
of the key enabler of our Auto-NBA framework. To evaluate
its efficacy, we compare the acceleration efficiency of Auto-
NBA generated accelerators with SOTA accelerators under
the same datasets, models, and hardware resources. For
FPGA-based accelerators, we consider three representative
SOTA accelerators including (Qiu et al., 2016; Xiao et al.,
2017; Zhang et al., 2018) for two DNN models (AlexNet and
VGG16) on ImageNet. For a fair comparison, when using
our own engine to generate optimal accelerators, we adopt
the same precision and FPGA resource as the baselines.
The results in Tab. 1 show that the Auto-NBA generated
accelerators outperform both SOTA expert-designed and
tool-generated accelerators under the same dataset, DNNs,
and FPGA resources. For example, the Auto-NBA gen-
erated accelerators achieve up to 2.16× improvement in
throughput on VGG16. The consistent better performance
of Auto-NBA’s automatically generated accelerators vali-
dates the effectiveness of our accelerator search engine in
being able to navigate over the large and discrete design
space of accelerators to efficiently identify/locate the opti-
mal accelerators.
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Table 1. Auto-NBA generated FPGA accelerators vs. SOTA FPGA accelerators built on top of an SOTA FPGA board, Zynq XC70Z45,
adopting a frequency of 200 Mhz for different networks with a fixed precisio of 16-bit on ImageNet.

(Zhang et al., 2018) (Xiao et al., 2017) (Qiu et al., 2016) Auto-NBA generated (Zhang et al., 2018) Auto-NBA generated
Network VGG16 VGG16 VGG16 VGG16 AlexNet AlexNet

Resource Utilization 680/900 DSP 824/900 DSP 780/900 DSP 723/900 DSP 808/900 DSP 704/900 DSP
Performance (GOP/s) 262 230 137 291 247 272
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