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Abstract
In parametric Bayesian learning, a prior is assumed on the parameter \(W\) which determines the distribution of samples. In this setting, Minimum Excess Risk (MER) is defined as the difference between the minimum expected loss achievable when learning from data and the minimum expected loss that could be achieved if \(W\) was observed. In this paper, we build upon and extend the recent results of (Xu & Raginsky, 2020) to analyze the MER in Bayesian learning and derive information-theoretic bounds on it. We formulate the problem as a (constrained) rate-distortion optimization and show how the solution can be bounded above and below by two other rate-distortion functions that are easier to study. The lower bound represents the minimum possible excess risk achievable by any process using \(R\) bits of information from the parameter \(W\). For the upper bound, the optimization is further constrained to use \(R\) bits from the training set, a setting which relates MER to information-theoretic bounds on the generalization gap in frequentist learning. We derive information-theoretic bounds on the difference between these upper and lower bounds and show that they can provide order-wise tight rates for MER under certain conditions. This analysis gives more insight into the information-theoretic nature of Bayesian learning as well as providing novel bounds.

1. Introduction
One of the main problems studied in statistical learning theory is the excess risks of learning algorithms, which is the gap between the achieved error and the best possible error if the distribution was known (LeCam et al., 1973; Assouad, 1983; Keener, 2010). An interesting question in this regard is to study lower bounds on the excess risk which could be achieved by any algorithm. This concept is usually studied in the frequentist setting, in which a family of distributions is assumed and minimax bounds are derived to study if an algorithm which only has access to \(n\) samples from the distribution, can work well for all the distributions in the family.

Recently, (Xu & Raginsky, 2020) proposed a framework to define and study Minimum Excess Risk (MER) in Bayesian learning. In the Bayesian learning, it is assumed that the underlying distribution is described by a variable \(W \in \mathcal{W}\) and a prior \(P_W\) is considered which describes the probability of any \(W\) before observing data. The joint distribution of \(W\), the training set \(Z^n = \{(X_i, Y_i)\}_{i=1}^n \in (\mathcal{X} \times \mathcal{Y})^n\), and a test sample \(Z = (X, Y) \in \mathcal{X} \times \mathcal{Y}\), is described as \(P_W \otimes (P^n_W) \otimes P^n_Y\). The goal is to find a function \(\hat{h} : \mathcal{X} \to \mathcal{Y}\) after observing the training set, in a way that \(\mathbb{E}[\ell(Y, \hat{h}(X))]\) is small, where \(\ell : \mathcal{Y} \times \mathcal{Y} \to \mathbb{R}\) is the loss function.

In order to quantify the hardness of a problem, (Xu & Raginsky, 2020) define Minimum Excess Risk as the gap between the expected error of the best algorithm which only has access to the data and the minimum expected error if \(W\) was also observed. They show that for a variety of loss functions, the conditional mutual information \(I(W; Y|Z^n, X)\) appears in the upper bounds on MER. When \(W \in \mathbb{R}^p\), using information-theoretic results on the rate of \(I(W; Z^n)\), they achieve bound of \(O(\sqrt{p/n})\) on MER as \(n \to \infty\), given that some assumptions on the distribution and loss hold (see Section 4). They also show that the bound can be improved to \(O(p/n)\) for two specific losses: logarithmic loss and quadratic loss (for bounded \(\mathcal{Y}\)). They left the study of lower bounds on MER as an open problem.

In this work, we adapt a source coding view on learning and introduce a (variant of) rate-distortion optimization which captures the notion of MER. Then, we demonstrate how the constraint on this rate-distortion minimization can naturally be weakened and strengthened to achieve lower and upper bounds, respectively. These lower and upper bounds are easier to study and we derive a variety of results on them. In particular, we study the lower bound with tools from the source coding theory, and demonstrate that under some conditions, MER is lower bounded by \(\Omega(p/n)\). This concludes...
the rate analysis of MER for the cases in which the matching upper bound $O(p/n)$ exists and show that both upper and lower bounds are order-wise tight as $n \to \infty$. As an important example, we show that the bounds are order-wise tight for quadratic loss when $Y$ is bounded and the distribution is suitably smooth (see Section 6).

The studied rate distortion problems (original, upper bound, and lower bound) all have interesting interpretations and might be of interest by themselves.

1.1. An Appetizer for the Rate-Distortion View

Loosely speaking, the main idea behind the rate-distortion view developed in this paper is as follows. The variable $W$ is first generated and the dataset $Z^n$ is generated from $W$. Our goal is to observe $Z^n$ and find $h(x)$ which performs well compared to the case where $W$ is known. Thus, if we could decode $W$ from $Z^n$ perfectly, an MER equal to zero would be achieved. However, in almost all applications of interest, it is impossible to exactly find the value of $W$, since the information we can extract from $W$ to build $h$, is bounded above by $I(W; Z^n)$. In particular, if $W$ is continuous, an infinite number of samples are needed for its exact decoding. But of course, we don’t need full recovery of $W$ to get a good enough $h$. So the question is how good we can act, based on a suitable distortion function, if only $I(W; Z^n)$ nats of information about $W$ is received through $Z^n$.

This line of reasoning makes it natural to study the problem as a rate-distortion optimization. But there is a challenge in using rate-distortion theory to study the learning problem: in an standard rate-distortion problem, we can decide how we encode $W$, but in learning problems, a (random) preprocess $W \to Z^n$ is also enforced. If we remove this constraint, we will have a standard rate-distortion problem. Since the feasible set is enlarged, this gives us a lower bound on the original minimization. It is not obvious how efficient this preprocess acts; i.e., if one is asked to use $R = I(W; Z^n)$ nats to represent $W$ by an intermediate variable $\Xi$ (in an arbitrary space of choice) in a way that it is possible to recover a good $h$, is it a good idea to just generate $n$ i.i.d. samples from $P^n_{X\mid Y}$; i.e., use $\Xi = Z^n$? We will try to answer such questions by quantifying and studying lower bounds.

On the other hand, there is an interesting question which is answered by studying an upper bound on the rate-distortion function. If we know that only $R = I(W; Z^n)$ nats about $W$ are present in the dataset $Z^n$, we might hope to be able to just extract those nats and don’t rely on $Z^n$ more than necessary. To quantify this idea and study it, we can also restrict $I(Z^n; h) \leq R = I(W; Z^n)$ and see if we can still find an $h$ with a good performance? This scenario is similar to the frequentist approach of model compression in which the mutual information between the training set and the learned model is restricted to control the generalization gap.

To better understand the information-theoretic properties of learning, we will study these rate-distortion functions and derive information-theoretic bounds on their difference. In particular we will show that (under some smoothness conditions) all three rate-distortion functions converge as $n \to \infty$. The rates of convergence are also derived which shows that the bounds are order-wise tight for quadratic loss under certain conditions. We also provide non-asymptotic information-theoretic bounds which explain the difference between these rate-distortion functions for finite samples.

While rate-distortion theory was used before in learning theoretic settings (see Section 2), the systematic view developed in this paper as well as the derived bounds are novel to the best of our knowledge.

1.2. Outline of the Paper

In Section 2, the related literature is discussed. The notations are introduced in Section 3. Section 4 is devoted to information-theoretic upper bounds on MER. In Section 5, the main results of the paper on the rate-distortion view of MER are presented. In Section 6, some applications of the developed tools are studied. Finally, conclusions and future works are presented in Section 7. The proofs of theorems are presented in the supplementary materials.

2. Related Work

Deriving minimax bounds on excess risk in the frequentist setting is a well studied problem. The Le Cam’s and Assouad’s methods are two of the most widely used approaches for deriving lower bounds on minimax risk (LeCam et al., 1973; Assouad, 1983). Fano’s method is also a popular method based on Fano’s lower bound on the error probability in an M-ary testing problem (Yang & Barron, 1999).

In Bayesian learning, one of the tracks which is related to MER, is the convergence of posterior to the true parameter (Ghosal et al., 2000; Shen et al., 2001; Ghosal et al., 2007; Le Cam & Yang, 2012). The main difference between this line of works and MER studied by (Xu & Raginsky, 2020) is that the former tries to analyze Bayesian inference from a frequentist perspective, while in latter, $W$ is still considered as random in the analysis. The information-theoretic results used in this new setting as well as the definition of MER itself (which is based on an expectation on $P_Y$) are influenced by this view on the problem. Moreover, the subject of study in previous works is usually estimation of the parameter while in MER, the Bayes risk for the random variable of interest is directly studied. Results from convergence of posterior are useful to derive bounds on MER (e.g. see Theorem 7 of current paper as well as Section 4 of (Xu & Raginsky, 2020)).

These recent results of Xu & Raginsky (2020) can be seen as
extensions to the universal prediction of (Merhav & Feder, 1998). In universal prediction, the accumulated loss on a sequence of samples is studied (using an approach similar to universal source coding). In contrast, this new treatment allows the analysis of the supervised setting with general subgaussian loss. Moreover, they utilize a refined treatment which yields direct bounds on the error of estimating the conditional mutual information is defined as $\psi_{f,X|Y}(x)$, where $f$ is a realization of random variable $X$.

Another track which heavily influences the current work, is the recent series of results in frequentist learning which use mutual information between the learned model and the dataset to control the generalization gap (Russo & Zou, 2015; 2016; Xu & Raginsky, 2017; Bassily et al., 2018; Asadi et al., 2018; Steinke & Zakynthinou, 2020; Hafez-Kolahi et al., 2020). While the setting in these works is different, the mathematical tools developed to derive information-theoretic bounds are similar. In particular, we use ideas from (Steinke & Zakynthinou, 2020) to derive new bounds on MER. Moreover, the upper bound on rate-distortion function studied in this paper, which is based on $I (Z^n; h)$, is directly related to this frequentist setting (see Section 5.4). A relevant work on this setting is (Bu et al., 2020) which used model compression to produce $h$ from $\hat{h}$ to control the generalization gap.

In (Gao et al., 2019), a rate-distortion optimization is utilized to understand the limits of model compression, and results for linear models are derived. Their setting is similar to a “interpolation set”. Their Bayesian treatment of the parameter makes their results comparable to the setting of (Xu & Raginsky, 2020) when studying zero-one loss.

In (Nokleby et al., 2016), upper bounds on the expected excess risk are derived for certain class of problems which satisfy a notion of “interpolation set”. Their Bayesian treatment of the parameter makes their results comparable to the setting of (Xu & Raginsky, 2020) when studying zero-one loss.

3. Notation and Preliminaries

Random variables and their realizations are represented with uppercase and lowercase letters respectively; e.g., $x \in \mathcal{X}$ is a realization of random variable $X$. Conditional distributions and expectations are identified with superscripts; e.g., $P^z_X$ indicates the conditional distribution of $X$ given $Z = z$ and $\mathbb{E}^z_X [f(X, z)]$ indicates the expectation of $f(X, z)$ based on this distribution. $KL (P_X \parallel Q_X) = \int \log \frac{P_X}{Q_X} dP$ is the KL divergence of distribution $P_X$ from $Q_X$. Mutual information is defined as $I(X; Y) = KL (P_{XY} \parallel P_X \otimes P_Y)$ where $P_X$ and $P_Y$ are marginal distributions of $P_{XY}$. The conditional mutual information is defined as $I(X; Y|Z) = \mathbb{E}_Z [I^Z(X; Y)]$ in which for all $z$, $I^z(X; Y)$ is the mutual information on the conditioned distributions $P^z_{XY}$, i.e., $I^z(X; Y) = KL (P^z_{XY} \parallel P^z_X \otimes P^z_Y)$. Throughout the paper, all logarithms are in natural base and all information-theoretic quantities are in nats.

Given a distribution $P_{XY}$ on a set $\mathcal{X} \times \mathcal{Y}$ and a loss function $\ell : \mathcal{Y} \times \mathcal{Y} \rightarrow \mathbb{R}$, the Bayes risk of estimating $Y$ from $X$ is denoted by

$$R_\ell(Y|X) = \inf_{\psi: \mathcal{X} \rightarrow \mathcal{Y}} \mathbb{E}[\ell(Y, \psi(X))].$$

It is assumed that the infimum is attained, and the optimal decision for a given $x$ is represented by $\psi^*_x(Y|X)(x)$, where we omit $\ell$, if it is clear from the context.

4. MER and the Information-Theoretic Upper Bounds

As described in Section 1, a common scenario in Bayesian learning is to consider a prior distribution $P_W$ on $W$ and consider the joint distribution $P_W \otimes (P^w_{XY})^n \otimes P^W_X$ which generates $W, Z^n, Z$. Here, $Z^n = \{(X_i, Y_i)\}_{i=1}^n$ is the training set and $Z = (X, Y)$ is the test sample. Usually, it is assumed that $X$ is independent of $W$, and we have the distribution $P^n_{XY} = P_X \otimes P^n_{YW}$, i.e., the unknown parameter is just used in describing the relation between $X$ and $Y$. The goal is to predict $Y$ when $Z^n$ and $X$ are given. The Bayes risk for this task is $R_\ell(Y|Z^n, X)$. If the parameter $W$ was known, we could do better and achieve $R_\ell(Y|W, X)$. MER is defined as the expected extra price we should pay as a result of not knowing $W$; i.e.,

$$MER^W_\ell = R_\ell(Y|Z^n, X) - R_\ell(Y|W, X).$$  \hfill (1)

Upper bounds on MER for various loss functions are studied in (Xu & Raginsky, 2020). Note that if we have a Markov chain $Y \rightarrow U \rightarrow V$ then there is a data processing inequality for Bayes risk; i.e.,

$$R_\ell(Y|U) \leq R_\ell(Y|V)$$

(see Lemma 1 of (Xu & Raginsky, 2020)). The following lemma, which is due to Theorem 4 of (Xu & Raginsky, 2020), gives an upper bound on the looseness of this inequality when the loss function is bounded.

Lemma 1. Consider random variables $Y, U$ and $V$ forming Markov chain $Y \rightarrow U \rightarrow V$ and an arbitrary non-negative bounded function $\ell : \mathcal{Y} \times \mathcal{Y} \rightarrow [0, \beta]$. We have

$$R_\ell(Y|V) - R_\ell(Y|U) \leq \sqrt{\frac{\beta^2}{2}} I(Y; U|V).$$  \hfill (2)

Using this lemma, it is straightforward to derive upper
bound on \( \text{MER}^n \) as

\[
\text{MER}^n_t = R_t(Y|Z^n, X) - R_t(Y|W, X) = R_t(Y|Z^n, X) - R_t(Y|W, Z^n, X) \leq \sqrt{\frac{\beta^2}{2}} I(Y; W|Z^n, X) \leq \sqrt{\frac{\beta^2}{2n}} I(W; Z^n), \tag{4}
\]

where the second equality is due to the fact that \( Y \perp Z^n|W, X \). The final inequality is proved by noting that \( I(Z; W|Z^n) \) is a decreasing function of \( n \) and applying chain rule on \( I(Z^n; W) \) (see the Proof of Theorem 2 in (Xu & Raginsky, 2020)). Note that the bound (3) could be much better than (4). The main reason is that it does not depend on \( I(W; Z^n) \) which could be large. The improvement one can achieve when using (3) instead of (4) is similar to using the conditioning technique to improve the information-theoretic generalization bounds in frequentist learning (Hafez-Kolahi et al., 2020). Actually, the same conditioning technique is at the heart of deriving the first bound (see proof of Lemma 1 in the supplementary materials). It is also worth noting that if the distribution on \( W \) is not known, but the capacity of channel \( P^n_{Y|Z^n} \) is limited, then \( I(W; Z^n) \) is controlled and Equation (4) can be used to derive a redundancy-capacity result similar to universal prediction (Merhav & Feder, 1998).

The following lemma can be used along Lemma 1 to achieve convergence rates. This is a classic result on growth rate of mutual information between observations and the parameter which can be found in (Clarke & Barron, 1990; 1994).

**Lemma 2.** If \( W \) is taking values in a p-dimensional compact subspace of \( \mathbb{R}^p \), and the model \( P^n_{Z|W} \) is smooth in \( w \), then as \( n \to \infty \), we have

\[
I(W; Z^n) = \frac{p}{2} \log \left( \frac{n}{2\pi e} \right) + h(W) + \frac{\mathbb{E}[\log |J^n_W(W)|]}{2} + o(1),
\]

in which \( |J^n_W(w)| \) is the determinant of the Fisher information matrix about \( W \) contained in \( Z \). Rigorous statement of the smoothness conditions can be found in the appendix.

Using this lemma, it can be shown that \( I(Y; W|Z^n) = O(1/n) \) as \( n \to \infty \). This gives us a rate of \( O(\sqrt{1/n}) \) on \( \text{MER}^n_t \) for any bounded loss. In (Xu & Raginsky, 2020), it is also proved that for bounded quadratic loss and logarithmic loss the square root can be removed which improves the rate to \( O(1/n) \).

### 4.1. Dropping the Square Root

Whether it is possible to drop the square root for a general bounded loss is an open problem. In this section we demonstrate that this is possible for the realizable case.

**Lemma 3.** Consider random variables \( Y, U \), and \( V \) forming Markov chain \( Y \rightarrow U \rightarrow V \) and an arbitrary non-negative bounded function \( \ell: \mathcal{Y} \times \mathcal{Y} \to [0, b] \). We have

\[
R_t(Y|V) \leq 2R_t(Y|U) + 3bI(Y; U|V). \tag{5}
\]

To prove this bound, a symmetrization technique that is used in (Steinke & Zakynthinou, 2020) to derive a variety of bounds on generalization gap, is adapted. For the case where \( R_t(Y|U) \) is close to zero, this bound can give better results compared to Lemma 1. The mutual information \( I(Y; U|V) \) can be unbounded in certain problems. In particular, in realizable setting, this can happen when the random variables are continuous and the relation between them is deterministic. Informally, this is due to the fact that \( I(Y; U|V) \) quantifies the nats necessary for full recovery of \( Y \) (which could be unbounded for continuous random variables). This can be solved by covering the space of \( Y \) at different levels and adopting the chaining technique to acquire sharper bounds (e.g., see (Asadi et al., 2018) for an application of the chaining technique on information-theoretic generalization bounds). This is discussed in the supplementary materials.

### 5. Rate-Distortion Analysis of MER

Inequalities (4) and (3) give us information-theoretic upper bounds on MER. Lower bounding MER in Bayesian learning has been remained as an open problem (Xu & Raginsky, 2020). The tools we develop in this section let us study the lower bounds as well.

#### 5.1. The Challenge of Finding a Lower Bound

First, it should be noted that it is not possible to have a matching lower bound in the form of \( \text{MER}^n_t \geq \alpha \sqrt{I(Y; W|Z^n, X)} \) for some \( \alpha > 0 \). Loosely speaking, the reason is that it is possible that \( Y \) and \( W \) share many bits but those bits are not used in the loss function. In other words, the information contained in \( W \) about \( Y \) is not necessarily related to loss. As an example, consider the toy problem where \( W = Y = [−2, 2]^2 \), and

\[
\left\{ \begin{array}{l}
W_i \overset{i.i.d.}{\sim} \text{Unif}(−1, 1),
\epsilon_i \overset{\text{indep}}{\sim} \text{Unif}(−a_i, a_i),
Y = (Y_1, Y_2) = (W_1 + \epsilon_1, W_2 + \epsilon_2).
\end{array} \right.
\]

Define \( \ell((y_1, y_2), (\hat{y}_1, \hat{y}_2)) = c_1(y_1 - \hat{y}_1)^2 + c_2(y_2 - \hat{y}_2)^2 \). Here, \( a_1, a_2, c_1, \) and \( c_2 \) are hyper-parameters defining the problem. Now consider the extreme case where \( a_1 = 0, a_2 = 1, c_1 = 1, \) and \( c_2 = 0 \). In this case, the loss function is ignoring the second dimension of \( Y \), which is the harder one to estimate. Actually, by observing a single sample, \( W_1 \) is found and \( \forall n > 1, \text{MER}^n_t = 0 \). However,
the mutual information \( I(W; (Y_1, Y_2)|Z^n) \geq I(W; Y_2|Z^n) \) approaches zero only as \( n \to \infty \).

Based on such observations, we argue that in order to derive MER lower bounds, the relation between the used rate and the loss function \( \ell \) should be considered more carefully. This was one of the main motivations to define the MER as a rate-distortion problem. But, it is also insightful in itself to study Bayesian learning from a source coding perspective, as was discussed in Section 1.1.

### 5.2. Rate-Distortion Optimization

Rate-Distortion theory was introduced by (Shannon, 1948; 1959) to quantify the minimum average number of bits needed to transmit a random variable with a given maximum distortion. Let \( P_X \) be a distribution over \( \mathcal{X} \) and \( X^n = \{ X_1, \ldots, X_n \} \) be \( n \) i.i.d. samples of \( P_X \). An encoder \( f_n: \mathcal{X}^n \to \{ 1, 2, \ldots, 2^{nR} \} \) maps the message into a codeword, and the decoder \( g_n: \{ 1, 2, \ldots, 2^{nR} \} \to \mathcal{X}^n \), decodes the codeword. The distortion function \( d: \mathcal{X} \times \mathcal{X} \to \mathbb{R}^+ \), measures the distortion and \( d(X^n, \hat{X}^n) \) is the average distortion of \( X_i \) and \( \hat{X} \).s. For a given rate \( R \), the rate-distortion function \( D(R) \) is the infimum of all distortions \( D \), such that there exists a sequence \( (f_n, g_n) \) with codeword size \( 2^{nR} \), that \( \lim_{n \to \infty} \mathbb{E}[d(X^n, g_n(f_n(X^n)))] \leq D \). It is shown that

\[
D(R) = \inf_{P_X} \mathbb{E}[d(X, \hat{X})] \quad \text{s.t.} \quad I(X; \hat{X}) \leq R.
\]

We denote this optimization as the rate-distortion minimization, and the function \( D(R) \) as the rate-distortion function (some authors call this the distortion-rate function to contrast with another function \( R(D) \) which maps distortion to rate). For an overview of the classic rate distortion theory, see Chapter 10 of (Cover & Thomas, 2012).

Now, we are ready to precisely define the rate-distortion problem describing the MER. To do so, let’s define the distortion function as the excess risk of \( \hat{h} \) compared to the Bayes decision \( h^*_w(x) \), i.e.

\[
d(w, \hat{h}) = \mathbb{E}_{X,Y,Z^n}[\ell(Y, \hat{h}(X)) - \ell(Y, h^*_w(X))]. \tag{6}
\]

Note that this definition is consistent with our final goal which is to study MER: if we consider the optimal learning algorithm which generates \( \hat{h}(\cdot) = \psi^*_{Y|Z^n,X}(z^n, \cdot) \) for any given dataset \( Z^n = z^n \), the expected distortion is

\[
\mathbb{E}_{W,Z^n}[d(W, \psi^*_{Y|Z^n,X}(Z^n, \cdot))] = \mathbb{E}_{W,Z^n,Y}[\ell(Y, \psi^*_{Y|Z^n,X}(Z^n, X)) - \ell(Y, \psi^*_{Y|W,X}(W, X))] = R_d(Y|Z^n, X) - R_d(Y|W, X) = \text{MER}^p \tag{7}
\]

Now, we define the (constrained) rate-distortion optimization as

\[
D_n(R) = \inf_{P_h^W} \mathbb{E}[d(W, \hat{h})], \quad \text{s.t.} \quad I(W; \hat{h}) \leq R,
\]

in which the expectation and mutual information are evaluated with respect to \( P_h^W \) which is the marginal distribution of \( W \otimes P_h^W \otimes P_{Z_h^n} \). Note that in standard rate-distortion problems, we are allowed to directly optimize \( P_h^W \). However, here there is an extra constraint that \( P_h^W = P_h^W \otimes P_{Z_h^n} \). Also note the dependence of \( D_n(R) \) on \( n \): for each \( n \) there is a different rate-distortion optimization which yields \( D_n \). Thus, we have a series of optimization problems. It is easy to verify that \( D_n(R) \) is non-increasing in both \( n \) and \( R \).

The following theorem states the relation between \( D_n(R) \) and \( \text{MER}^p \).

**Theorem 4.** For a given training set size \( n \), for all rates \( R \geq I(W; Z^n) \), we have

\[
D_n(R) = \text{MER}^p.
\]

Note that since a Markov chain \( W \to Z^n \to \hat{h} \) holds, having \( R \geq I(W; Z^n) \) actually removes the constraint on optimization problem (8). Thus, Eq. (7) can be used to prove this theorem.

We have seen that \( I(W; Z^n) \) appeared in an upper bound on MER in Eq. (4). Combining this fact and Theorem 4, for a bounded loss we have

\[
D_n(I(W; Z^n)) = \text{MER}^p \leq \sqrt{\frac{b^2}{2n} I(W; Z^n)}. \tag{9}
\]

### 5.3. Lower Bound

As discussed in Section 1.1, to have a standard rate-distortion problem, one can remove the constraint that \( \hat{h} \) is generated only using the samples \( Z^n \); i.e.

\[
D^L(R) = \inf_{P_h^W} \mathbb{E}[d(W, \hat{h})], \quad \text{s.t.} \quad I(W; \hat{h}) \leq R.
\]

Note that since the feasible set is enlarged, the solution to this minimization will be a lower bound on the optimization of (8):

\[
\forall R, \forall n; \quad D^L(R) \leq D_n(R). \tag{11}
\]

Function \( D^L(R) \) is much easier to study than \( D_n(R) \), since the corresponding optimization problem (10) is independent of \( n \).

In the next sections, we will first derive an upper bound on \( D_n(R) \). Then by studying the gap between the upper and lower bounds, we shed light on the behavior of \( D_n(R) \).
5.4. Upper Bound

To define the upper bound, we add another constraint to the optimization problem (8): the mutual information between the dataset and the learned model \( \hat{h} \) should also be constrained by \( R \). More precisely, we define

\[
D^U_n(R) = \inf_{P_{\hat{h}}^n} \mathbb{E}[d(W, \hat{h})],
\]

s.t. \( I(Z^n; \hat{h}) \leq R \).

Note that the constraint in (12) is more strict than the constraint in (8), since by data processing inequality we have

\[
I(Z^n; \hat{h}) \leq R \implies I(W; \hat{h}) \leq R.
\]

Thus, we can write

\[
\forall R, \forall n; D_n(R) \leq D^U_n(R). \tag{13}
\]

This rate-distortion problem is of interest by itself. Note that an increasingly popular approach in controlling the generalization gap in frequentist setting by information-theoretic tools, is to guarantee that mutual information between dataset and the model is small (Xu & Raginsky, 2017; Russo & Zou, 2015; 2016; Bassily et al., 2018). To translate the frequentist setting to the Bayesian setting of our discussion, consider the same form of parametric learning in which the unknown distribution is assumed to be described by the parameter \( w \). But no distribution is assumed on the value of \( w \), and an algorithm should work for any \( w \), in a minimax fashion. Thus, by bounding the mutual information, we mean that for all \( w \), \( I^w(Z^n; \hat{h}) \leq R \) and we have \( I(Z^n; \hat{h}|W) = \mathbb{E}_W[I^w(Z^n; \hat{h})] \leq R \). On the other hand since there is the Markov chain \( W \rightarrow Z^n \rightarrow \hat{h} \), we have \( I(Z^n; \hat{h}|W) \leq I(Z^n; \hat{h}) \). Therefore, understanding the effect of the constraint \( I(Z^n; \hat{h}) \leq R \) in the Bayesian setting could be illuminative also for the frequentist setting. In particular, if \( I(Z^n; \hat{h}) \leq R \) is satisfied for all \( P_W \), we have \( I^w(Z^n; \hat{h}) \leq R; \forall w \in \mathcal{W} \).

A natural question that should be studied is whether the equality \( D_n(I(W; Z^n)) \equiv D^U_n(I(W; Z^n)) \) holds. The informal rational behind this question is as follows: Intuitively, if we know that only \( R = I(W; Z^n) \) nats of information about \( W \) is present in the dataset \( Z^n \), it should be possible to just extract those nats without relying more on the dataset. Unfortunately, this equality does not hold in general. Actually, often an unbounded \( I(\hat{h}; Z^n) \) is needed in order to achieve \( D_n(R) \). To see this, consider the simple problem where \( W \sim \mathcal{N}(0, 1), Z^n = (Y_i)_{i=1}^{n}, Y_i \sim \mathcal{N}(W, 1) \), and \( \ell(y, \hat{y}) = (y - \hat{y})^2 \). In this case, it is easy to verify that there is a unique optimal Bayes decision rule \( \psi_{Y_i|Z^n}(z^n) \) (expected value of the posterior distribution of \( W \) given \( Z^n \)), which is a deterministic function of \( Z^n \). Thus, while \( I(W; Z^n) \) is finite (as we know from well-known results on Gaussian channels), \( I(Z^n; \hat{h}) \) should be infinite to achieve the best performance.

Despite this unsatisfactory observation, it is actually possible to do quite well with a limited rate if we don’t persist in using exactly the optimal decision rule. This is made precise in the next theorem.

**Theorem 5.** For any bounded loss function \( \ell : \mathcal{Y} \times \mathcal{Y} \rightarrow [0, b] \), and for all \( n \geq 1 \), we have

\[
D^U_n(I(W; Z^n)) \leq \sqrt{\frac{b^2}{2}} I(W; \hat{h}_R|Z^n, X) \leq \sqrt{\frac{b^2}{2n}} I(W; Z^n). \tag{14}
\]

5.5. Relation between Lower and Upper Bounds

The following theorem states the relation between the upper bound \( D^U_n(R) \) and the lower bound \( D_L(R) \).

**Theorem 6.** For any bounded loss \( \ell : \mathcal{Y} \times \mathcal{Y} \rightarrow [0, b] \), we have

\[
D^U_n(R) \leq D_L(R) + \sqrt{\frac{b^2}{2}} I(W; \hat{h}_R|Z^n), \tag{16}
\]

where the mutual information is based on the distribution \( P_{W, h, Z^n} = P_W \otimes \hat{P}_{W}^n \otimes P_{Z^n}^n \) and \( \hat{P}_{W}^n \) is a solution to the optimization of \( D^U_n(R) \).

This theorem states that to understand the difference between \( D_L(R) \) and \( D^U_n(R) \), one can solve the optimization associated to \( D^U_n(R) \) to find \( \hat{P}_{W}^n \). Then, the mutual information \( I(W; \hat{h}_R|Z^n) \) controls the gap between the upper bound and lower bound. While this nonasymptotic bound provides an intuitive understanding of the interplay between \( D_L(R) \) and \( D^U_n(R) \) for all \( n \) and \( R \), it is hard to be evaluated. But as \( n \rightarrow \infty \), if the posterior is concentrated to the true realization, it is reasonable to expect that \( I(W; \hat{h}_R|Z^n) \rightarrow 0 \) and all of the rate-distortion functions converge. This is made precise in the next theorem.

**Theorem 7.** Suppose the distortion \( d(W, \hat{h}) \) defined in Eq. (6) can be represented as a distance \( d'(h^*_W, \hat{h}) \). Let \( W \) and \( W' \) be two samples independently generated from \( P_{W}^n \). If we have

\[
\lim_{n \rightarrow \infty} \mathbb{E}[d'(h^*_W, h^*_W)] = 0,
\]

then

\[
\forall R \geq 0; D^U_n(R) = \lim_{n \rightarrow \infty} D_n(R) = \lim_{n \rightarrow \infty} D^U_n(R). \tag{17}
\]

Note that the condition \( \lim_{n \rightarrow \infty} \mathbb{E}[d'(h^*_W, h^*_W)] = 0 \) is usually satisfied as a result of the convergence of the posterior distribution. In Section 6, we will see cases for which the distortion can be represented as a distance.
In Figure 1, the relation between all the introduced rate-distortion functions is presented. This figure also summarizes some of the presented results.

For quadratic loss, the reparameterization lemma can be used to represent $d(W, \hat{h})$ as a norm on a suitable function space. Let $\mathcal{Y} \subseteq \mathbb{R}$ and consider $l(y, \hat{y}) = (y - \hat{y})^2$, for all $y, \hat{y} \in \mathcal{Y}$. Based on Equation (6), we have

$$d(w, \hat{h}) = \mathbb{E}_X^n \left[ |Y - h_w^*(X)|^2 - |Y - \hat{h}(X)|^2 \right]$$

$$= \mathbb{E}_X^n \left[ h_w^*(X) - \hat{h}(X) |^2 \right],$$

which is the norm of $L^2(P_X)$. Thus using the reparameterization lemma, the rate distortion problems can be restated for the distortion function $d(h_w, \hat{h}) = ||h_w - \hat{h}||_{L^2(P_X)}$.

It would be helpful if we could represent the distortion function by a distance on the parameter space, but this is not always possible. To be precise, define the hypothesis class

$$\mathcal{H} = \left\{ h_w(.) = \psi_{\mathcal{V}|X}(w, .) | w \in \mathcal{W} \right\}$$

where $\mathcal{W}$ is the set of all possible $W$s. Note that the optimal function learned from the samples $z^n, \psi_{\mathcal{V}|Z^n,X}(z^n, .)$, does not necessarily lie in $\mathcal{H}$. In other words it might not be parameterizable using $W$. But it might still be possible to derive lower bounds by projecting on the set $\mathcal{H}$.

Assume that $\mathcal{H}$ is a convex subset of the Hilbert space $L^2(P_X)$. For a given $f \in L^2(P_X)$, define $\text{proj}_{\mathcal{H}}(f)$ as the projection of $f$ on the convex set $\mathcal{H} \subseteq L^2(P_X)$. As a result of the contraction property of projections on convex sets in Hilbert spaces, we have $d(\text{proj}_{\mathcal{H}}(\hat{h}), h_w^*) \leq d(\hat{h}, h_w^*)$.

Therefore,

$$D_L(R) \geq \min_{\hat{h}^*} \mathbb{E} \left[ d(h_w^*, \text{proj}_{\mathcal{H}}(\hat{h})) \right],$$

s.t. $I(h_w^*; \text{proj}_{\mathcal{H}}(\hat{h})) \leq R.$

By the application of Lemma 8, we arrive at the following lower bound

$$D_L(R) \geq \min_{\hat{W}} \mathbb{E} \left[ d'(W, \hat{W}) \right],$$

s.t. $I(W; \hat{W}) \leq R.$

in which $d'(w, \hat{w}) = d(h_w^*, h_{\hat{w}})$ where $h_{\hat{w}} = \text{proj}_{\mathcal{H}}(\hat{h})$. This process of projection and reparameterization is summarized in Fig. 2.

Based on Theorem 4 and Equation (11), we know that $\text{MER}_q^n \geq D_S^n(I(W; Z^n))$. Under the conditions that the space $W$ is finite-dimensional, and that some regularity conditions on $P_W^n$ hold (see Lemma 2), we can use this fact and the following lemma to lower bound MER.

**Lemma 9.** (Shannon Lower Bound (Shannon, 1959)) Let $W$ and $\hat{W}$ be random variables taking values in $\mathbb{R}^p$, $||.||$ be an arbitrary norm on $\mathbb{R}^p$, and $r$ be a positive real number.
We have defined the minimum excess risk $\nu$-mer, which is a measure of the expected Fisher information of a distribution. Let $\nu(0,1)$ be assumed on $W$. Given $\nu$ independent, the matrix $\Sigma_X$ is full-rank, and the space $W$ is convex. Consider $\ell(a,b) = (a - b)^2$. Note that $h_{\nu}^*(x) = w^T x$ and that the hypothesis class $\mathcal{H} = \{h_{\nu}(x) = w^T x | w \in \mathcal{W}\}$ is convex. We have

$$d'(w, \hat{w}) = d(h_{\nu}, h_{\hat{w}}) = \|w - \hat{w}\|_{\Sigma_X}^2 = \|w - \hat{w}\|^2_{\Sigma_X} = \|w - \hat{w}\|^2.$$  

meaning that the distance $d'(w, \hat{w})$ can be formulated by a norm in the space $\mathbb{R}^p$, i.e. $d'(w, \hat{w}) = \|w - \hat{w}\|_{\Sigma_X}^2$. This problem satisfies the assumptions of Corollary 10.1, and we have $\text{MER}^n = \Omega\left(\frac{p}{n}\right)$. A similar rate-distortion problem has been studied in the context of compression of linear models in (Gao et al., 2019).

Note that in this case the loss is unbounded. While in Lemma 1 upper bounds for bounded loss are provided, similar results for the general case of unbounded loss can be derived if the tails of the distribution are suitably controlled; e.g., the distribution is subgaussian (see Theorem 4 of (Xu & Raginsky, 2020)). Moreover, for the case of quadratic loss, if the Gaussian noise $\nu$ is replaced by a bounded random variable, the loss would be bounded and there exists upper bounds with the same rate of $O\left(\frac{p}{n}\right)$ (see Theorem 3 of (Xu & Raginsky, 2020)).
6.3. Certain Classes of Non-Linearities
Fix $w_0 \in \mathbb{R}^p$ and a function $\Phi_{w_0}(\cdot) : \mathcal{X} \rightarrow \mathbb{R}^p$. Consider the set of nonlinear functions

$$f(\cdot, w) = f(\cdot, w_0) + \Phi_{w_0}^T(\cdot)(w - w_0),$$

for $w \in \mathcal{W} \subseteq \mathbb{R}^p$. The class resembles Neural Tangent Kernels (Jacot et al., 2018). Assume that $Y = f(X, W) + \sigma \nu$, where $X \sim P_X$, $W \sim P_W$ in which $P_W$ is supported on a compact subset $\mathcal{W}$ of $\mathbb{R}^p$, and $\nu \sim \mathcal{N}(0, 1)$. Also assume that $W$ is convex. Consider the loss function $\ell(a, b) = (a - b)^2$. We have $h^*_n(x) = f(x, w)$ and the hypothesis set $\mathcal{H} = \{f(\cdot, w) \mid w \in \mathcal{W}\}$ is convex. If $\mathbb{E}[\Phi_{w_0}(X)\Phi_{w_0}(X)]$ is full-rank, and $\Phi_{w_0}$ is smooth such that the smoothness conditions of Lemma 2 hold, then following the same line of reasoning as the linear regression example, we have $\text{MER}_1^n = \Omega(\frac{p}{n})$.

6.4. Usability for More General Cases

There are various aspects in Theorem 10 which one should take care of when dealing with more complicated problems. For example, while the previous section provided analysis for a very simplified neural network, there are some difficulties to apply such analysis for a more general (Bayesian) neural network.

One difficulty is the apparent dependence of the bound $\Omega(p/n)$ on $p$ in the over-parameterized regime where we could have $p \gg n$. In particular, in many high dimensional problems, there are just a few dimensions for which the covariance matrix has large eigenvalues; i.e. data mostly resides in a lower dimensional space. In such scenarios, a more precise treatment is needed. To see that the bound does not depend on $p$, note that the constant hidden in the rate actually depends on the determinant of the covariance matrix, and having small eigenvalues potentially allows one to achieve a smaller MER.

Moreover, if the Fisher matrix is singular, better (non-singular) parameterization of the problem exists and the Reparameterization Lemma (Lemma 8) can be used to take advantage of this fact and then apply the lower bounds. The same technique might work for some cases where the mapping is not injective (a requirement which was enforced by the conditions of Lemma 2). For example, in neural networks, one source of complexity is that permuting the order of neurons and their corresponding weights in a hidden layer of a fully connected NN does not change the function. It might be possible to define a standard ordering of neurons to tackle this problem, though it might be challenging as other conditions should also be met simultaneously.

7. Conclusion and Future Work

In this paper, the recent framework of (Xu & Raginsky, 2020) for studying MER was studied and a source coding view on MER was suggested. In this view, the variable $W$ is considered as the input, and the generated hypothesis $\hat{h}$ as the output. A suitable distortion measure $d(w, \hat{h})$ was defined to capture the notion of excess risk. This view was used to find fundamental limits on learning with limited amount of information. Since in learning from dataset $Z^n$, the information is inherently bounded by $I(W; Z^n)$, this view provides a natural methodology to study the limits of learning. Using this view, a rate-distortion function $D_n(R)$ was introduced and it was proved that it is equal to MER for large enough $R$. Then it was demonstrated how $D_n(R)$ is bounded below and above by two other rate-distortion functions $D^L_n(R)$ and $D^U_n(R)$ respectively, which were generated by two natural modifications of the original optimization. The lower bound indicated the limits on the ability of any process generating a hypothesis $\hat{h}$ from $W$ while having a limited rate (not restricted to use a training set). The upper bound indicated the price one should pay if a bound on the $I(Z^n; \hat{h})$ is also enforced, a setting related to model compression. These three rate-distortion functions where studied and various upper and lower bounds on them were derived. In particular, it was demonstrated that (under certain conditions) the lower bound has the right rate matching the upper bound, proving that all of the bounds are order-wise tight, and the rate for MER is $\Theta(p/n)$. Finally some applications of these results were discussed.

Some problems remained open for future studies. One of the limitations of the current work, is that Theorem 10 requires some technical conditions for the $\Omega(p/n)$ to be guaranteed. Analyzing lower rates for more general classes of problems remains an open problem. In particular, it is interesting to study MER lower bounds for non-parametric problems. The challenge in this setting is that the underlying results which were used to derive lower bound require a finite dimensional parameter space. Another interesting direction for future studies is to find conditions which guarantee $O(1/n)$ upper bounds for general bounded (or subgaussian) losses. While such rates are well studied from the frequentist standpoint (minimax setting), they are less understood in the Bayesian learning.
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