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Abstract
Understanding the complex structure of multivariate extremes is a major challenge in various fields from portfolio monitoring and environmental risk management to insurance. In the framework of multivariate Extreme Value Theory, a common characterization of extremes’ dependence structure is the angular measure. It is a suitable measure to work in extreme regions as it provides meaningful insights concerning the subregions where extremes tend to concentrate their mass. The present paper develops a novel optimization-based approach to assess the dependence structure of extremes. The support identification of extremes scheme rewrites as estimating clusters of features which best capture the support of extremes. The dimension reduction technique we provide is applied to statistical learning tasks such as feature clustering and anomaly detection. Numerical experiments provide strong empirical evidence of the relevance of our approach.

1. Introduction

In a wide variety of applications ranging from structural engineering to finance, extreme events can occur with a far from negligible probability (Embrechts et al., 1999; 2013). In the multivariate setting, such events are usually modeled through threshold exceedance. A random vector \( X = (X^1, \ldots, X^p) \in \mathbb{R}^p \), \( p > 1 \) is said to be extreme if \( \|X\| > t \) for any given norm \( \| \cdot \| \) and some large threshold \( t > 0 \). The latter is generally chosen so that a small but non negligible proportion of data falls in the extreme regions \( \{x \in \mathbb{R}^p, \|x\| > t\} \). In machine learning tasks, it is relevant to apply different treatments to extreme and normal data. Devoting attention to extreme regions can lead to better understanding of the distributional law of \( X \) and practical performance of classical algorithms, as shown by several recent studies: in anomaly detection (Roberts, 1999; Clifton et al., 2011; Goix et al., 2016; Thomas et al., 2017), classification (Vignotto & Engelke, 2018; Jalalzai et al., 2018; 2020) or feature clustering (Chautru, 2015; Chiapino et al., 2019; Janßen et al., 2020) when dedicated to the most extreme regions of the sample space.

Scaling up multivariate Extreme Value Theory (EVT) is a key issue when addressing high-dimensional learning tasks. Indeed, most multivariate extreme value models have been designed to handle moderate dimensional problems, e.g., where dimension \( p \leq 10 \). For larger dimensions, simplifying modeling choices are required, stipulating for instance that only some predefined subgroups of components may be concomitant extremes, or, on the contrary, that all must be (Stephenson, 2009; Sabourin & Naveau, 2014).This calls for dimensionality reduction devices adapted to multivariate extreme values.

Identifying the features \( X^j \)’s (and the resulting subspaces) contributing to \( X \) being extreme is a major challenge in EVT. The distributional structure of extremes highlights the components of a multivariate random variable that may be simultaneously large while the others remain small. This is a valuable piece of information for multi-factor risk assessment or detection of anomalies among other –not abnormal– extreme data. Two phenomena are likely to happen: (i) only a small number of features may be concomitantly large, so that only a small number of subspaces have non-zero mass, (ii) each of these groups -clusters of features- contains a limited number of coordinates (compared to the original dimensionality), so that the corresponding subspace with non zero mass have small dimension compared to \( p \). The purpose of this paper is to introduce a data-driven methodology for identifying such subspaces, to reduce the dimensionality of the problem and thus to learn a sparse representation of extreme behaviors.

This paper provides a novel optimization approach to find subspaces from multivariate extreme features. Given \( n \geq 1 \) \( i.i.d \) copies \( X_1, \ldots, X_n \) of a heavy-tailed random variable \( X = (X^1, \ldots, X^p) \in \mathbb{R}^p \), the goal is to identify clusters of features \( K \subset \llbracket 1, p \rrbracket \) such that the variables \( \{X^j : j \in K\} \) may be large while the other variables \( X^j \) for \( j \notin K \) simultaneously remain small. Figure 1 depicts an example of normalized extremes with the associated feature clusters.
We present a novel optimization-based approach to per-

Figure 1. Illustration of normalized extremes $\theta_i$’s on the $\ell_2$-sphere of $\mathbb{R}^3_+$ with clusters of features $K_1 = \{1, 3\}$ (blue), $K_2 = \{1, 2\}$ (red) and $K_3 = \{2, 3\}$ (green).

Up to approximately $2^p$ combinations of extreme features are possible and contributions such as Chautru (2015); Chiapino & Sabourin (2016); Goix et al. (2016); Engelke & Hitz (2018); Chiapino et al. (2019) tend to identify a smaller number of simultaneous extreme features. Dimensional reduction methods such as principal components analysis and derivatives (Wold et al., 1987; Cutler & Breiman, 1994; Tipping & Bishop, 1999; Cooley & Thibaud, 2019; Drees & Sabourin, 2019) can be designed to find a lower dimensional subspace where extremes tend to concentrate. Following this path, the idea of the present paper is to decompose the $\ell_1$-norm of a positive input sample as a weighted sum of its features.

Several EVT contributions are aimed at assessing a sparse support of multivariate extremes (De Haan & Ferreira, 2007; Chiapino & Sabourin, 2016; Meyer & Wintenberger, 2019; Engelke & Ivanovs, 2020). A broader scope of contributions related to the work detailed in this paper ranges from compressed sensing (Candès et al., 2006; Candès et al., 2006; Tsaig & Donoho, 2006) and matrix factorization (Lee & Seung, 2001; Şimşekli et al., 2015) to group sparsity (Yuan & Lin, 2006; Simon et al., 2013; Devijver et al., 2015).

Contributions. The main results of this paper are:

(i) We present a novel optimization-based approach to perform subspace clustering of extreme regions in the multivariate framework. This is achieved by the algorithm Multi-variate EXtreme Informative Clustering by Optimization (in short MEXICO) which finds a sparse representation for the dependence structure of extremes.

(ii) Following contribution laid out by Niculae et al. (2018), we study at length different manifolds on the probability simplex, including our $M$-set. Our analysis may be of independent relevance.

(iii) The performance of the introduced algorithm are demonstrated from both theoretical and empirical points of view. First we provide a non-asymptotic bound on the excess risk. Secondly, numerical experiments on both \textit{feature clustering} and \textit{anomaly detection} tasks in extreme regions demonstrate the relevance of our method when compared to existing methods.

Notations. The following notations are used throughout the paper: $\mathcal{M}_p^n(1, +\infty)$ is the set of $n \times p$ matrices valued in $[1, +\infty]$. Any matrix is denoted in bold. $A_{\mathbb{R}^p}$ denotes the set of mixture matrices composed of $p \times m$ matrices valued in $[0, 1]$ where the sum of elements of any column equals 1. For any $M = (M_j^i) \in \mathcal{M}_p^n(\mathbb{R})$, for $i \in [1, n]$ (resp. $j \in [1, p]$), let $e_i$ (resp. $e_j$) denote the vector of the canonical basis such that $e_i M = M_i$ (resp. $Me_j^i = M^j$) where $M_i$ corresponds to the $i$-th line of $M$ (resp. $M^j$ corresponds to the $j$-th column). Denote $S_m$ the finite symmetric group of order $m$. Let $E = [0, \infty]^p \setminus \{0\}$ and $\Omega_{p, \|\cdot\|_1} = \{x \in \mathbb{R}_+^p : \|x\|_1 \leq 1\}$ the ball associated to the norm $\|\cdot\|_1$ and its complementary set $\Omega_{p, \|\cdot\|_1}^c = \mathbb{R}_+^p \setminus \Omega_{p, \|\cdot\|_1}$, let $S$ denote the sphere associated to $\|\cdot\|_1$ and for $x \in \mathbb{R}^p$ and $K \subset [1, p]$, write $x^{(K)} = (x^i \mathbb{1}_{j \in K})$. Denote by $\Gamma$ the Euler function.

Outline. The paper is organized as follows, in Section 2 we introduce the multivariate EVT background and our problem of interest. In Section 3 we present our optimization-based approach along with its specific details concerning the projection step onto the probability simplex. Section 4 gathers the theoretical results. We perform some numerical experiments in Section 5 to highlight the performance of our method and we finally conclude in Section 6. Proofs, technical details and additional results can be found in the supplementary material.

2. Preliminaries

Extreme value theory develops models for learning the unusual rather than the usual, in order to provide a reasonable assessment of the probability of occurrence of rare events. This section first recalls the required mathematical framework and classical tools for the analysis of multivariate extremes and then introduce our problem of interest.

2.1. Mathematical background

The notion of regular variation is a natural way for modelling power law behaviors that appear in various fields of probability theory. In this paper, we shall focus on the dependence and regular variation of random variables and random vectors. We refer to the book of Resnick (1987) for an excellent account of heavy-tailed distributions and the theory of regularly varying functions.

Definition 1 (Regular variation (Karamata, 1933)) A positive measurable function $g$ is regularly varying with index $\alpha \in \mathbb{R}$, notation $g \in \mathcal{R}_\alpha$ if $\lim_{x \to +\infty} g(tx)/g(x) = t^\alpha$ for all $t > 0$. 
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The notion of regular variation is defined for a random variable \( X \) when the function of interest is the distribution tail of \( X \).

**Definition 2** (Univariate regular variation) A non-negative random variable \( X \) is regularly varying with tail index \( \alpha \geq 0 \) if its right distribution tail \( x \mapsto \mathbb{P}(X > x) \) is regularly varying with index \( -\alpha \), i.e., \( \lim_{x \to +\infty} \mathbb{P}(X > tx \mid X > x) = t^{-\alpha} \) for all \( t > 1 \).

This power-law behavior may be thought of as a smoothness condition for the tail at infinity. This definition can be extended to the multivariate setting where the topology of the probability space is involved. We rely on the vague convergence of measures (Resnick, 1987, Section 3.4) and consider the following definition (Resnick, 1986, p.69).

**Definition 3** (Multivariate regular variation) A random vector \( X \in \mathbb{R}^p_+ \) is regularly varying with tail index \( \alpha \geq 0 \) if there exists \( g \in \mathcal{R}_{-\alpha} \) and a nonzero Radon measure \( \mu \) on \( E \) such that
\[
g(t)^{-1}\mathbb{P}(t^{-1}X \in A) \underset{t \to \infty}{\longrightarrow} \mu(A),
\]
where \( A \subset E \) is any Borel set such that \( 0 \notin \partial A \) and \( \mu(\partial A) = 0 \).

The limiting measure \( \mu \), known as the exponent measure, is homogeneous of order \( -\alpha \) i.e. for any \( t > 0 \), \( \mu(t\cdot) = t^{-\alpha}\mu(\cdot) \). This suggests a polar decomposition of \( \mu \) into a radial component and an angular component \( \Phi \). For any \( x = (x_1, \ldots, x_p) \in \mathbb{R}^p_+ \), one can set
\[
\begin{align*}
R(x) &= \|x\| \\\\\\Theta(x) = (\frac{x_1}{\|x\|}, \ldots, \frac{x_p}{\|x\|}) \in S
\end{align*}
\]
For any \( B \subset S \), the angular measure \( \Phi \) on \( S \) is defined as,
\[
\Phi(B) \overset{\text{def}}{=} \mu(\{x, R(x) \geq 1, \Theta(x) \in B\}).
\]
The angular measure \( \Phi \) plays a central role in the analysis of extremes, as it characterizes the directions where extremes are more likely to occur. Assessing the support of \( \Phi \), or equivalently of \( \mu \), leads to forecasting the directions where extremes are more likely to occur i.e. features that are more likely to jointly be large.

### 2.2. Probabilistic Framework & Problem Statement

We observe \( n \geq 1 \) i.i.d copies \( X_1, \ldots, X_n \) of a regularly varying random vector \( X = (X^1, \ldots, X^p) \in \mathbb{R}^p \) with tail index \( \alpha = 1 \). Extremes correspond to samples with norm larger than a fixed threshold \( t > 0 \). Incidentally, \( t \) should depend on \( n \), as the notion of extreme should be understood as large norms compared to the vast majority of observed data. The Euclidean space \( \mathbb{R}^p \) being of finite dimension, all norms are equivalent and the choice of the norm does not matter for the definition of the limit measure (Beirlant et al., 2006), therefore we may use the \( L_\infty \)-norm in the remainder of this paper to analyse extremes. In other words \( R(x) \) is set as \( \|x\|_\infty \) in Definition 3. The observations are first sorted by decreasing order of magnitude \( \|X_{(1)}\|_\infty \geq \ldots \geq \|X_{(n)}\|_\infty \). Then, consider a small fraction \( 0 < \gamma < 1 \) of the observations and denote by \( t_\gamma \) the quantile of \( \|X\|_\infty \) at level \( (1 - \gamma) \), i.e. \( \mathbb{P}(\|X\|_\infty > t_\gamma) = \gamma \). The extreme samples are \( X_{(1)}, \ldots, X_{(k)} \) where \( k = \lfloor n\gamma \rfloor \) is a discrete selection threshold induced by \( \gamma \) (cf Remark 2).

**Remark 1** (Pareto Standardization) In this work, it is assumed that all marginal distributions are tail equivalent to the Pareto distribution with index \( \alpha = 1 \). In practice, the tails of the marginals may be different and it is convenient to work with marginally standardized variables. Thus, the margins \( F^j(x) = \mathbb{P}(X^j \leq x^j) \) are separated from the dependence structure in the description of the joint distribution of \( X \). Consider the Pareto standardized variables \( V^j = 1/(1 - F^j(X^j)) \in [1, \infty] \) and \( V = T(X) = (V^1, \ldots, V^d) \). Replacing \( X \) by \( V \) permits to take \( \alpha = 1 \) and \( g(t) = 1/t \) in Definition 3. Appendix B.1 provides further details concerning \( \hat{T} \) the empirical counterpart of \( T \).

**Remark 2** (On selection of \( k \)) Determining \( k \) is a central bias variance trade-off of Extreme Value analysis (See e.g. Goix et al. (2016) and references therein). As \( k \) gets too large, a bias is induced by taking into account observations which do not necessarily behave as extremes: their distribution deviates significantly from the limit distribution of extremes. On the other hand, too small values lead to an increase of the algorithm’s variance.

Our work focuses on assessing the dependence structure in extreme regions in a multivariate setup. The angular measure \( \Phi \) fully describes the latter asymptotic dependence. Therefore, we seek to accurately infer a sparse summary of the mass of extremes spread on each constructed subspace. Let \( X \in \mathbb{R}^p_+ \) be a multivariate random vector whose dependence structure is unknown. We address the problem of finding different feature clusters \( K_j \subset [1, p] \) with \( j = 1, \ldots, m \) and \( m < p \) such that all features in a same subset may be large together. In order to reach a representation of interest, i.e., diversity for portfolio in finance or clusters for smart grids in wireless technologies, we seek disjoint clusters \( (K_i \cap K_j = \emptyset \text{ for all } i \neq j) \). Relying on the \( m \) clusters of features \( K_1, \ldots, K_m \) and the underlying subspaces, the exponent measure \( \mu \) can be approximated as \( \mu(\cdot) \approx \sum_{j=1}^m \mu_{K_j}(\cdot) \). Each component \( \mu_{K_j} \) is concentrated on the subregion given by the features of cluster \( K_j \).
In the remaining of this paper, $X \in \mathcal{M}_{k,p}(1, +\infty)$ corresponds to the truncated training set: $X(1), \ldots, X(k)$. We search a subset $K$ of features such that the $\ell_1$-norms of $X_i$ and its restriction $\tilde{X}_i = X_i[K]$ are almost equal i.e.
\[
\|\tilde{X}_i\|_1 \approx \|X_i\|_1.
\]

### 3. Feature Mixture in Extreme Regions

This section presents an approach to find relevant directions of the extreme samples to estimate the support of $\mu$. The analysis is carried out under the empirical risk minimization paradigm and details our algorithm MEXICO.

#### 3.1. Empirical Risk Minimization

To assess the dependence structure of features of extreme samples, we consider the framework of empirical risk minimization focused on extreme regions. Consider an extreme sample $X$, i.e., an observation satisfying $\|X\|_\infty > t_\gamma$. The goal is to learn a representation function $h : \mathbb{R}^p \rightarrow \mathbb{R}_+$ in order to minimize the Bayes risk at level $t_\gamma$ defined by
\[
R_{\gamma}(h) = \mathbb{E}_X \left[ \ell(X, h(X)) \right] ,
\]
where $\ell : \mathbb{R}^p_+ \times \mathbb{R}_+ \rightarrow \mathbb{R}_+$ is a loss function measuring the discrepancy between the true extreme dependence structure of $X$ and its predicted counterpart $h(X)$. Based on the extreme observations $X(1), \ldots, X(k)$, the empirical risk in the extreme regions is given by
\[
\hat{R}_K(h) = \frac{1}{k} \sum_{i=1}^k \ell(X(i), h(X(i))).
\]

**Features mixtures.** In order to recover the clusters of features, we consider mixtures of the components of each sample. The true number of subregions is unknown and we search for $m$ clusters where $m$ is selected according to Remark 3. We consider the probability simplex $\Delta_p$ defined on the positive orthant of $\mathbb{R}^p_+$ by
\[
\Delta_p = \{x \in \mathbb{R}^p_+, x_1 + \ldots + x_p = 1\},
\]
and let $W \in \mathcal{A}_m^p$ with $m < p$ be a mixture matrix. We denote by $\tilde{X} = XW \in \mathcal{M}_m^p(\mathbb{R}_+)$ the transformed matrix. The following proposition ensures the preservation of the regular variation of the resulting vectors $\tilde{X}_i$'s.

**Proposition 1 (Mixture transformation)** Let $X \in \mathbb{R}^p_+$ be a regularly varying vector as defined earlier and $W \in \mathcal{A}_m^p$ a mixture matrix with $1 < m \leq p$. Then the transformed vector $\tilde{X} = XW \in \mathbb{R}^m_+$ is regularly varying with tail index $\alpha = 1$. Thereby, if we denote by $\mu$ (resp. $\tilde{\mu}$) the limiting measure of $X$ (resp. $\tilde{X}$), we have
\[
(1/m)\tilde{\mu}(\Omega_{m,||\cdot||}) \leq \tilde{\mu}(\Omega_{m,||\cdot||}) \leq m \mu(\Omega_{p,||\cdot||}),
\]
The proof of the proposition is deferred to the Supplementary Material.

**Remark 3 (Selection of $m$)** In view of Proposition 1, in practice, the required dimension $m < p$ can be seen as the smallest value $m$ such that the empirical version of $\tilde{\mu}(\Omega_{m,||\cdot||})$ is arbitrarily close to the empirical version of $\mu(\Omega_{p,||\cdot||})$. Hence, the $m$ selected clusters provide relevant support of extremes.

**Loss function.** A natural question arises in the choice of the approximation function $\theta$ used in Eq. (1). Each column $W^j$ for $j \in [1, m]$ is modelling a mixture of components and represents a cluster $K_j$. For any sample $X$, we want to find a mixture that gives a good approximation in $\ell_1$-norm, i.e., we seek a column $j \in [1, m]$ for which $\tilde{X}^j = (XW)^j$ is the closest to $|X|_1$. A simple choice for the approximation function $h$ is reached through a linear combination and defined as follows for any input $x \in \mathbb{R}^p_+$
\[
h_W : x \mapsto h_W(x) = \max_{1 \leq j \leq m} (xW)^j.
\]
The associated loss function is defined by
\[
\ell(x, h_W(x)) = \frac{1}{p} (\|x\|_1 - h_W(x)).
\]
Observe that this particular choice yields a loss function bounded in $[0, 1]$ when using the angular decomposition of extremes $\theta = X/\|X\|_\infty$. With this choice, the approximation function $h_W$ is parametrized by the mixture matrix $W$. For ease of notation we abusively denote by $\ell(X, W) = \ell(X, h_W(X))$. Thus, using this specific loss in Eq. (1), the goal is to learn the mixture matrix $W^*_t$ minimizing the risk on extremes
\[
W^*_t \in \arg\min_{W \in \mathcal{A}_m^p} \left\{ R_t(W) \overset{\text{def}}{=} \mathbb{E} [\ell(X, W) \mid \|X\|_\infty > t] \right\}.
\]
Based on the observations $\{X(1), \ldots, X(k)\}$, the optimization problem consists in finding a mixture matrix minimizing the empirical risk
\[
\tilde{W}_K \in \arg\min_{W \in \mathcal{A}_m^p} \left\{ \tilde{R}_K(W) = \frac{1}{k} \sum_{i=1}^k \ell(X(i), W) \right\},
\]
Note that $\mathcal{A}_m^p$ is a closed and bounded set hence compact (Bourbak, 2007) thus there exists at least one solution which can be reached. The minimization problem of Eq. (5) can be rewritten as
\[
\tilde{W}_K \in \arg\max_{W \in \mathcal{A}_m^p} \frac{1}{k} \sum_{i=1}^k h_W(X(i)).
\]
The index of the column representing a good mixture can be defined with the mapping
\[
\varphi : [1, k] \rightarrow [1, m], \varphi(i) = \arg\max_{1 \leq j \leq m} \tilde{X}_i^j.
\]
and the optimization problem becomes
\[
\arg \max_{\mathbf{W} \in \mathcal{A}_p} \left\{ \frac{1}{k} \sum_{i=1}^{k} (\mathbf{XW})_{i}^2 = \frac{1}{k} \sum_{i=1}^{k} e_i(\mathbf{XW})e_{\varphi(i)} \right\}.
\]

(6)

**Illustrative example.** As a first go, consider the following example showing the way the matrix \( \mathbf{W} \) recovers the different clusters. Assume that the vector \( \mathbf{X} \in \mathbb{R}^p \) is exactly coming from a mixture of \( m \) disjoint clusters \( K_1, \ldots, K_m \) and for each sample \( \mathbf{X}_i \), there exists \( K_j \) such that \( ||\mathbf{X}_i(K_j)||_1 = ||\mathbf{X}_i||_1 \). For all \( j \in [1, m] \), denote \( U^j \subset [0, 1]^p \) the uniform vector with support \( K_j \), i.e., \( U^j = (1/||K_j||)(K_j) \). A solution to the optimization problem is given by any column-permutation of the matrix \( \mathbf{W} \) whose columns are the vectors \( U^j \). Indeed, the transformed data matrix is \( \tilde{\mathbf{X}} = \mathbf{XW} \) and for any sample \( \mathbf{X}_i \), whose features are coming from a cluster \( K_j \), we have
\[
\forall l \neq j, \quad \mathbf{X}_i^l = \mathbf{X}_i^{U^j} = \mathbf{X}_i^{K_j} U^j \geq \mathbf{X}_i^l = \tilde{\mathbf{X}}_i^l.
\]

Taking \( \varphi(i) = \arg \max_{1 \leq l \leq m} \mathbf{X}_i^l \) exactly recovers the cluster of index \( j = \varphi(i) \). In the case where the large features of the different sample \( \mathbf{X}_i \) are all equal, then the columns of the mixture matrix \( \mathbf{W} \) tend exactly to uniform vectors with restricted support.

### 3.2. Optimization on the Simplex

**Problem relaxation.** One can directly solve the linear program (6) but this formulation suffers from drawbacks. First, the solution could belong to a vertex of the simplex and would induce a unique direction. Second, it involves finding the mapping \( \varphi \) among all the possible combinations which can be prohibited when \( k \) or \( p \) increases. Thus, one can solve a relaxed version of Eq. (6) by introducing another matrix of mixtures \( \mathbf{Z} \in \mathcal{A}_m^p \). The relaxed problem is
\[
(\tilde{\mathbf{W}}_k, \hat{\mathbf{Z}}_k) \in \arg \max_{(\mathbf{W}, \mathbf{Z}) \in \mathcal{A}_p^m \times \mathcal{A}_m^p} \frac{1}{k} \sum_{i=1}^{k} \mathbf{X}_i \mathbf{WZ}^i. \tag{7}
\]

**Optimization problem.** We recognize the trace operator in Eq. (7) which is linear and can define an objective function \( f : \mathcal{A}_p^m \times \mathcal{A}_m^p \to \mathbb{R} \) that we need to maximize:
\[
\left\{ \begin{array}{l}
(\tilde{\mathbf{W}}_k, \hat{\mathbf{Z}}_k) \in \arg \max_{(\mathbf{W}, \mathbf{Z}) \in \mathcal{A}_p^m \times \mathcal{A}_m^p} f(\mathbf{W}, \mathbf{Z}) \\
f(\mathbf{W}, \mathbf{Z}) = \text{Tr}(\mathbf{XWZ})/k
\end{array} \right.
\]

The objective function \( f \) is bilinear in finite dimension hence continuous. Since maximization occurs on compact sets, there is at least one solution \((\tilde{\mathbf{W}}_k, \hat{\mathbf{Z}}_k)\). However, it is not unique since any column-permutation of \( \tilde{\mathbf{W}}_k \) along with the associated row-permutation of \( \hat{\mathbf{Z}}_k \) is also a valid solution. Indeed, any column (resp. row) permutation consists of a multiplication on the right (resp. left) side by a permutation matrix. For any \( \sigma \in \mathcal{S}_k \), consider the permutation matrix \( \mathbf{P}_\sigma = (\delta_{i,i(j)})_{1 \leq i,j \leq m} \). We have \( \mathbf{P}_\sigma^T \mathbf{P}_{\sigma^{-1}} = \mathbf{I} \) so that
\[
(\tilde{\mathbf{W}}_k \mathbf{P}_\sigma)(\mathbf{P}_\sigma^T \hat{\mathbf{Z}}_k) = \tilde{\mathbf{W}}_k (\mathbf{P}_\sigma \mathbf{P}_{\sigma^{-1}}) \hat{\mathbf{Z}}_k = \tilde{\mathbf{W}}_k \hat{\mathbf{Z}}_k.
\]

One may refer to (Meilă, 2006; 2007) for a discussion on the permutations of clustering solutions.

**Regularization.** The constraint of disjoint clusters can be satisfied by forcing the columns of the mixture matrix \( \mathbf{W} \) to be orthogonal, i.e., for all \( i < j \), \( (\mathbf{W}^i, \mathbf{W}^j) = 0 \). This yields a penalized version of the objective function with a regularization parameter \( \lambda > 0 \)
\[
\left\{ \begin{array}{l}
(\tilde{\mathbf{W}}_k, \hat{\mathbf{Z}}_k) \in \arg \max_{(\mathbf{W}, \mathbf{Z}) \in \mathcal{A}_p^m \times \mathcal{A}_m^p} f(\mathbf{W}, \mathbf{Z}) \\
f(\mathbf{W}, \mathbf{Z}) = \text{Tr}(\mathbf{XWZ})/k - \lambda \sum_{i<j} (\mathbf{W}^i, \mathbf{W}^j)
\end{array} \right.
\]

with partial derivatives given by
\[
\left\{ \begin{array}{l}
\nabla_\mathbf{Z} f(\mathbf{W}, \mathbf{Z}) = (\mathbf{XW})^T/k \\
\nabla_\mathbf{W} f(\mathbf{W}, \mathbf{Z}) = (\mathbf{ZX})^T/k - \lambda \mathbf{W}, \hat{\mathbf{Z}}_j = \sum_{i<j} \mathbf{W}^i.
\end{array} \right.
\]

**Update rule.** The optimization problem can be addressed using an alternate scheme by computing projected gradient ascent at each iteration
\[
\left\{ \begin{array}{l}
\mathbf{W}_{k+1} = \Pi_\Delta (\mathbf{W}_k + \delta_k^W \nabla_\mathbf{W} f(\mathbf{W}_k, \mathbf{Z}_k)) \\
\mathbf{Z}_{k+1} = \Pi_{\delta_k^Z} (\mathbf{Z}_k + \delta_k^Z \nabla_\mathbf{Z} f(\mathbf{W}_{k+1}, \mathbf{Z}_k)) \tag{8}
\end{array} \right.
\]

where \( \Pi_\Delta (\cdot), \Pi_{\delta_k^Z} (\cdot) \) are respectively the projection of each column onto a convex set \( \Delta \subset \mathbb{R}^p \) and onto the probability simplex \( \Delta_k \). The learning rates \( \delta_k^W, \delta_k^Z \) are step sizes found by backtracking line search. The convergence property of the optimization procedure is the same as the convergence of projected gradient descent as detailed in Calamai & Moré (1987); Dunn (1987).

**Projection step on \( \Delta \).** In order to recover clusters that are not unit sets, we want to avoid the vertices of the simplex. Thus, we perform a projection step \( \Pi_\Delta (\cdot) \) of each column of \( \mathbf{W} \) onto a convex set \( \Delta \). Several choices are to be considered, as illustrated in Figure 2. Denote \( \bar{x} = (1/p, \ldots, 1/p) \) the barycenter of the probability simplex \( \Delta_k \) and consider the following manifolds:

- (i) \( \ell_1 \) incircle: the coordinate permutations of \( (0, 1/(p - 1), \ldots, 1/(p - 1)) \) are the centers of the faces of \( \Delta \) and they define a reversed and scaled simplex \( \Delta^{\ell_1} \).
- (ii) \( \ell_2 \) incircle: consider the euclidian ball \( B_{2,p}(\bar{x}, r) \) equals \( \{ x \in \mathbb{R}^p : ||x - \bar{x}||_2 \leq r \} \). The radius value \( r_p = 1/\sqrt{p(p - 1)} \) yields the \( \ell_2 \) inscribed ball of \( \Delta \) along with \( \Delta^{\ell_2} = \Delta \cap B_{2,p}(\bar{x}, r_p) \).
- (iii) \( \mathcal{M} \)-set: The previous manifolds do not scale well as the dimension grows and we shall discuss some theoretical results to see that their hypervolumes become very small. To escape from the curse of dimensionality, we consider the convex set where we cut off the vertices using a threshold \( \tau \)
of the distance $L = \|\bar{x} - e_j\|_2 = \sqrt{(p - 1)/p}$ between the barycenter and a vertex. It is also the intersection of the simplex $\Delta_p$ and an $\ell_\infty$ ball (Warmuth & Kuzmin, 2008; Koolen et al., 2010; Kong et al., 2020). We call this manifold the $M$-set $S_p^\tau$ defined as

$$S_p^\tau = \left\{ x \in \Delta_p | \max_{1 \leq j \leq p} \langle x - \bar{x}, e_j - \bar{x} \rangle \leq \tau \|e_j - \bar{x}\|_2 \right\}.$$ 

Define the radius $r_p^\tau(\tau) = 1 - (1 - \tau)(p - 1)/p$ then the $M$-set may be seen as the intersection of the simplex with a particular $\ell_\infty$ ball as

$$S_p^\tau = \Delta_p \cap B_{\ell_\infty, p}(\bar{x}, \tau L) = \Delta_p \cap B_{\ell_\infty, p}(0, r_p^\tau(\tau)).$$

The projection onto the simplex is a well-studied subject (Daubechies et al., 2008; Duchi et al., 2008; Chen & Ye, 2011; Condat, 2016). For the projection onto the intersection of convex sets, one can perform a naive approach of alternate projections (Gubin et al., 1967) or some refinements using the idea of Dykstra’s algorithm (Dykstra, 1983; Boyle & Dykstra, 1986; Bregman et al., 2003).

### 3.3. MEXICO Algorithm

Starting from random matrices $(W_0, Z_0) \in A_p^m \times A_p^n$, the update rule of Eq. (8) returns a pair of matrices $(W_{mex}, Z_{mex})$ that are of great interest to analyze the dependence structure of the most extreme data and thus the support of extremes. On the one hand, the mixture matrix $W_{mex}$ gives insights about the different clusters of features that are large simultaneously. On the other hand, the matrix $Z_{mex}$ gives information about the probability of belonging to each cluster. Each column $W_{mex}$ represents a cluster $K_j$ and for each sample $X_i$, $i \in [1, k]$, the $j^{th}$-row of the column $Z_{mex}$ is the confidence for $X_i$ to belong to the cluster $K_j$.

A detailed pseudo-code of MEXICO is provided below in Algorithm 1. Since the margins of the data may be unknown, one could work with $\hat{T}$ which is the empirical counterpart of the Pareto standardization $T$ as detailed in Appendix B.1. The output of the algorithm may be used for feature clustering (FC) or anomaly detection (AD) tasks.

#### Algorithm 1 MEXICO algorithm

**Require:** Training data $(X_1, \ldots, X_n)$, $0 < m < p$, $\lambda > 0$ and rank $k(= \lceil n/\lambda \rceil)$.

1: Initialize $(W_0, Z_0) \in A_p^m \times A_p^n$.
2: Standardize the data $\hat{V}_{(1)} = \hat{T}(X_{(1)})$ (see Remark 1).
3: Sort training data by decreasing order of magnitude $\|\hat{V}_{(1)}\|_\infty \geq \ldots \geq \|\hat{V}_{(n)}\|_\infty$.
4: Consider the set of $k$ extreme training data $\hat{V}_{(1)}, \ldots, \hat{V}_{(k)}$.
5: Compute $(W_{mex}, Z_{mex}) \in \arg \max((W, Z) \in A_p^m \times A_p^n) f_\lambda(W, Z)$ using update rule (8).
6: Given a new input $X_{new}$ standardized as $\hat{V}_{new}$ with $\|\hat{V}_{new}\|_\infty \geq \|\hat{V}_{(k)}\|_\infty$, compute $\hat{V}_{new} = \hat{V}_{new} W_{mex}$.
7: Compute predicted cluster $\varphi_0 = \arg \max_{1 \leq j \leq m} \hat{V}_{new}^j$.
8: (FC) Return cluster $\varphi_0$.

(AD) Return score $\ell(\hat{V}_{new}, W_{mex})$.

### 4. Theoretical Study

This section provides some theoretical results. First, a theoretical analysis of the $M$-set is established. In order to compare the different manifolds of the previous section, we analyze the volume reduction performed in each case. Second, a non-asymptotic bound for the excess risk is detailed.

#### Theorem 1 (Volume and ratio)
Consider the probability simplex $\Delta_p$ and the different manifolds $S_p^\tau$, $S_p^\tau$, $V$. For any bounded set $D \subset \mathbb{R}^p$, define its hypervolume $Vol(D)$ and its ratio $\rho(D)$ as

$$Vol(D) = \int_{\mathbb{R}^p} I_D(x) \, dx, \quad \rho(D) = Vol(D)/Vol(\Delta_p).$$

Figure 2. Simplex of $\mathbb{R}^3$ with $S_p^\tau$ (left), $S_p^{\tau}$ (center) and the $M$-set $S_p^\tau$ (right).
Hypervolume \( \text{Vol}(S) \)

\[
\begin{array}{|c|c|}
\hline
\Delta_p & \frac{\sqrt{p}}{\Gamma(p)} \\
S_{p_1} & \frac{\sqrt{p}}{\Gamma(p)} \left( \frac{1}{\Gamma(p)} \right)^{(p-1)/(p)} \\
S_{p_2} & \frac{\sqrt{p}}{\Gamma(p)} \left( \frac{\Gamma(p)}{\Gamma(p-1)} \right)^{(p-1)/2} \\
S_p & \frac{\sqrt{p}}{\Gamma(p)} \left( 1 - p \left( 1 - \tau \right)^{-(p-1)/p} \right)^{(p-1)} \\
\hline
\end{array}
\]

The corresponding ratios are given by

\[
\rho(S_{p_1}) = \frac{1}{\Gamma(p)} \left( \frac{1}{\Gamma(p)} \right)^{(p-1)/(p-1)} \\
\rho(S_{p_2}) = \frac{\sqrt{p}}{\Gamma(p)} \left( \frac{\Gamma(p)}{\Gamma(p-1)} \right)^{(p-1)/2} \\
\rho(S_p) = 1 - p \left( 1 - \tau \right)^{-(p-1)/p}
\]

Moreover, when the dimension grows \( p \to +\infty \) and for a fixed \( \tau \in (0, 1) \), we have \( \rho(S_{p_1}) \to 0 \), \( \rho(S_{p_2}) \to 0 \) and \( \rho(S_p) \to 1 \). Among studied subsets, in a high-dimensional setting the \( M \)-set is the only one not collapsing towards a unit set.

Figure 3. Evolution of the Ratio Volume with dimension \( p \).

Remark 4 (Selection of \( \tau \)) With a high reduction of the probability simplex (i.e. \( \tau \to 0 \)), the vertices are avoided but discriminating the clusters is harder as the \( M \)-set tends to the barycenter of the simplex. This trade-off motivates the choice of the threshold \( \tau \) and Figure 3 shows the evolution of the ratios \( \rho \) for the different manifolds.

The following proposition, whose proof is deferred to the supplementary material, shows that MEXICO algorithm can be seen as a contraction mapping.

Proposition 2 (Lipschitz mapping) Given \( x_1, x_2 \in \mathbb{R}_+^p \) with norms greater than \( t > 0 \) the application \( x \mapsto xW_t^* \) is \( \frac{m}{2} \)-Lipschitz continuous i.e.,

\[
\|x_1 W_t^* - x_2 W_t^*\|_2 \leq \frac{m}{2} \|x_1 - x_2\|_2.
\]

Moreover, if \( x_1 \) and \( x_2 \) belong to the same feature cluster \( K \) then \( \|x_1 W_t^* - x_2 W_t^*\|_2 \leq \frac{1}{2} \|x_1 - x_2\|_2 \). Hence, the transformation induced by MEXICO can be considered as a cluster contraction mapping (Boyd & Wong, 1969).

Finally, the convergence rate of our method can be analyzed through the non-asymptotic bound on the risks (1) and (2). The following Theorem provides an upper bound for the excess risk. The proof is given in the supplementary material.

**Theorem 2 (Non-asymptotic bound)** Consider the risk \( \mathcal{R}_t, \) defined in (1) associated to the loss function (4) computed on normalized data. Recall that \( k = \lfloor n/\gamma \rfloor \) and denote by \( W_{mex} \) the mixture matrix obtained by MEXICO. Then for \( \delta \in (0, 1) \), \( n \geq 1 \) and \( \tau \leq 1 \) we have with probability at least \( 1 - \delta \),

\[
\mathcal{R}_t, (W_{mex}) - \mathcal{R}_t, (W^*_t) \leq \frac{1}{\sqrt{k}} 8\sqrt{2(1 - \gamma) \log(4/\delta)} + \frac{16}{3} \log(4/\delta) + 8\sqrt{2(1 - \gamma) \log(4/\delta) + 2} + 2r_{\infty}(\tau).
\]

The upper bound stated above shows that the convergence rate is of order \( O_T(1/\sqrt{k}) \) where \( k \) is the actual size of the dataset required to estimate the support of extreme. This convergence rate matches the one of Goix et al. (2016).

5. Numerical Experiments

We focus on popular machine learning tasks of feature clustering and anomaly detection to compare the performance of our algorithm against state-of-the-art methods for extreme events. Since the margins distributions of real-world data are unknown, the rank transformation as described in Remark 1 is considered. For ease of reproducibility, the code is available in the supplementary material.

5.1. Feature Clustering

Consider the feature clustering task where a new extreme sample \( X_{new} \in \mathbb{R}_+^p \) is to be analyzed. Since \( X_{new} \) is extreme, our goal is to predict the features that are large simultaneously based on the dependence structure clusters, i.e. the clusters given by MEXICO. For that matter, one can compute the transformed sample \( \tilde{X}_{new} = X_{new} W_{mex} \) and assign the predicted cluster of features by \( \text{Pred}(X_{new}) = \arg \max_{1 \leq j \leq m} \tilde{X}_{new}^j \).

Since MEXICO is an inductive clustering method, we focus on similar clustering algorithms namely spectral clustering (Ding et al., 2005) and spherical K-means (Janßen et al., 2020). Janßen et al. (2020) studied spherical K-means algorithm as a solution to perform clustering in extremes. We consider simulated data from an (asymmetric) logistic distribution where the dependence structure of extremes can be specified (see Appendix B.2). Given the ground truth class samples, we leverage metrics using conditional entropy analysis: Rosenberg & Hirschberg (2007) define the following desirable objectives for any cluster assignment:
Homogeneity (H), each cluster contains only members of a single class; Completeness (C), all members of a given class are assigned to the same cluster; v-Measure (v-M): the harmonic mean of Homogeneity and Completeness.

The parameter setting is the following: dimension $p \in \{75, 100, 150, 200\}$, number of train samples $n_{\text{train}} = 1000$ and test samples $n_{\text{test}} = 100$. We use the metrics implemented by Scikit-Learn (Pedregosa et al., 2011). The results, obtained over 100 independently simulated dataset for each value of $p$, are gathered in Table 1, where the values associated to MEXICO transcribe the best performance between projection method with Dykstra’s algorithm and alternating projection. Both methods are detailed in the supplementary material. For each dimension $p$, bold characters indicate the best method when results are statistically significant using Mann-Whitney and Neyman-Pearson tests.

<table>
<thead>
<tr>
<th>$p$</th>
<th>Spectral Clustering (Ding et al., 2005)</th>
<th>Spherical-Kmeans (Janßen et al., 2020)</th>
<th>MEXICO</th>
</tr>
</thead>
<tbody>
<tr>
<td>75</td>
<td>H 0.925 ± 0.054</td>
<td>H 0.950 ± 0.034</td>
<td>H 0.978 ± 0.025</td>
</tr>
<tr>
<td></td>
<td>C 0.937 ± 0.040</td>
<td>C 0.972 ± 0.024</td>
<td>C 0.976 ± 0.025</td>
</tr>
<tr>
<td></td>
<td>v-M 0.931 ± 0.046</td>
<td>v-M 0.961 ± 0.027</td>
<td>v-M 0.977 ± 0.024</td>
</tr>
<tr>
<td>100</td>
<td>H 0.918 ± 0.058</td>
<td>H 0.943 ± 0.031</td>
<td>H 0.978 ± 0.020</td>
</tr>
<tr>
<td></td>
<td>C 0.934 ± 0.039</td>
<td>C 0.967 ± 0.024</td>
<td>C 0.979 ± 0.021</td>
</tr>
<tr>
<td></td>
<td>v-M 0.926 ± 0.048</td>
<td>v-M 0.955 ± 0.026</td>
<td>v-M 0.978 ± 0.021</td>
</tr>
<tr>
<td>150</td>
<td>H 0.889 ± 0.060</td>
<td>H 0.940 ± 0.026</td>
<td>H 0.976 ± 0.015</td>
</tr>
<tr>
<td></td>
<td>C 0.925 ± 0.031</td>
<td>C 0.962 ± 0.020</td>
<td>C 0.980 ± 0.015</td>
</tr>
<tr>
<td></td>
<td>v-M 0.906 ± 0.045</td>
<td>v-M 0.951 ± 0.014</td>
<td>v-M 0.978 ± 0.013</td>
</tr>
<tr>
<td>200</td>
<td>H 0.886 ± 0.047</td>
<td>H 0.940 ± 0.018</td>
<td>H 0.970 ± 0.015</td>
</tr>
<tr>
<td></td>
<td>C 0.928 ± 0.024</td>
<td>C 0.962 ± 0.014</td>
<td>C 0.975 ± 0.012</td>
</tr>
<tr>
<td></td>
<td>v-M 0.906 ± 0.034</td>
<td>v-M 0.951 ± 0.015</td>
<td>v-M 0.972 ± 0.013</td>
</tr>
</tbody>
</table>

Table 1. Comparison of Homogeneity (H), Completeness (C) and v-Measure (v-M) on Simulated Data.

### 5.2. Anomaly Detection

To predict whether a new extreme sample $X_{\text{new}} \in \mathbb{R}^p$ is an anomaly, one may use the value of the loss function $\ell(X_{\text{new}}, W_{\text{mix}})$ as an anomaly score. If it is small then the dependence structure of $X_{\text{new}}$ is well captured by the mixture $W_{\text{mix}}$ and the behavior is rather normal. Conversely, a high value means that $X_{\text{new}}$ cannot be approximated by a mixture of $W_{\text{mix}}$ i.e. it is more likely to be an outlier. The behavior of the extreme sample $X_{\text{new}}$ can be predicted using any decreasing function of the loss function $\ell$. In the experiment we use the inverse of the loss though one could consider the opposite of the loss as in (Goix et al., 2016).

We perform a comparison of three algorithms for anomaly detection in extreme regions: Isolation Forest (Liu et al., 2008), DAMEX (Goix et al., 2017) and our method MEXICO. The algorithms are trained and tested on the same datasets, the test set being restricted to extreme regions. Five reference AD datasets are studied: shuttle, forestcover, http, SF and SA. Table 5 in the Appendix provides further dataset details. The experiments are performed in a semi-supervised framework where the training set consists of normal data only. More details about the preprocessing, model tuning and additional results are available in the supplementary material. The results of means and standard deviations are obtained over 100 runs and summarized in Table 2. Better performance are obtained with our anomaly detection approach compared to competing anomaly detection methods.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>ROC-AUC</th>
<th>AP</th>
</tr>
</thead>
<tbody>
<tr>
<td>iForest (Liu et al., 2008)</td>
<td>0.886 ± 0.032</td>
<td>0.879 ± 0.031</td>
</tr>
<tr>
<td>SA</td>
<td>0.381 ± 0.086</td>
<td>0.393 ± 0.081</td>
</tr>
<tr>
<td>SF</td>
<td>0.656 ± 0.094</td>
<td>0.658 ± 0.099</td>
</tr>
<tr>
<td>http</td>
<td>0.970 ± 0.020</td>
<td>0.826 ± 0.055</td>
</tr>
<tr>
<td>shuttle</td>
<td>0.654 ± 0.096</td>
<td>0.894 ± 0.037</td>
</tr>
<tr>
<td>forestcover</td>
<td>0.982 ± 0.002</td>
<td>0.938 ± 0.012</td>
</tr>
<tr>
<td>DAMEX (Goix et al., 2016)</td>
<td>0.710 ± 0.031</td>
<td>0.650 ± 0.034</td>
</tr>
<tr>
<td>SA</td>
<td>0.996 ± 0.002</td>
<td>0.968 ± 0.009</td>
</tr>
<tr>
<td>SF</td>
<td>0.762 ± 0.008</td>
<td>0.893 ± 0.010</td>
</tr>
<tr>
<td>http</td>
<td>0.990 ± 0.003</td>
<td>0.864 ± 0.026</td>
</tr>
<tr>
<td>shuttle</td>
<td>0.863 ± 0.015</td>
<td>0.958 ± 0.006</td>
</tr>
<tr>
<td>forestcover</td>
<td>0.393 ± 0.003</td>
<td>0.984 ± 0.009</td>
</tr>
<tr>
<td>MEXICO</td>
<td>0.983 ± 0.031</td>
<td>0.950 ± 0.011</td>
</tr>
<tr>
<td>SA</td>
<td>0.892 ± 0.013</td>
<td>0.812 ± 0.016</td>
</tr>
<tr>
<td>SF</td>
<td>0.972 ± 0.002</td>
<td>0.972 ± 0.012</td>
</tr>
<tr>
<td>http</td>
<td>0.990 ± 0.003</td>
<td>0.864 ± 0.037</td>
</tr>
<tr>
<td>shuttle</td>
<td>0.863 ± 0.015</td>
<td>0.958 ± 0.006</td>
</tr>
</tbody>
</table>

Table 2. Comparison of Area Under Curve of Receiver Operating Characteristic (ROC-AUC) and Average Precision (AP).

### 6. Conclusion

Understanding the impact of shocks, i.e., extremely large input values on systems is of critical importance in diverse fields ranging from security or finance to environmental sciences and epidemiology. In this paper, we have developed a rigorous methodological framework for clustering features in extreme regions, relying on the non-parametric theory of regularly varying random vectors. We illustrated our algorithm performance for both feature clustering and anomaly detection on simulated and real data. Our approach does not scan all the multiple possible subsets and outperforms existing algorithms. Future work will focus on the statistical properties of the developed algorithm by further exploring links with kernel methods.
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