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A. Related Work

Although scalability is a major issue of exact Gaussian
process regression, a wide variety of methods has been
developed in recent years to overcome this problem. An
extensive overview of these methods can be found in (Liu
et al., 2020). Following the classification of methods intro-
duced in this survey article, we distinguish between global
and local approximations of GPs for online learning.

A.1. Global Gaussian Process Approximations

Global GP approximations comprise by far the largest group
of online learning methods. Among the most common ap-
proaches are sparse approximations (Snelson & Ghahra-
mani, 2007), which aim to reduce the computational com-
plexity of the inverse of the kernel matrix. This can be
achieved using prior approximations, posterior approxima-
tions and structured sparse approximations. The determin-
istic training conditional (DTC) approximation is a partic-
ularly widespread prior approximation for online learning,
since it achieves a constant complexity of predictions by
heuristically choosing an active subset from the training
data set. For determining the active subset, various methods
have been proposed with different complexities (Csaté &
Opper, 2002; Nguyen-Tuong & Peters, 2010; Schreiter et al.,
2016; Koppel, 2019). The constant complexity of predic-
tions comes at the price of a linear complexity of updates.
Moreover, the selection heuristics often work best when the
data is passed through them several times. Therefore, these
approaches are well-suited for real-time predictions, but
typically become too slow for online updates, preventing
applications such as event-triggered learning.

Fully independent training conditional (FITC) and partially
independent training conditional (PITC) approximations
follow a similar idea for approximating the prior, but use
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arbitrary inducing points to compress the information of the
original training data. The flexibility of choosing arbitrary
inducing points can be used to construct a suitable covering
of the input domain online, e.g., through a prior design (Hu-
ber, 2014), online clustering techniques (Bijl et al., 2015;
2017), or by selecting training inputs as inducing points
(Le et al., 2017). While this can be advantageous regarding
regression performance, it generally does not have a positive
effect on the computational complexity. Therefore, these
approximations are best suited for off-line training and on-
line predictions, but cannot be applied when fast updates
are necessary as in, e.g., event-triggered learning.

Subset of regressor approaches are a form of prior approx-
imation, which is rather depreciated in big data problems,
but has demonstrated to be very successful in online learn-
ing problems. The idea of these approaches lies in the
approximation of the kernel, such that the complexity of the
kernel inverse is reduced. This can be achieved directly via
a compactification of covariance functions (Ranganathan &
Yang, 2008; Ranganathan et al., 2011), such that sparsity
in the cholesky factors is ensured. More popularly, finite
feature maps are constructed, which allow to approximately
express the kernel as a scalar product. This procedure re-
sults in constant update and prediction complexities, which
only depend on the number of features. For determining
the features different approaches exist. When prior data is
available, meta-training can be used to fit features to the
training data using neural networks (Harrison et al., 2018)
or least squares (Camoriano et al., 2016). Conversely, with-
out any offline data, random trigonometric features with
strong theoretical guarantees can be easily determined using
Bochner’s theorem (Rahimi & Recht, 2008), such that the
method is often referred to as sparse spectrum GP (Ldzaro-
Gredilla et al., 2010; Gijsberts & Metta, 2013). In contrast
to most other methods, sparse spectrum GPs directly inherit
many theoretical properties from exact Gaussian process
regression due to Bochner’s theorem (Lu et al., 2020). More-
over, when numerical integration is used for obtaining the
feature maps instead of random sampling, uniform error
bounds can be extended from exact GP inference (Mutny &
Krause, 2018; Angelis et al., 2020). However, these bounds
often require a practically intractable number of features,
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as discussed in Appendix B.4. Moreover, these methods
are known to suffer from overfitting (Gal & Turner, 2015)
and their posterior variances are overconfident (Liu et al.,
2020). Furthermore, the posterior mean and variance will
be periodic functions, such that the variance might collapse
far from any training samples (van der Wilk, 2018) leading
to overconfident predictions.

Posterior approximations of GPs do not approximate the
prior distribution, but instead aim at minimizing the dif-
ference between the approximate and exact posterior GP
distributions. The most common posterior approximation
is the variational free energy (Titsias, 2009), which can be
efficiently optimized using stochastic optimization methods
(Hensman et al., 2013; Cheng & Boots, 2016). Although
these approaches can be applied in online learning problems
with streaming data in principle, they are usually unsuited
for this task as discussed in (Bui et al., 2017). The reasons
for this are manifold. First, the optimization methods have
the underlying assumption that data is uniformly randomly
subsampled into mini-batches. While streaming data can
often be aggregated into mini-batches, the data is rarely
drawn i.i.d. from the input distribution. Moreover, the data
should typically be passed to the optimizer multiple times,
which typically cannot be satisfied with streaming data due
to computational constraints. Finally, typically only a single
gradient step is performed for every mini-batch. Since data
cannot be revisited, this causes a risk of forgetting old data.
In order to overcome these issues, Bui et al. (2017) proposed
a posterior approximation for streaming data, which allows
online predictions and online updates in minibatches. While
this algorithm achieves a good regression performance, the
limitation to minibatches can be prohibitive in applications
such as event-triggered learning, where the update must be
performed after every new sample.

In contrast to prior and posterior approximations, structured
sparse approximations do not change the involved distribu-
tions directly, but instead aim at exploiting fast matrix-vector
multiplication methods for computing an approximate of
the inverse kernel matrix. In (Wilson & Nickisch, 2015),
inducing points on a grid together with linear interpolation
are used for this purpose, such that a constant complexity of
mean predictions can be achieved. Using Lanczos approxi-
mation, these ideas are extended to reduce the complexity of
posterior variance computations to O(1) (Pleiss et al., 2018).
Although these methods achieve impressive prediction rates,
online updates have not been investigated. Therefore, these
methods cannot be applied to problems with streaming data.

A.2. Local Gaussian Process Approximations

The number of local GP approximations for online learning
is significantly lower than for global approximations, but
they are frequently used in practical applications. Among

the most straightforward approaches are naive local mod-
els, which adapt the used data set to the input. This can
be achieved, e.g., through a windowing approach (Meier
& Schaal, 2016) or by choosing the data subset based on
task-specific information theoretic metrics (Umlauft et al.,
2020). Although these approaches achieve a constant up-
date and prediction complexity and typically work well in
applications where a local model is sufficient, they suffer
from several issues. For example, the predictive mean func-
tion of these methods is usually discontinuous, which is in
contrast to the smoothness assumptions posed by many com-
monly used kernel functions. Moreover, predictions are only
valid locally, which prevents the usage in applications such
as model predictive control or model-based reinforcement
learning.

Mixture of experts approaches overcome this issue by com-
posing a global model of multiple locally active Gaussian
process experts. While mixture of experts have originally
been proposed to address the challenge of multi-modal data
(Tresp, 2001), explicitly localized models have led to great
success in online learning (Nguyen-Tuong et al., 2009b;a;
Liu et al., 2016). Since the number of local models and their
respective region in the input domain are not known a pri-
ori, they are typically adapted to the streaming data online.
The resulting prediction performance crucially depends on
parameters controlling this domain clustering behavior. In
order to avoid an excessive number of data points per local
model, data points are typically added and removed accord-
ing to an information criterion. When this happens too often,
the regression performance can suffer. However, if too many
local models are generated, the computation time increases
due to a linear dependency of the update and prediction com-
plexity on the number of models. The trade-off between
computation time and prediction performance depends on
the a few crucial parameters, which are hard to tune, par-
ticularly in online learning problems with streaming data.
Therefore, the application of mixtures of explicitly localized
experts in real-time learning problems is often challenging.

A.3. Tree-Structure in Gaussian Process
Approximations

In order to overcome the issues of mixtures of explicitly lo-
calized GP experts, our approach employs trees for defining
the computing architecture. This idea goes back to Cao &
Fleet (2014), who used a generalized product of experts ap-
proach for aggregating individual GP models. In the original
approach, the data is split into multiple subsets by construct-
ing a ball-tree (Omohundro, 1989), which is an efficient
method for representing models and allows fast queries of
individual leaves of the tree. Although each node of the
ball-tree contains a separate GP model and all models are
generally evaluated for the prediction of a test point, only
evaluating models along the branch assigned to a test point
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has been investigated, too. Similar ideas have been used in
(Ng & Deisenroth, 2014), where the tree is employed pri-
marily as computation graph. In contrast to the ball-tree, a
k-d tree is recursively constructed from a batch of data until
a prescribed number of leaves containing all the individ-
ual GP models is reached. While these approaches exploit
methods for the explicit localization of models, this idea is
dropped in (Deisenroth & Ng, 2015). Instead, the Bayesian
Committee Machine proposed in (Tresp, 2000) is adapted
for aggregating the predictions of Gaussian process models,
such that a higher importance is put on models with low
posterior variance. The tree structure of the individual mod-
els serves in this method as an efficient way for distributing
the data to several computing nodes. Since the previously
mentioned data clustering and aggregation methods can be
shown to be inconsistent, i.e., they do not converge to the
true distribution asymptotically, Rulliere et al. (2018) pro-
pose to consider covariances between the individual models.
While the resulting model is consistent, the computational
complexity of the aggregation increases significantly. There-
fore, (Liu et al., 2018) introduce the generalized robust
Bayesian committee machine, which augments existing tree
architectures by maintaining an additional global data set,
which contains data uniformly spread over the input domain.
By communicating this data to all leaves of the computing
tree, consistency is recovered. Although these approaches
can scale GPs to millions of training samples, this is mostly
achieved through parallelization, but the asymptotic com-
plexity of predictions typically remains linear in the number
of individual GP models. In online learning problems, this
can become problematic, since the overhead of paralleliza-
tion becomes significant when only a single prediction is
computed. Moreover, an efficient online construction of
the tree computing structure as well as error bounds for the
predictions as required for safety-critical application has not
been investigated.

In contrast to the existing GP approximations using trees
as computation graph, LoG-GPs employ locally growing
random trees, which provide multiple advantages for online
learning. Using probability functions for the assignment
of data to nodes allows the efficient construction of the
computing tree with streaming data. In fact, the proposed
method is very general and includes many existing methods
as special cases, e.g., the k-d (Ng & Deisenroth, 2014) and
ball-tree constructions (Cao & Fleet, 2014) can be seen as
deterministic special cases for batch data. Although the idea
of adapting the density and extension of local models to
the data density has been inherent in aggregation schemes
with localized models, most of the proposed approaches
require the data in advance for clustering the data points
into the leaves, such that they cannot handle streaming data.
Moreover, the main motivation behind localized models in
existing methods lies in an improvement of the regression

performance. All models, even those far from a test in-
put, are typically evaluated for the overall prediction, which
leads to a linear computational complexity in the number
of models. LoG-GPs overcome this issue in a principled
way by exploiting the tree structure and locality in each
layer of the tree to limit the number of individual models
which need to be evaluated at a test point. Each model can
only be active for prediction in regions, in which it has also
a positive probability of receiving training samples. This
ensures a good prediction performance, while at the same
time active models can be determined very efficiently using
recursive tree search algorithms. Since the graph generated
by LoG-GPs can be interpreted as random splitting tree, log-
arithmic complexity guarantees for predictions and updates
can be straightforwardly obtained under weak assumptions.
Moreover, the definition of the aggregation weights as prob-
abilities directly guarantees that uniform error bounds from
exact GP inference are inherited. Thereby, LoG-GPs are
well-suited for online learning of streaming data in safety-
critical applications.

It should be noted that in addition to the usage as compu-
tation graph, trees have found various other applications
in GP approximations. Using a k-d tree to query the clos-
est data to a test point and only use this data for inference,
Vasudevan et al. (2009) can achieve a constant prediction
complexity. However, this comes at the cost of a discon-
tinuous model. In structured sparse approximations, k-d
trees can be used to quickly cluster training samples, such
that linear interpolation can be used between cluster centers
(Shen et al., 2006). Thereby, a linear prediction complexity
can be achieved, too. In (Gramacy & Lee, 2008), partition
trees are employed with GPs at the leaf nodes, in order to
regress multi-modal data with stationary kernels. A prior is
used to specify the probability of splitting a leaf and generat-
ing children, such that Markov chain Monte Carlo methods
can be used to determine the posterior. Finally, a linear
complexity in the number of inducing points is achieved by
clustering them into blocks and imposing a tree structure on
the blocks (Bui & Turner, 2014). While these approaches
demonstrate the capability of trees for scaling GPs to large
non-stationary data sets, they play no role in online learning
problems.

B. Proofs and Other Theoretical Results

This section presents proofs of the main results and auxiliary
theory, which is helpful in their practical application. In
order to ease the comprehension, theoretical results from
Section 3 are repeated before the proof.

B.1. Computational Complexity

For proofing the complexity guarantees of predictions and
updates with LoG-GPs, we rely on the theory of random
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split trees as introduced in (Devroye, 1998). A random
split tree 7" is defined through the parameters K, N, so,
s1, p and N. The parameter N describes the number of
balls in the tree, while N denotes the maximum number of
balls in a node of the tree. The number of children of each
node is given by K. Each internal (non-leaf) node has sq
balls, while each leaf node has at least s; balls. The split
probability is described by p.

The distribution of balls is done iteratively. Starting at
the tree, a ball is assigned to a child by drawing from the
random distribution p until a leaf node is reached. If this leaf
has already reached its capacity, then the tree is extended
and s; are assigned to each child. The remaining N + 1 —
K sy —sg nodes are finally assigned according to the random
distribution p.

It can be clearly seen that the tree construction of LoG-GPs
is identical to that of a random split tree with so = 0, s; = 0
and input dependent p"(x). Due to Assumption 3.1, this
allows us to bound the height of the tree in LoG-GPs by the
height of random split tree with ¢; < p; < 1 — K¢ for all
i =1,..., K. This is exploited to bound the complexity of
updates in LoG-GPs.

Theorem 3.1. The update of a LoG-GP with conditional
assignment probabilities p™(-) satisfying Assumption 3.1
requires O, (log(N)) computations'.

Proof. The tree of LoG-GPs is a random split tree in the
sense of (Devroye, 1998). Assumption 3.3 ensures that
in any split of the tree, data is distributed approximately
equally to both sides in the sense that no child gets all
the data almost surely. Hence, it follows from (Devroye,
1998, Theorem 1) that the height of the tree, i.e., the maxi-
mum depth of any leaf, grows logarithmically in probability.
Moreover, it is trivial to see that the updating complexity of
LoG-GPs depends linearly on the height of the tree, which
proves the result. O

While the height of the tree is crucial for the update com-
plexity of LoG-GPs, the number of active leaf nodes is
important for the prediction complexity, too. If the active
number of leaves grows logarithmic with the number of
training samples as guaranteed by Assumption 3.2, we ob-
tain the following result.

Theorem 3.2. Mean and variance predictions of LoG-
GPs with conditional assignment probabilities p"(-)
satisfying Assumptions 3.1 and 3.2 require O,(log*(N))
computations.

'Due to the stochasticity of random split trees, determinis-
tic statements about the asymptotic complexity are not possible.
Therefore we describe the asymptotic behavior in probability
using Op(+), e.g., i € Op(log(N)) & limy_oo P(K™ >
clog(N)) = 0 for some finite ¢ € R.

Proof. 1t is trivial to see that the prediction of a single
branch requires O(h™) operations, such that Theorem 3.1
guarantees a complexity of O, (log(N)) for a single branch.
Moreover, the number of leaves m in the tree of a LoG-GP
depends linearly on the number of training samples IV,
i.e., M| € O(N). Therefore, we have to show that only
Op(log(N)) leaves m have a positive marginal probability
wy, and must be evaluated. It immediately follows
from Assumption 3.2 that no more than K'08(c2h™+cs)
leaves can be active, which implies that the number of
active leaves behaves as O(h™). Therefore, a prediction
requires O((h™)?), which concludes the proof using
Theorem 3.1. O

B.2. Uniform Error Bound using Bayesian Principles

Based on Assumptions 3.3 and 3.4, it is straightforward to
extend the error bound in (Lederer et al., 2019a, Theorem
3.1) to LoG-GPs as shown in the following.

Theorem 3.3. Consider a distributed GP approach satis-
fying Assumption 3.4 and defined through the continuous
covariance function k : R? x R? — R, with Lipschitz
constant Ly, on the compact set X C R, Furthermore,
consider a continuous unknown function f : X — R with
Lipschitz constant Ly and N € N observations y@ satisfy-
ing Assumption 3.3. Pick 6 € (0,1), 7 € Ry and set

B(r)=2log (dgmgéqx||m—m’||go|M|>—log (62%77) (29)
~y(r)= Z Wi () (Lum’l'+ \/ﬁ(T)LUmT> +Lsm, (30)
meM

where L, and L, denote the Lipschitz constants of the
GP mean and standard deviation, respectively. Then, it
holds that

P(f(z) = (x)] <n(r,@),VeeX)>1-4, @3I)
where
n(r,@) = /B(1) D wm(@)om(x) +7(1).  (32)

meM

Proof. Due to Assumption 3.3 and (Lederer et al., 2019a,
Theorem 3.1), for eacll individual model it holds with prob-
ability of at least 1 — § that

|f(iL')—,um(:I:)| <
B(T)Uvrz(m)+(Lmﬂ'Lf)T‘F\/ﬂ(T)LomT: (33)

where

vl

_l|d
Jnax [|lz — 2|5

3(7) = 21 -
B(7) og S

(34)
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and 7 € R, can be an arbitrary constant. Moreover, we
have

(@) — )| = ‘f(w) =Y wn(@pm(@)|  G5)
meM
- Mm(m)(f(w)um(w))‘ (36)
meM
<Y wn(@)|f(@) — pm(@)], G
meM

where the second line follows from Assumption 3.4 and the
third line follows from the triangle inequality. Applying the
union bound and setting 6 = &/[M], (33) holds jointly for
all m € M, which concludes the proof. O

A major advantage of Theorem 3.3 is that all involved pa-
rameters can directly be computed. In order to bound the
Lipschitz constant of the posterior mean of GP models, we
need to define the Lipschitz constant Ly, of the kernel k(-, -).
Following standard definitions of Lipschitz constants, we
consider every value Ly, satisfying

|k(x,x') — k(z,z')| < Li||x — || (38)

for all &, «’, & to be a valid Lipschitz constant of k(-,-).
Since most kernels are differentiable, this value can typically
be obtained through the first derivative of the kernel. This
allows to directly compute the Lipschitz constant L, of the
GP mean using the following lemma.

Lemma B.1. The Lipschitz constant L, of a GP posterior
mean with N training samples is bounded by

L, < LiVN||of (39)

where Ly, denotes the Lipschitz constant of the kernel k(-,-).

Proof. The proof can be found in (Lederer et al., 2019a).
O

Although the Lipschitz constant of the posterior variance
can also be computed as outlined in (Lederer et al., 2019a),
this approach suffers from an increasing Lipschitz constant
with growing data set size. Therefore, we exploit the kernel
pseudo-metric for deriving a Lipschitz constant, as sug-
gested in (Curi et al., 2020).

Lemma B.2. The posterior standard deviation o(-) of a
Gaussian process with stationary kernel k(x, ') =k(x—z’)
admits a Lipschitz constant

1 Ok(r)
\/ sfc—k(sc —x') Or

where 57 = k(z, x).

L, = sup
x,x'cX

, (40

r=cr—x’

Proof. Due to (Curi et al., 2020, Lemma 12), we can bound
the difference between two GP standard deviations by

o(x) — o(z')] < di(x, 2'), 41)

where the kernel pseudo-metric is defined as

di(x, ') = VE(x,x) + k(z/,x') — 2k(z,x'). (42)

Due to stationarity of the kernel k(-, -), we can simplify the
kernel pseudo-metric to

di(z,a') = |/25% — 2k(r), (43)

where s7 = k(x, ) and r = @ — z’. Hence, the Lipschitz
constant of o (-) is given by

1 Ok(r)
\/ 3 —k(z—a') or

The Lipschitz constant in (40) often reduces to a simple
expression. For example, for the ARD squared exponential
kernel

L, = sup 44)

xz,x’'eX

r=r—x’

O

2

d
k(r) = 5% exp <_ 3 27”12) (45)
=1

2

we have

Ok(r) !
=k : . 46
or (r) : (46)
—
Therefore, we obtain
131713/1
Pe—-a) |
r—x
L, = su - . @D
g |,

F

It can be shown that this expression reaches its maximum
for £ — «’, such that L'Hopital’s rule can be used to derive

1
1
Le=os|l|: || (48)

-

la

B.3. Uniform Error Bound based on RKHS Theory

While we focus on uniform error bounds derived from
Bayesian principles in the main article, these bounds can be
analogously derived using the theory of reproducing kernel
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Hilbert spaces (RKHS) (Srinivas et al., 2012; Chowdhury &
Gopalan, 2017; Fiedler et al., 2021). We demonstrate this
by extending the uniform error bound presented in (Fiedler
et al., 2021) to LoG-GP predictions.

Every kernel k(- ) uniquely defines a RKHS Hj(X) on
a compact set X with an inner product (-, -); obeying the
reproducing property f(x) = (f,k(x,-)); for all f(-) €
H 1 (X) (Scholkopf & Smola, 2002). The RKHS norm of
a function || f||x = \/{(f, f)x is a measure of the functions
complexity, which motivates the following commonly used
assumption.

Assumption B.1. The RKHS norm of the unknown function
f(-) is upper bounded by B, i.e. || f||x < B.

While the Bayesian approach is restricted to Gaussian noise
with known variance, RKHS based approaches are more
flexible and admit the following assumption on the observa-
tion noise.

Assumption B.2. The noise sequence ¢, is conditionally
R-sub-Gaussian for a fixed constant R > 0, i.e.,

2 p2
VnZO,sGR:E[e“"‘}-"*} < exp (sf ), (49)

where F,,_1 is the o-algebra generated by the random vari-
ables {x) e} and ™),

This assumption is not restrictive as it is satisfied by, e.g.,
bounded or Gaussian noise (Chowdhury & Gopalan, 2017).

Based on these assumptions, we can extend Theorem 1 in
(Fiedler et al., 2021) to LoG-GPs as shown in the following.

Theorem B.1. Consider a distributed GP approach satis-
fying Assumption 3.4 and defined through the covariance
function k : R? x R4 — R.. Furthermore, consider an
unknown function f : X — R and N € N observations i
satisfying Assumptions B.1 and B.2. Pick § € (0, 1), define
G, = max{oy,, 1}, and set
5RKHS (5) —

B+R\/log(det(K,, +52Iy,.))—2log(d)  (50)

Then, it holds that

P(|f(x) — i(x)] <nrkns(x), Ve e X)>1-4, (51)

where

P @) = 3w (e)y 5555 (3 Jom(a). 52

meM

Proof. Due to (Fiedler et al., 2021), we have for each local
GP model that

[f (@) = pm (®)| <1/ BEEIS(O)om () (53)

with probability of at least 1 — 4. Moreover, we have

|f(z) — )| = ‘f(m) = > wm(@pm (@) (54)
meM
=1 um(w)(f(w)—um(w))‘ (55)
meM
<Y w(@)|f(@) = pm(@)],  (56)
meM

where the second line follows from Assumption 3.4 and the
third line follows from the triangle inequality. Applying the
union bound and setting 6 = &/|M], (53) holds jointly for
all m € M, which concludes the proof. O

B.4. Comparison to Theoretical Guarantees for
Spectral Approximations

Although finite feature approximations of stationary kernels
also allow to extend uniform error bounds from exact GP
inference (Mutny & Krause, 2018; Angelis et al., 2020),
they often require an impractically high number of fea-
tures to be useful. We demonstrate this in the following
for the commonly used random Fourier features (Rahimi
& Recht, 2008) and the more frequently introduced quadra-
ture Fourier features (Mutny & Krause, 2018; Angelis et al.,
2020).

Given a trigonometric feature map z : R? — R2P,
D € Ry, the covariance function can be approximated
by k(z,x') = 2T (x)z(x'), such that Gaussian process
regression reduces to Bayesian linear regression, see, e.g.,
(Bishop, 2006). Error bounds from exact inference can
straightforwardly be extended by uniformly bounding the
approximation error caused in the posterior mean and poste-
rior variance. For example, the difference of the posterior
mean p(-) of the Gaussian process with kernel k(- -) and
the posterior mean /i(-) resulting from the Fourier features
can be bounded by

n(w) )] < LD <B+ 2o (;)) 57

for all &, 2’ € X with probability of at least 1 — ¢ due to
(Mutny & Krause, 2018, Theorem 5), where B € R, is
an upper bound on the characteristic spectral function of
f(+) and p denotes the uniform approximation bound for
the feature map, i.e., |k(x, ') — 27 (x)z(x')| < p for all
@, x’ € X. Due to the linear dependence on p, small values
must be guaranteed for the uniform approximation bound.
For random Fourier features, small values can be guaranteed
with probability of at least 1 — 0 (Rahimi & Recht, 2008),
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Figure 5. A high number of random Fourier features is generally
required to guarantee at least a decent uniform approximation
bound for the squared exponential kernel. While fewer quadra-
ture Fourier features are sufficient for very low dimensional input
spaces, medium values of d > 5 require an impractical high num-
ber D.

which depends on the number of features D through

2

0p Max |lz—2'||¢ 9

< x,x’ Dp
5 =28 2EX - 58
p P\ ~3718 ) (58)

where crg is the trace of the Hessian at 0, e.g., for the ARD
squared exponential we have 012, =2 Ele l% For quadra-
ture Fourier features, the deterministic kernel approximation
bound

1 e
= 2?1 T |- 59
P \/;DD 4 mindli2 (59

1=1,...,

N\ d
can be derived with D = (21:2)) as shown in (Mutny &
Krause, 2018). It can be seen that both expressions strongly
grow with the input dimensionality d, such that the bounds
can only be exploited for low-dimensional inputs, but be-
come impractical for large d. This is illustrated in Fig. 5,
which shows the dependency of 6 and p on D for different
values of d. The value of p is set to 0.1, all other parame-
ters are set to 1 for simplicity. It clearly demonstrates that
bounds such as (57) are limited to small input dimensions
and hence, these approaches for extending uniform error
bounds from exact GP regression are not suited to many
problems in practice.

B.5. Designing Probability Functions for Kernels with
Structure

While the application of LoG-GPs is rather simple for sta-
tionary kernels, the definition of the localizing distributions
p"(x) is a challenging problem in general. Therefore, we

provide some examples how these functions can defined
for kernels reflecting a priori known function structures in
order to give some insights on the design of p™(x) for more
general kernels.

Symmetric Kernels: If we know that an unknown func-
tion satisfies f(x) = f(—x), we can easily reflect this
symmetry in the kernel by considering covariance functions
of the form

k(z,z') = k(x,z') + k(—x, '), (60)
where k(-,-) is an arbitrary kernel (Duvenaud, 2014). In
order to keep the advantages of the kernel k(-, -), the sym-
metric structure should also be considered in the localizing
probability functions p™(+). This can be straightforwardly
achieved by defining them based on (12), but employing
embodying symmetry in the saturating linear functions, e.g.,

if 12 n_ %
(l) > if [p| < sp — 5
n — il 5k 1 :fon_ O ¥ n | %
Gi(@)=q =S +5 ifsf—% <|rjp|<sp+%
. oy
1 lfSZ + 7k < |{EjLL .
(61)

Periodic Kernels: Similarly to symmetry, periodicity of
unknown functions can be straightforwardly encoded in
kernels. Given an isotropic covariance function k(z, ') =
k(||z — 2'|]), the periodic analog is defined as

k(z,z') =k (sin2 <|:13—pa:’7r>) , (62)

where p is the period. By considering the periodicity in
the saturating linear functions, this information can be also
exploited in LoG-GPs. This is achieved by defining

. n op
0 . if zjn%p < sj — &
n ) TPk 1 e on Of n_ O
& (x)= oty ifsp =g <wplp<sp+y
: op
1 if s + 5 < Iji}%p,

(63)

where % denotes the modulo division.

Multi-Dimensional Products of Stationary and Non-
Stationary Kernels: In particular in control applications,
prior knowledge of state dependencies is often available,
e.g., if systems are control-affine. This can be exploited by
multi-dimensional product kernels of the form

k(] 23], [ @5']7) = ku (@1, )ka(x2, 25), (64)

where k1 (-, ) and kx(-, ) are covariance functions. As long
as either k1 (-,-) or ko(:,-) is stationary, we can employ
the proposed standard approach for defining the probability
functions p"(-), merely restricting the indexes jj of the
saturating linear functions to the inputs of the stationary
kernel.
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B.6. Safe Event-Triggered Learning Control

Due to the event-triggered learning, the continuous-time
control becomes affected by discrete time events. This leads
to the fact that the closed-loop system becomes a switching
system (Liberzon, 2003). Therefore, we use the concept of
a common Lyapunov function to derive an ultimate bound
in the following theorem.

Theorem 3.4. Consider a control affine system (19),
where f(-) satisfies Assumption 3.3 and admits a Lipschitz
constant Ly on X C R?, and measurements are available
according to Assumption 4.1. Let P € R the unique,
positive definite solution to the algebraic Riccati equation
ATP+PA = —I,; with A defined in (21). Then, the feedback
linearizing controller (20) with [i(-) based on a stationary
kernel and event-triggering mechanism given in Algorithm 3
with (1) =\/B(7)a+~(7) and o® > o2k(0,0)/(k(0,0)+
02) guarantees with probability 1—§ that the tracking er-
ror e converges to T={x €X||le| <2n(7)||pal }.

Proof. Since the filter vector A is assumed to be Hurwitz,
there exists a unique and positive definite solution P €
R¥* to the algebraic matrix Riccati equation

ATP+PA=-1I,

Based on this matrix, consider the common Lyapunov func-
tion V(x) = €T Pe and the models fiy(+), where k € Ny
denotes the number of added data points, then

0V .
= eTATPe+ eT"PAe+2eTpy(f(x) — vn(x))
< —llell® + 2lell[[pall (f (x) — v (2))

el N
To guarantee convergence for arbitrary switching times, the
Lyapunov function must be decreasing Vk, i.e. the controller
must ensure that the model error |f(x) — fix ()| does not
exceed ||el|/(2||pal|) for all k. With the model error bound
in Theorem 3.3, one can conclude

V(e)

<0 V

el
2[|pall
where the latter condition is ensured by the triggering mech-
anism (first part line 3, Algorithm 3) for all x € X\ T

(second part line 3, Algorithm 3). In order to see this, we
consider three cases.

P(V(as)<0) >1-8 Ve ifn(e, 1) < . (65)

First, we consider the case of the first measurement y(l) at
state (1), It directly follows from (Williams & Vivarelli,
2000; Lederer et al., 2019b) that the variance satisfies

G (xW) < — (66)
L+ 50

Hence, regardless of the error e, either (65) or the desired
error bound described by 7(7) is satisfied, such that the
while loop in line 6 in Algorithm 3 terminates after a single
iteration.

Next, we consider the case that no node is divided during the
assignment of the measurement y*) with state (*). Then,
it follows from a slight adaptation of (Vivarelli, 1998) that
for positive noise variance o2, the posterior variance of an
individual Gaussian process is strictly decreasing at the state
%) which is added to the training data, i.e.,

of(@®) <o?yi (™). (67)
Hence, (65) is satisfied for all z € T \ B, and the while
loop in line 6 in Algorithm 3 terminates again after a single
iteration.

Finally, we consider the case that for the state w(k), at which
the measurement y(’“) is recorded, several individual mod-
els have a positive probability w;(x) and a model division
occurs. Due to the reduction of the training set size, a slight
increase in the posterior variance of both new leaves cannot
be excluded. However, the while loop in line 6 in Algo-
rithm 3 ensures that additional data is added at the same
position. Since all individual models contributing the ag-
gregated prediction have a positive assignment probability,
each of them will eventually be assigned a training sample
with probability one. Due to the former two cases, this
implies that (65) is satisfied for all x € X'\ T.

Since (65) has been shown to hold for all x € X\ T, it
follows that error converges to the ultimately bounded set T,
where Algorithm 3 does not trigger events. This concludes
the proof. O

Note that case 3 is a worst case consideration that does
not occur in every node division. A slight increase of the
posterior variance after a node division can only happen if
the added point is in a region, where both new child nodes
have a positive probability (since one of them does not get
the new training sample), or if many training samples close
to the newly added point get assigned to the other child
during the division. Both cases can be easily addressed in
practice by choosing conditional assignment probabilities
that divide the state space sufficiently far away from the
newly added training sample. Therefore, this case is not an
issue in practice.

In fact, even without considering this in the design of the
conditional assignment probabilities, an increase in the pos-
terior variance is very unlikely to occur, since most of the
time a single model is used for prediction anyways, as we
want to employ as few as possible local models for compu-
tational efficiency.
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C. Numerical Evaluation

In this section, we provide details on the numerical evalua-
tion in Section 5, a discussion of the results and additional
simulation results.

C.1. Detailed Information on Simulation Setup

All simulations are executed on a cluster computer with
Intel(R) Core(TM) 19-9900X CPU and 128GB DDR4 RAM.
The code is run using MATLAB R2019a when not stated
differently.

Since the SARCOS data set” contains 7-dimensional targets,
we only take the first column of the targets. The order of
the rows in the data matrix is randomized in each of the
20 repetitions and inputs and targets are centralized. The
training inputs of the buzz in social media and the house-
hold electric data sets® are centralized. For determining the
training targets, we take the last and sixth column of the
data sets, respectively. Moreover, we take the logarithm of
these values, but additionally add 1 for the buzz in social
media data. Finally, these values are centralized.

For evaluating the performance of the LoG-GPs, ISSGP, lo-
cal GPs, SSGP and rBCM, we use the following parameters:

e LoG-GP: each node n has K = 2 children. The proba-
bilities p” (-) are defined through (11), (12), where 57!
is the dimension of the maximum spread of the local
data set, s} is the mean of the data in this dimension

and
MaXg 2/ e, |2 — 2

100(45 + 1)

ok = (68)

with h"™ being the height of node n. Moreover, each lo-
cal model can contain a maximum of N = 100 training
samples. For the MoE and gPoE aggregation schemes,
we use (10), while we define

_ log(k(w, 2)) —log(o, () Hpbm (). (69)
i=1 '

Wm

2

for the rBCM aggregation, where the first factor is the
differential entropy between the prior and the posterior
distribution as proposed in (Deisenroth & Ng, 2015).

e ISSGP: as suggested in (Gijsberts & Metta, 2013), we
use D = 200 random Fourier features. Hence, the
kernel matrix has size 400 x 400.

>The data set is available at
gaussianprocess.org/gpml/data/.

The data and pre-processing are available at
https://drive.google.com/file/d/0BxWe_
ITuTnMFcYXhxdUNwWRHBKT1U/view.

http://www.

e local GPs*: the maximum number of training samples

of a local model is set to N = 100. Moreover, a
threshold of 0.9 is used to determine if a new model is
generated.

e SSGP?: the method is used with 100 inducing points,
but no online optimization of hyperparameters and
inducing points to reduce computational complexity.
Since the method does not allow iterative updates, we
update it using mini-batches of size 300 as proposed in
the original publication (Bui et al., 2017). This means
that we determine the prediction error on 300 training
samples before we update the model using these data
samples. This method is implemented in Python.

e tBCM®: the maximum number of samples in a local
model is set to N = 100. The data is randomly dis-
tributed to the local models. Since the method does not
allow iterative updates, we recompute the model each
time after observing 1000 new samples using the data
observed up to this time.

The hyperparameters for all methods are obtained through
log-likelihood maximization based on 1000 training sam-
ples. This is done using the well-documented MATLAB
internal routine whenever possible. For the Python imple-
mentation of SSGPs, hyperparameter optimization is based
on the GPflow toolbox’ (Matthews et al., 2017). The com-
putations for all methods are performed on a single com-
putation unit. Note that the evaluation of the local models
of LoG-GPs can be parallelized similarly as proposed by
Deisenroth & Ng (2015) by distributing the active models
to multiple computation units.

C.2. Additional Simulation Results and Discussion
C.2.1. REGRESSION PERFORMANCE

Tables 2 and 3 display the standardized mean square error
and mean standardized log loss averaged over 20 simula-
tion runs together with the corresponding standard devia-
tions, whose evolution over the number of training samples
is illustrated in Fig. 2. Table 2 clearly shows that LoG-
GP approaches outperforms state-of-the-art online learning
methods regarding the overall prediction error for data sets
with medium and high dimensional input domains such as
the SARCOS and buzz in social media data. For low di-

“The code is available at https://www.ias.
informatik.tu-darmstadt.de/Miscellaneous/
Miscellaneous.

>The code is available at https://github.com/
thangbui/streaming_sparse_gp.

®The code is available at https://github.com/
LiuHaiTao01l/GRBCM.

"The code is available at
GPflow/GPflow.

https://github.com/


http://www.gaussianprocess.org/gpml/data/
http://www.gaussianprocess.org/gpml/data/
https://drive.google.com/file/d/0BxWe_IuTnMFcYXhxdUNwRHBKTlU/view
https://drive.google.com/file/d/0BxWe_IuTnMFcYXhxdUNwRHBKTlU/view
https://www.ias.informatik.tu-darmstadt.de/Miscellaneous/Miscellaneous
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https://github.com/thangbui/streaming_sparse_gp
https://github.com/thangbui/streaming_sparse_gp
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Figure 6. Plots of average update time ¢, (top) and the average prediction time j,;eq4 (bottom) on a) SARCOS b) buzz in social media
and c) electric data sets. Due the high computation times, the SSGP could only be applied to the SARCOS, while the rBCM could not be
evaluated on the electric data set. Computation times of LoG-GP approaches are more noisy than those of existing methods due to the
strongly varying size of local models. However, they are generally smaller, in particular for computing model updates.

Table 2. Average standardized mean squared error with the corre-
sponding deviation in brackets for the SARCOS, buzz in social
media and electric data sets. LoG-GP approaches show advantages
in problems with medium and high dimensional input domains,
while ISSGPs exhibit advantageous performance on low dimen-
sional problems.

SMSE (-1073) SARCOS BUZZ ELECTRIC
MOE-L0G-GP 31.3(0.85) 88.0(12.9)  5.0(0.56)
GPOE-LOG-GP  30.3 (0.75)  89.2 (10.4) 4.8 (0.60)
RBCM-LOG-GP  30.7 (0.85)  101.4 (27.0) 5.2 (0.44)
ISSGP 30.9 (1.4) 100.1 (16.0) 3.4 (0.24)
LOCAL GPs 276.0 (64.5)  744.0 (35.9)  450.9 (87.9)
SSGP 35.9 (2.4)

RBCM 29.0 (1.3) 124.9 (42.4) —

Table 3. Average mean standardized log loss with the correspond-
ing standard deviation in brackets for the SARCOS, buzz in social
media and electric data sets. LoG-GP approaches outperform
existing approaches for online learning on all data sets.

MSLL SARCOS BUZZ ELECTRIC
MOE-LOG-GP —1.87(0.02) —1.34 (0.02) —2.86 (0.02)
GPOE-LOG-GP —1.88 (0.02) —1.34 (0.02) —2.86 (0.03)
RBCM-LOG-GP —1.89 (0.02) —1.33 (0.04) —2.86 (0.03)
ISSGP —1.68 (0.05) —1.14 (0.11) —2.84 (0.03)
LOCAL GPs —0.18 (0.07) —0.15 (0.05) —0.03 (0.15)
SSGP 7.17 (2.61)

RBCM 78.2 (10.8) 375 (11.7)

mensional input domains as in the house electric data set,
ISSGPs provide a slightly better performance. The weaker
performance of ISSGPs for high dimensional input domains
is a direct consequence of the strong dependence of the ker-
nel approximation error on the input dimension as discussed
in Appendix B.4.

The poor performance of local GPs, which is significantly

worse than originally presented by Nguyen-Tuong et al.
(2009b), is a result of not tuning the threshold for generating
new models for each data set. While tuning this parameter
could improve the performance, this would conflict with
the principle of online learning: for tuning the parameter, a
significant amount of training data is necessary, while the
online learning paradigm assumes little or even no data in
advance. Moreover, tuning must be done by hand, which
is time-consuming. Therefore, we chose the value 0.9 for
the threshold empirically such that many local models are
generated, yet not too many to keep the computation time
tractable.

Table 3 shows that LoG-GPs provide better predictive dis-
tributions than state-of-the-art methods. Even though the
difference to some other methods is small, it should be
noted that the quality of the predictive distributions is cru-
cial in safety-critical applications due to the dependence of
uniform error bounds on the posterior standard deviations.
Therefore, even a small improvement over existing methods
is highly beneficial in practice.

While it might be surprising that rBCMs provide poor pre-
dictive distributions as indicated by the high MSLL values,
this effect has already been observed in (Liu et al., 2018),
where it is shown that the rBCM asymptotically becomes
overconfident. Similarly, the rather weak performance of
the SSGP can be explained by the slight differences in the
simulation setup we used. While the inducing points and
hyperparameters are updated in every mini-batch in the orig-
inal publication (Bui et al., 2017), we refrain from doing so
in order to keep the computation time tractable.
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Figure 7. The small computation times for predictions are achieved
by a low number of active models, which is on average less than 2
for the MoE-LoG-GP on the SARCOS data set. The comparatively
high standard deviation of the number of active models illustrated
by the error bars contributes to noisy prediction times of LoG-GPs.
The observed maximum number of active models is 12 on the
SARCOS data set.

Table 4. Standard deviation of update and prediction times in us
for the SARCOS, buzz in social media and electric data sets.

STD. DEVIATION SARCOS BUZZ ELECTRIC

(ps) tpred tup tpred tup tpred  tup
MOE-LoG-GP 87 214 93 202 49 150
GPOE-LOG-GP 83 207 95 202 53 157
RBCM-LoG-GP 82 196 78 147 46 148
ISSGP 34 266 30 2175 15 65
LocAL GPs 113 182 657 672 30 34
SSGP 7481 9688 — — — —

RBCM 1380 2550 9126 6619 — —

In addition to the slight advantages in the regression per-
formance, LoG-GP approaches exhibit significantly lower
computation times as shown in Fig. 6. The total standard
deviations of the update and prediction times are depicted
in Table 4. These simulation results show that computation
times of LoG-GPs are more strongly varying compared to
existing methods, which is a consequence of the contin-
uously changing size of the local models. Moreover, the
logarithmic growth of the computation time is not visible,
since the overlapping ratio o, was chosen small, such that
the average number of active models is almost constant as
illustrated in Fig. 7 for the MoE-LoG-GP trained on the
SARCOS data set. Since the depth of the tree is practi-
cally not relevant, almost constant computation times can
be achieved with LoG-GPs, which is a strong advantage
over the rBCM and the SSGP. Note that the difference in
the used programming languages has an effect on the abso-
lute computation time, but not on the behavior. While the
computation time for updates of LoG-GPs in a Python im-
plementation increased to approximately 5 ms on the SAR-
COS data set, it did practically not change with a growing
number of training samples. Therefore, LoG-GPs remain ad-
vantageous compared to SSGP regardless of the employed
programming language.

While other methods such as the ISSGP and the SSGP
compress the information obtained from training data, the
full data set is used for predictions with LoG-GP methods.
Therefore, they exhibit a significantly higher memory com-

Table 5. Parameters for the learning control illustration

ke A xo a2 of l T 5

n

7 _6 0.5 —10
10 1 |:_5:| 10 5 |:0'51| 10 0.05

plexity, which grows linearly with the number of training
samples. However, in practice this does not cause signifi-
cant problems with modern computers. For example, for a
LoG-GP with 26 nodes, which is sufficient for the buzz in
social media data set, merely 1.05 GB RAM are necessary.

C.2.2. EVENT-TRIGGERED ONLINE LEARNING
CONTROL

Since real-world continuous-time control systems are run
on computers with finite processing power, controllers must
be applied in a sampled-data sense in practice. We reflect
this in our simulation by running the control loop with
1kHz rate and use zero order hold digital to analog con-
version. The condition for triggering an updating event is
sampled with the same rate. The control parameters and
hyperparameters for the MoE-LoG-GP are depicted in Ta-
ble 5. The desired upper bound on the tracking error is set
to (1) = 5v/B(7)o, + v(7). However, due to the imple-
mentation as sampled-data system, the learning event might
be triggered delayed, such that adding a single data point
might not sufficiently reduce the posterior variance, even
for the exact GP. Therefore, we trigger the event early using
the value 7)(7) = 21/3(7)on + 7(7), such that the original
bound 7)(7) is met after adding a training sample.

The resulting tracking error together with the time instances
of the triggered learning events is displayed in Fig. 8. It
can be seen that the learning event is triggered frequently
at the beginning until ~ 20s, when the system state has
converged to the reference trajectory and sufficient data of
the inner circular motion has been collected. After this
time, barely any new data is sampled until the radius of
the reference starts to increase at ~ 60s. Then, the model
is again frequently updated until the learning has finished
after 160s. Most importantly, it becomes clear that the
stationary tracking error is clearly upper bounded, where
most of time the early triggering condition 7)(7) defines the
bound. Only in a few instances, this bound is significantly
exceeded. However, the error bound defined through 7(7)
permanently holds after the initial transition period.

C.3. Influence of Hyperparameters on Performance

When aiming for the highest possible prediction and update
rates, any omissible computations must be spared. There-
fore, we do not consider an online hyperparameter opti-
mization in LoG-GPs and other methods. Nevertheless,
hyperparameters can have a strong impact on the prediction
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Figure 8. An event for learning can be triggered when the error exceeds the threshold prescribed by 1(7), which happens frequently in the
transition period at the beginning and when changing the radius of the reference trajectory. Once a stationary behavior has been reached,

very few events are triggered.
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Figure 9. Comparison of the methods regarding their dependency
on the quality of hyperparameters resulting from hyperarameter
optimization with Npretrain Samples. The standard deviations are
depicted via the error bars. The SMSE of all methods suffers
from poor hyperparameters similarly. The MSLL exhibits strongly
different behavior for the methods: local GPs show almost constant
MSLL values, while the curves are decreasing for ISSGPs and
LoG-GPs with slight advantages for the latter. The values for
SSGPs and rBCMs are generally large, but keep decreasing for
large values of Npretrain-
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Figure 10. Online hyperparameter optimization has a weak impact
on the SMSE. The MSLL of the SSGP improves through the
hyperparameter optimization, but it remains significantly worse
than the MSLL of LoG-GP approaches. When the number of
pretraining samples is reduced to 100, both approaches suffer
from a deteriorated prediction performance. While the prediction
time barely changes for both methods, the update time increases
approximately by a factor of 10. The computation time of LoG-
GPs remains similar to state of the art methods, while SSGPs
become more than 50 times slower than existing methods.
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performance, particularly in low data regimes. Therefore,
we compare the impact of hyperparameters on the different
methods in this section. For this comparison, we deter-
mine the average SMSE and MSLL values using a varying
number of samples N etrain for hyperparameter optimiza-
tion. The results of this procedure are depicted in Fig. 9.
A clear correlation between the quality of hyperparameters
indicated by Ny etrain and the SMSE as well as MSLL val-
ues can be observed for most methods, even though some
approaches such as LoG-GPs are more robust to poor hyper-
parameters.

This is a consequence of the local activity of GP models.
The division of the input domain has a similar effect as re-
ducing the length scales when more data becomes available.
This approach has been proposed in (Berkenkamp et al.,
2019) in order to achieve no regret in Bayesian optimization
with unknown hyperparameters. While an improved robust-
ness against poor hyperparameters can also be ensured for
other methods such as ISSGPs (Lu et al., 2020), this comes
at the price of additional computational complexity.

When slower prediction and update rates are sufficient in
an application, an online hyperparameter optimization can
be straightforwardly be added to any LoG-GP approach.
For example, we can perform a single gradient step for
log-likelihood maximization of an individual model after
a data point is added. The performance resulting from
this online hyperparameter optimization for MoE-LoG-GPs
on the SARCOS training set with Npretrain = 1000 and
Npretrain = 100 is illustrated and compared to SSGPs with
the online hyperparameter optimization proposed by Bui
et al. (2017) in Fig. 10. It can be clearly seen that for
Npretrain = 1000 the MSLL of SSGPs benefits strongly
from the online hyperparameter optimization, while the
SMSE is barely affected. The regression accuracy and the
quality of the predictive distributions of LoG-GPs remains
almost unchanged. Moreover, both methods exhibit an infe-
rior regression performance when the number of pre-training
samples is reduced to Npretrain = 100 despite the online
hyperparameter training. Overall, LoG-GPs still yield lower
SMSE and MSLL values with online hyperparameter op-
timization, but the gap between SSGPs and LoG-GPs be-
comes smaller.

While the hyperparameter optimization has a beneficial ef-
fect on the quality of the predictive distributions of SSGPs,
it causes a significant increase in average update times for
both methods (103.7 ms for SSGP, 1.2ms for LoG-GP).
While the overall computation time for the LoG-GP remains
comparable to other methods without online hyperparame-
ter optimization such as ISSGPs, SSGPs are more than 50
times slower. This underlines that disabling the hyperparam-
eter learning can be crucial to realize model updates at high
rates.
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Figure 11. Given a desired update time, LoG-GPs exhibit the low-
est SMSE and MSLL values on the SARCOS data set, indicating
a beneficial performance-computation time trade-off. The perfor-
mance and update time dependency of LoG-GPs on the number of
children per node K is rather small.

Remark C.1. Since LoG-GPs have the same principled
structure as distributed GPs proposed by Deisenroth & Ng
(2015), the hyperparameter optimization approach can be
employed to optimize the hyperparameters of LoG-GPs.
If a separate process is spawned to perform the required
optimization after batches of data while data is continuously
added to the LoG-GP, existing hyperparameter optimization
approaches can be executed online without crucial impact
on the computational complexity. This approach allows a
batch adaptation of hyperparameters similar to SSGPs.

C.4. Complexity-Performance Trade-Off

LoG-GP approaches do not only provide a beneficial perfor-
mance with a certain parameterization, they seem to provide
a generally advantageous complexity-performance trade-off.
In order to demonstrate this, we compare gPoE-LoG-GPs,
local GPs and rBCMs with N € [10,1000], ISSGPs with
D € [10,1000], SSGPs® with Ni,q € [10,1000]. Addi-
tionally, we investigate the impact of the number of child
nodes K on gPoE-LoG-GPs. Since N, Nipg, K and D are
crucial for the computation time of the learning algorithms,
this allows us to plot the regression performance against the
computation time, as illustrated in Figs. 11 and 12. When
comparing the SMSE and MSLL values for similar update
times, it becomes clear that LoG-GPs exhibit a superior
performance over the whole displayed range of computa-
tion times. This holds similarly for the prediction times,
even though ISSGPs yield a slightly better SMSE for com-
putation times smaller than 10~*s. Therefore, LoG-GP
approaches offer a beneficial performance-complexity trade-

8While 20 random data permutations are generally used for
computing the curves for comparison, this takes too much com-
putation time with SSGPs. Hence, the SSGP curves have been
determined using 5 random permutations.
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Figure 12. Given a desired prediction time, the LoG-GPs yield
better MSLL values on the SARCOS data set than the other meth-
ods. This also holds for the SMSE for prediction times larger
than 10~“s. The prediction time dependency of LoG-GPs on K is
small.

—

10~2 Lol Ll L

==

1072 | .
o
o~

e —— |

Lol | L1
10° 10" 10° 10°
N/D/Ninal K
-~ MOE-LoG-GP(N) -e- ISSGP(D) -+ LGP(N)
-8 MoE-LoG-GP(K) -e- SSGP(Nj,q) -4 rBCM(N)

107%

Figure 13. Comparison of the parameter dependency of the differ-
ent learning methods. The SMSE values of LoG-GPs improve
when more data points IV are allowed in each model, but the com-
putation times grow. Other methods exhibit a similar behavior.

off compared to the other methods on the SARCOS data
set.

In addition to the comparison of the performance complexity
trade-off, we analyze the impact of the previously described
parameters on performance and computation times individu-
ally. This comparison is illustrated in Fig. 13, demonstrating
that all methods depend on the considered parameters in
a similar way. Larger values lead to lower prediction er-
rors and better predictive distributions, but come along with
higher computation times. The number of children K is an
exception to this observation. The prediction error slightly
increases with growing K, while the other criteria are barely
affected.
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