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1. Secondary evaluation metrics
In the article we discussed additional metrics of interest
when evaluating the impact of the focal population on the
background population. Here we demonstrate two such
secondary evaluation metrics: background per-capita return,
and background positive-income equality.

Background per-capita return is the average return of play-
ers drawn from the background population. We min-max
normalize the raw return into a score as we did for the focal
per-capita return.

Background positive-income equality (Perolat et al., 2017) is
a measure of how uniformly returns are distributed between
agents in the background population. It is given by the
complement of the Gini coefficient of the background-player
positive returns:
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where m is the number of background players, and r+i =
max(0, ri) is the positive part of the return ri to background
player i. Background positive-income equality is 0 when
only one background player receives a positive return, and 1
when all background players receive the same return.
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Fig. 1 shows how these secondary metrics are impacted
by different focal populations in different substrates. We
omitted the zero sum (pure competition) environments since
the impact of the focal population on the background pop-
ulation is negative by definition. To ensure each scenario
had a large enough sample size of background players, we
excluded “resident-mode” test scenarios where focal players
outnumbered background players.

On average, the per-capita return of the background popu-
lation is higher when interacting with the prosocial variant
of each agent (Fig. 1(a)). Since the prosocial agents were
explicitly trained to maximize the reward of other players, it
is unsurprising that they would most benefit the background
population. Notable exceptions to this are the Chemistry
and Collaborative Cooking substrates where the prosocial
variants had poor training and universalization performance
(indicating “lazy agent” issues c.f. (Sunehag et al., 2018;
Rashid et al., 2018)). Since the prosocial variants did not
learn the required behavior for these highly collaborative
substrates they also did not make good partners.

In addition, prosocial variants usually did not have any
negative impact on background positive-income equality
(Fig. 1(b)), indicating no downside to the benefit imparted
to the background-population. A notable exception here
is Chicken in the Matrix where prosocial variants (vastly)
improved background per-capita return, but at the cost of
(mildly) increased inequality. This was likely a consequence
of prosocial agents increasing the number of cooperators
(a benefit to the background population), but not every
background-player can find a prosocial player to partner
with/exploit.

2. Substrate details
2.1. Common to all substrates

Unless otherwise stated, all substrates have the following
common rules:

• Episodes last 1000 steps.

• Sprites are 8× 8 pixels.



Appendix for: Scalable Evaluation of Multi-Agent Reinforcement Learning with Melting Pot

(a) Background per-capita return (normalized). (b) Background positive-income equality.

Figure 1. Secondary evaluation metrics comparing the impact of the focal population on the background population.

• The agents have a partial observability window of 11×
11 sprites, offset so they see more in front than behind
them. The agent sees 9 rows in front of itself, 1 row
behind, and 5 columns to either side.

• Thus in RGB pixels, the size of each observation is
88 × 88 × 3. All agent architectures used here have
RGB pixel representations as their input.

• Movement actions are: forward, backward, strafe left,
strafe right, turn left, and turn right.

2.2. Shared by multiple substrates

2.2.1. * IN THE MATRIX

This mechanism was first described in (Vezhnevets et al.,
2020).

Agents can move around the map and collect resources of
K discrete types. In addition to movement, the agents have
an action to fire the interaction beam. All agents carry an
inventory with the count of resources picked up since last
respawn. The inventory is represented by a vector

ρ = (ρ1, . . . , ρK) .

Agents can observe their own inventory but not the invento-
ries of their coplayers. When another agent is zapped with
the interaction beam, an interaction occurs. The resolution
of the interactions is driven by a traditional matrix game,
where there is a payoff matrix A describing the reward pro-
duced by the pure strategies available to the two players.
The resources map one-to-one to the pure strategies of the
matrix game. Unless stated otherwise, for the purposes of
resolving the interaction, the zapping agent is considered
the row player, and the zapped agent the column player. The
actual strategy played depends on the resources picked up
before the interaction. The more resources of a given type
an agent picks up, the more committed the agent becomes
to the pure strategy corresponding to that resource. In par-
ticular, an agent with inventory ρ plays the mixed strategy
with weights

v = (v1, . . . , vK)

where
vi =

ρi∑K
j=1 ρj

.

The rewards rrow and rcol for the (zapping) row and the
(zapped) column player, respectively, are assigned via

rrow = vTrow Arow vcol

rcol = vTrow Acol vcol

If the game is symmetric then Arow = AT
col.

To obtain high rewards, an agent could either collect re-
sources to ensure playing a Nash strategy in the matrix
game, or correctly identify what resource its interaction
partner is collecting and collect the resources that constitute
a best response. Most substrates have eight simultaneous
players, so individuals must also decide who from the group
to interact with.

Unless stated otherwise, after an interaction the player with
the smaller reward is considered to have “lost” the interac-
tion and gets removed from the game for 200 steps. Since
episodes last 1000 steps, there are within each episode typ-
ically four “rounds” when all agents respawn around the
same time and try to collect resources and interact with one
another. Players experience varying numbers of interactions
per “round” since it depends whether or not they “win” them
(losing players disappear and must wait till the next round
to interact again). Ties are resolved in favour of the zapping
agent (removing the zapped agent). The inventory of the
losing agent in the interaction is reset to the initial value (by
default, all zeros). The winner’s inventory is not reset.

2.2.2. CHEMISTRY

Reactions are defined by a graph (see Fig. 2, Fig. 3), which
together with a map setting initial molecules defines a sub-
strate, occur stochastically when reactants are brought near
one another. Agents can carry a single molecule around the
map with them at a time. Agents are rewarded when a spe-
cific reaction—such as metabolizing food—occurs with the
molecule in their inventory participating as either a reactant



Appendix for: Scalable Evaluation of Multi-Agent Reinforcement Learning with Melting Pot

Figure 2. Reaction Graph for molecules in Chemistry: Branched
Chain Reaction

or a product. Each reaction has a number of reactants and
products, occurs at different rates that can depend on if it is
in an agent’s inventory or not. As an example, metabolizing
food in the metabolic cycles substrate has a much higher
rate in the inventory where it generates a reward than outside
where it represents the food molecule dissipating.

2.2.3. COMMONS HARVEST

This mechanism was first described in Janssen et al. (2010)
and adapted for multi-agent reinforcement earning by Pero-
lat et al. (2017).

Apples are spread around and can be consumed for a re-
ward of 1. Apples that have been consumed regrow with a
per-step probability that depends on the number of current
apples in a L2 norm neighborhood of radius 2. The apple
regrowth probabilities are 0.025 when there are three or
more apples in the neighborhood, 0.005 if there are exactly
two apples, 0.001 if there is exactly one, and 0 if there are
no apples in the neighborhood. As a consequence, a patch
of apples that collectively doesn’t have other apples within a
distance of 2 from them, can be irrevocably lost if all apples
in the patch are consumed. Therefore, agents must exercise
restraint when consuming apples within a patch. Notice that
in a single agent situation, there is no incentive to collect
the last apple in a patch (except near the end of the episode).
However, in a multi-agent situation, there is an incentive for
any agent to consume the last apple rather than risk another
agent consuming it. This creates a tragedy of the commons

Figure 3. Reaction Graph for molecules in Chemistry: Metabolic
Cycles

from which the substrate derives its name.

2.2.4. THE PAINTING MECHANIC IN KING OF THE HILL
AND CAPTURE THE FLAG

There is a red team and blue team. Players can “paint” the
ground anywhere by using their zapping beam. If they stand
on their own color then they gain health up to a maximum
of 3 (so they are more likely to win shootouts). They lose
health down to 1 from their default of 2 when standing on
the opposing team’s color (so they are more likely to lose
shootouts in that case). Health recovers stochastically, at a
fixed rate of 0.05 per frame. It cannot exceed its maximum,
determined by the color of the ground the agent is standing
on.

Players also cannot move over their opposing team’s color.
If the opposing team paints the square underneath their
feet then they get stuck in place until they use their own
zapping beam to re-paint the square underneath and in front
of themselves to break free. In practice this slows them
down by one frame (which may be critical if they are being
chased).

Friendly fire is impossible; agents cannot zap their team-
mates.

2.2.5. THE CLAIMING MECHANIC IN TERRITORY: OPEN
AND TERRITORY: ROOMS

Players cannot walk through resources, they are like walls.
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Players can claim a resource in two ways: (1) by touching
it, and (2) by using a “claiming beam”, different from the
zapping beam, which they also have. Claimed resources are
colored in the unique color of the player that claimed them.
Unclaimed resources are gray.

Once a resource has been claimed a countdown begins. Af-
ter 100 timesteps, the claimed resource becomes active. This
is visualized by a white and gray plus sign appearing on
top. Active resources provide reward stochastically to the
player that claimed them at a rate of 0.01 per timestep. Thus
the more resources a player claims and can hold until they
become active, the more reward they obtain.

The claiming beam is of length 2. It can color through a
resource to simultaneously color a second resource on the
other side. If two players stand on opposite sides of a wall of
resources of width 2 and one player claims all the way across
to the other side (closer to the other player than themselves)
then the player on the other side might reasonably perceive
that as a somewhat aggressive action. Less aggressive of
course than the other option both players have: using their
zapping beam. If any resource is zapped twice then it gets
permanently destroyed. It no longer functions as a wall or a
resource, allowing players to pass through.

Like resources, when players are hit by a zapping beam
they also get removed from the game and never regenerate.
This is different from other substrates where being hit by a
zapping beam is not permanent removal. In territory once
a player has been zapped out it is gone. All resources it
claimed are immediately returned to the unclaimed state.

2.3. Details of specific substrates

Allelopathic Harvest1 Sixteen players can increase the
growth-rate of berries by planting berries in the same color.
However, each player has a particular berry color that is
intrinsically more rewarding. This creates tensions between
groups of players and a free-rider problem between individ-
uals who prefer to consume rather than plant (Köster et al.,
2020).

Individuals are rewarded for consuming ripe berries. They
get a reward of 2 for consuming a red berry, and a reward
of 1 for consuming a berry of any other color. At the start
of each episode, berries are initialized to be unripe and
evenly distributed over the three colors. Individuals can
replant unripe berries to any color. Thus each individual
experiences a tension between their incentive to immediately
consume ripe berries and their incentive to plant unripe—
and red colored—berries.

The environment (a 29x30 plane) is filled with 348 berry

1For a video of Allelopathic Harvest, see https://youtu.
be/ESugMMdKLxI.

plants of 3 colors (reset at the start of each episode; 116 per
color).

Berry ripening depends stochastically on the number of
berries sharing the same color that have been planted. Ini-
tially all berries are in an unripe state. Each berry has a
probability p to ripen on each step, dependent on the num-
ber b of berries of the same color across the whole map;
p = 5 × 10−6b (the ‘allelopathic’ mechanic (inspired by
(Leibo et al., 2019)). Investing in establishing one color
throughout the map “a monoculture” is prudent because it
can be done relatively rapidly (if all players join in) and by
doing so, all players will be able to harvest berries at a much
faster rate for the remainder of the episode.

Players can move around in the environment and interact
with berries in several ways. Players can use a planting
beam to change the color of unripe berries to one of the
other berry-type colors (the ’harvest’ mechanic). Players
can also walk over ripe berries to consume them. Ripe
berries cannot be replanted, and unripe berries cannot be
consumed. Players’ avatars are recolored after using their
planting beam to the same color they turned the berry into.
Players’ avatars are also stochastically recolored to a fixed
white color when they eat a berry (probability inversely
proportional to the highest berry fraction). These rules have
the effect that past eating/planting actions often remains
visible for others until a new action is taken.

Each player also has the ability to zap other agents with a
beam. It could be used either as a punishment mechanism
or as a way to compete over berries. Getting zapped once
freezes the zapped player for 25 steps and applies a visible
mark to the player indicating that they have been punished.
If a second zap is received within 50 steps, the player is
removed for 25 steps and receives a penalty of −10 reward.
If no zap is received for 50 steps, the mark fades. After each
use of the zapping beam it is necessary to wait through a
cooldown period of 4 steps before it can be used again.

Episodes last 2000 steps. The action space consists of move-
ment, rotation, use of the 3 planting beams, and use of the
zapping beam (10 actions total).

Arena Running with Scissors in the Matrix2 Same dy-
namics as Running with Scissors but with eight players. The
environment is not conducive to forming alliances since
rewards are gained in each pairwise conflict. Initial values
for the inventory are (1, 1, 1) instead of zeros. The matrix
for the interaction is:

Arow = AT
col =

 0 −1 +1
+1 0 −1
−1 +1 0

 .

2For a video of Arena Running with Scissors in the Matrix, see
https://youtu.be/esXPyGBIf2Y.

https://youtu.be/ESugMMdKLxI
https://youtu.be/ESugMMdKLxI
https://youtu.be/esXPyGBIf2Y
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Bach or Stravinsky in the Matrix3 Individuals collect re-
sources that represent ‘Bach’ or ‘Stravinsky’ and compare
inventories in an encounter. Consequences of this inventory
comparison are congruent with the classic Bach or Stravin-
sky matrix game. This game exposes a tension between
reward for the group and fairness between individuals. Un-
like other * in the matrix games, Bach or Stravinsky is
asymmetric. At the start of each episode, half the players
(blue avatars) are assigned to always be the row player in
all their interactions, and the other half (orange avatars) are
assigned to always be the column player. There is no effect
when two players with the same row/column assignment
try to interact with one another. The game only resolves
when row and column players interact with one another. The
winner’s inventory is also reset after an interaction. Because
this game is asymmetric, there is a different matrix Arow for
the row player and Acol for the column player. The matrices
for the interaction are:

Arow =

[
3 0
0 2

]
,

and

Acol =

[
2 0
0 3

]
.

Capture the Flag4 Teams of players can expand their ter-
ritory by painting the environment, which gives them an
advantage in a confrontation with the competing team. The
final goal is capturing the opposing team’s flag. Payoffs are
common to the entire winning team. Indicator tiles around
the edge of the map and in its very center display which
teams have their own flag on their base, allowing them the
possibility of capturing their opponent’s flag by bringing
it to their own base/flag. When indicator tiles are red then
only the red team can score. When indicator tiles are blue
then only the blue team can score. When the indicator tiles
are purple then both teams have the possibility of scoring
(though neither is close to doing so) since both flags are in
their respective home bases.

Chemistry: Branched Chain Reaction5 Individuals are
rewarded by driving chemical reactions involving molecules.
They need to suitably coordinate the alternation of branches
while keeping certain elements apart that would otherwise
react unfavourably, so as not to run out of molecules re-
quired for continuing the chain. Combining molecules effi-
ciently requires coordination but can also lead to exclusion
of players.

3For a video of Bach or Stravinsky in the Matrix, see https:
//youtu.be/SiFjSyCp2Ss.

4For a video of Capture the Flag, see https://youtu.be/
VRNt55-0IqE.

5For a video of Chemistry: Branched Chain Reaction, see
https://youtu.be/ZhRB-_ruoH8.

Chemistry: Metabolic cycles6 Individuals benefit from
two different food generating cycles of reactions that both
rely on energy that dissipates. Bringing together side prod-
ucts from both cycles generates new energy such that the
cycles can continue. The population needs to keep both
cycles running.

Chicken in the Matrix7 Individuals can gather resources
of different colors. Players’ encounters are resolved with
the same payout matrix as the game ’Chicken’, in which
both players attempting to take advantage of the other leads
to the worst outcome for both. Collecting red resources
pushes one’s strategy choice toward playing ‘hawk‘ while
collecting green resources pushes it toward playing ‘dove‘.
The matrix for the interaction is:

Arow = AT
col =

[
3 2
5 0

]
.

Clean Up8 Clean Up is a seven player game. Players are
rewarded for collecting apples (reward +1). In Clean Up,
apples grow in an orchard at a rate inversely related to
the cleanliness of a nearby river. The river accumulates
pollution at a constant rate. Beyond a certain threshold
of pollution, the apple growth rate in the orchard drops to
zero. Players have an additional action allowing them to
clean a small amount of pollution from the river. However,
the cleaning action only works on pollution within a small
distance in front of the agents, requiring them to physically
leave the apple orchard to clean the river. Thus, players
maintain a public good of orchard regrowth through effortful
contributions. Players are also able to zap others with a
beam that removes any player hit from the game for 50
steps (Hughes et al., 2018).

A group can achieve continuous apple growth in the orchard
by keeping the pollution levels of the river consistently low
over time. However, on short timescales, each player would
prefer to collect apples in the orchard while other players
provide the public good of keeping the river clean. This
creates a tension between the short-term individual incentive
to maximize reward by staying in the orchard and the long-
term group interest of a clean river

Collaborative Cooking: Impassable9 Inspired by Carroll
et al. (2019); Wang et al. (2020)’s work on an Overcooked-
like environment. Players need to collaborate to follow
recipes. They are separated by an impassable kitchen

6For a video of Chemistry: Metabolic cycles, see https:
//youtu.be/oFK9VujhpeI.

7For a video of Chicken in the Matrix, see https://youtu.
be/uhAb2busSDY.

8For a video of Clean Up, see https://youtu.be/
jOeIunFtTS0.

9For a video of Collaborative Cooking: Impassable, see
https://youtu.be/yn1uSNymQ_U.

https://youtu.be/SiFjSyCp2Ss
https://youtu.be/SiFjSyCp2Ss
https://youtu.be/VRNt55-0IqE
https://youtu.be/VRNt55-0IqE
https://youtu.be/ZhRB-_ruoH8
https://youtu.be/oFK9VujhpeI
https://youtu.be/oFK9VujhpeI
https://youtu.be/uhAb2busSDY
https://youtu.be/uhAb2busSDY
https://youtu.be/jOeIunFtTS0
https://youtu.be/jOeIunFtTS0
https://youtu.be/yn1uSNymQ_U
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counter, so no player can complete the objective alone. Ob-
servation window is 5× 5.

Collaborative Cooking: Passable10 Same as Collabora-
tive Cooking: Impassable except players can pass each
other in the kitchen, allowing less coordinated yet ineffi-
cient strategies by individual players. Observation window
is 5× 5.

Commons Harvest: Closed11 Same as Commons Harvest:
Open except it has rooms full of apples that can be de-
fended by a single player, alleviating the risk of others
over-harvesting a patch of apples. Individuals can defend
a region from invasion, effectively converting the difficult
multi-agent problem into a set of independent single agent
problems, each of which can be solved much more easily
(Perolat et al., 2017).

Commons Harvest: Open12 Sixteen player game. Individ-
uals harvest apples, that fail to regrow if a patch of apples is
exhausted. Preserving a patch would require all agents to
show restraint in not harvesting the last apple (Perolat et al.,
2017).

Commons Harvest: Partnership13 Same as Commons
Harvest: Closed except that it takes two players to defend a
room of apples, requiring effective cooperation in defending
and not over-harvesting a patch of apples. It can be seen as a
test that agents can learn to trust their partners to (a) defend
their shared territory from invasion, and (b) act sustainably
with regard to their shared resources. This is the kind of
trust born of mutual self interest. To be successful, agents
must recognize the alignment of their interests with those
of their partner and act accordingly.

King of the Hill14 Same painting and zapping dynamics
as Capture the Flag except the goal is to control the “hill”
region in the center of the map. The hill is considered to be
controlled by a team if at least 80% of it has been colored
in that team’s color. The status of the hill is indicated by
indicator tiles around the map an in the center. Red indicator
tiles mean the red team is in control. Blue indicator tiles
mean the blue team is in control. Purple indicator tiles mean
no team is in control.

Prisoner’s Dilemma in the Matrix15 Eight individuals col-

10For a video of Collaborative Cooking: Passable, see https:
//youtu.be/R_TBitc3hto.

11For a video of Commons Harvest: Closed, see https://
youtu.be/ZHjrlTft98M.

12For a video of Commons Harvest: Open, see https://
youtu.be/ZwQaUj8GS6U.

13For a video of Commons Harvest: Partnership, see https:
//youtu.be/ODgPnxC7yYA.

14For a video of King of the Hill, see https://youtu.be/
DmO2uqGBPco.

15For a video of Prisoner’s Dilemma in the Matrix, see https:
//youtu.be/bQkEKc1zNuE.

lect resources that represent ‘defect’ (red) or ‘cooperate’
(green) and compare inventories in an encounter. Conse-
quences of the inventory comparison are congruent with
the classic Prisoner’s Dilemma matrix game. This game
exposes tension between reward for the group and reward
for the individual. The matrix for the interaction is

Arow = AT
col =

[
3 0
4 1

]
.

Pure Coordination in the Matrix16 Players—who in this
case cannot be identified as individuals since they all look
the same—can gather resources of three different colors. All
eight individuals need to converge on collecting the same
color resource to gain reward when they encounter each
other and compare inventories. The winner’s inventory is
reset after an interaction. The matrix for the interaction is

Arow = AT
col =

1 0 0
0 1 0
0 0 1

 .

Rationalizable Coordination in the Matrix17 Same as
Pure Coordination in the matrix except that differently col-
ored resources are intrinsically of different values, suggest-
ing an optimal color to converge on. The winner’s inventory
is reset after an interaction. The matrix for the interaction is

Arow = AT
col =

1 0 0
0 2 0
0 0 3

 .

Running with Scissors in the Matrix18 This environment
first appeared in Vezhnevets et al. (2020). Two individuals
gather rock, paper or scissor resources in the environment
and can challenge others to a ’rock, paper scissor’ game, the
outcome of which depends on the resources they collected.
It is possible—though not trivial—to observe the policy that
one’s partner is starting to implement and take countermea-
sures. This induces a wealth of possible feinting strategies.
Observation window is 5×5. Initial values for the inventory
are (1, 1, 1) instead of zeros.

Stag Hunt in the Matrix19 Individuals collect resources
that represent ‘hare’ (red) or ‘stag’ (green) and compare
inventories in an encounter. Consequences of this inventory
comparison are congruent with the classic Stag Hunt matrix

16For a video of Pure Coordination in the Matrix, see https:
//youtu.be/5G9M7rGI68I.

17For a video of Rationalizable Coordination in the Matrix, see
https://youtu.be/BpHpoir06mY.

18For a video of Running with Scissors in the Matrix, see
https://youtu.be/oqYd4Ib5g70.

19For a video of Stag Hunt in the Matrix, see https://
youtu.be/7fVHUH4siOQ.

https://youtu.be/R_TBitc3hto
https://youtu.be/R_TBitc3hto
https://youtu.be/ZHjrlTft98M
https://youtu.be/ZHjrlTft98M
https://youtu.be/ZwQaUj8GS6U
https://youtu.be/ZwQaUj8GS6U
https://youtu.be/ODgPnxC7yYA
https://youtu.be/ODgPnxC7yYA
https://youtu.be/DmO2uqGBPco
https://youtu.be/DmO2uqGBPco
https://youtu.be/bQkEKc1zNuE
https://youtu.be/bQkEKc1zNuE
https://youtu.be/5G9M7rGI68I
https://youtu.be/5G9M7rGI68I
https://youtu.be/BpHpoir06mY
https://youtu.be/oqYd4Ib5g70
https://youtu.be/7fVHUH4siOQ
https://youtu.be/7fVHUH4siOQ
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game. This game exposes a tension between reward for the
group and risk for the individual. The winner’s inventory is
reset after an interaction. The matrix for the interaction is

Arow = AT
col =

[
4 0
2 2

]
.

Territory: Open20 Nine individuals can claim a territory
for reward by coloring it. They can find a peaceful partition,
but also have the option of irreversibly destroying a part
of potentially rewarding territory rendering it useless for
everyone. If one agent zaps another one then the zapped
agent is removed from play until the end of the episode and
all territory it claimed reverts to the neutral color.

Territory: Rooms21 Same dynamics as Territory Open ex-
cept that individuals start in segregated rooms that strongly
suggest a partition individuals could adhere to. They can
break down the walls of these regions and invade each
other’s “natural territory”, but the destroyed resources are
lost forever. A peaceful partition is possible at the start of
the episode, and the policy to achieve it is easy to implement.
But if any agent gets too greedy and invades, it buys itself a
chance of large rewards, but also chances inflicting signif-
icant chaos and deadweight loss on everyone if its actions
spark wider conflict. The reason it can spiral out of control
is that once an agent’s neighbor has left their natural terri-
tory then it becomes rational to invade the space, leaving
one’s own territory undefended, creating more opportunity
for mischief by others.

3. Agent architecture details
In the implementation of agents we aimed to stick with
configurations proposed for the agents by their authors. We
made sure that they use the same size convNets and LSTMs.
We didn’t perform any tuning of hyper-parameters and used
the ones provided in original publications.

A3C: The agent’s network consists of a convNet with two
layers with 16, 32 output channels, kernel shapes 8, 4, and
strides 8, 1 respectively. It is followed by an MLP with two
layers with 64 neurons each. All activation functions are
ReLU. It is followed by an LSTM with 128 units. Policy
and baseline (for the critic) are produced by linear layers
connected to the output of LSTM. We used an auxiliary
loss (Jaderberg et al., 2016) for shaping the representation
using contrastive predictive coding (Oord et al., 2018). CPC
was discriminating between nearby time points via LSTM
state representations (a standard augmentation in recent

20For a video of Territory: Open, see https://youtu.be/
3hB8lABa6nI.

21For a video of Territory: Rooms, see https://youtu.be/
u0YOiShqzA4.

works with A3C). We used RMSProp optimizer with learn-
ing rate of 4 ∗ 10−4, ε = 10−5 and momentum set to zero
and decay of 0.99. Baseline cost 0.5, entropy regularizer
for policy at 0.003. All agents used discount rate γ = 0.99.

V-MPO: Has the same network as A3C with an extra
PopArt (Hessel et al., 2019) layer attached to the baseline
for normalizing the gradients. The main difference is the
use of target network and a different learning method. Initial
η = 1, α = 5. learning rate is set at 10−4.

OPRE: Again, OPRE shares the basic structure of the net-
work with A3C. The details of the architecture can be found
in Vezhnevets et al. (2020). We used 16 options and a hier-
archical critic implemented as an MLP with 64, 64 neurons.
Critic has access to opponents observations. In Vezhnevets
et al. (2020) only one other player was present. To repre-
sent multiple coplayers, we simple concatenated the outputs
of the visual stack (convNet+MLP) and their inventories
(where appropriate) together, before feeding it into the critic.
OPRE had the same parameters for optimisation as AC3
plus two extra regularizers: i) entropy of policy over options
set to 0.01 and KL cost between critic and actor policies
over options set at 0.01.

Puppet: In sec. 6 we have described a way to construct
a bot for a scenario using HRL in cases where the desired
behavior of bots is complex and infeasible to train with a sin-
gle pseudo-reward. The idea is to use environment events as
goals for training basic policies and then combine them into
complex ones using a pre-scripted high-level policy. The
high-level policy is a set of “if this event happens, activate
that behaviour” statements. The same set of environment
events can be used to train basic policies and script the
high-level one. We call this approach puppet.

The puppet uses the same basic structure as other agents
(ConvNet, MLP, LSTM), but has a hierarchical policy struc-
ture. The architecture is inspired by Feudal Networks (Vezh-
nevets et al., 2017), but has several important differences.
We represent goals as a one-hot vector g, which we em-
bed into a continuous representation e(g). We than feed
e as an extra input to the LSTM. The network outputs
several policies πz(a|x) and the final policy is a mixture
π(a|x) =

∑
z α(e)πz(a|x), where the mixture coefficients

α(e) = SoftMax(e) are learnt from the embedding. No-
tice, that instead of directly associating policies to goals,
we allow the embedding to learn it through experience. To
train the puppet to follow goals, we train it in the respective
environment with goals switching at random intervals and
rewarding the agent for following them.

https://youtu.be/3hB8lABa6nI
https://youtu.be/3hB8lABa6nI
https://youtu.be/u0YOiShqzA4
https://youtu.be/u0YOiShqzA4
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4. Training setup
We use a distributed training set up similar to IMPALA
((Espeholt et al., 2018)), where the agent parameters are
updated in a learner process on a GPU. Experience for
learning is generated in an actor process. The actor handles
inference and interactions with the environment on a CPU,
using parameters cached periodically from the learner.

5. Scenario details
5.1. Allelopathic Harvest

SC 0 Focals are resident and a visitor prefers green. This
is a resident-mode scenario with a background popu-
lation of A3C bots. The focal population must recog-
nize that a single visitor bot has joined the game and
is persisting in replanting berry patches in a color the
resident population does not prefer (green instead of
their preferred red). The focal agents should zap the
visitor to prevent them from planting too much.

SC 1 Visiting a green preferring population. This is a
visitor-mode scenario with a background population
of A3C bots. Four focal agents join twelve from
the background population. In this case the back-
ground population strongly prefers green colored
berries. They plant assiduously so it would be very
difficult to stop them from making the whole map
green. The four focal agents prefer red berries but
need to recognize that in this case they need to give
up on planting berries according to their preferred
convention and instead join the resident population in
following their dominant convention of green. Oth-
erwise, if the focal agents persist in planting their
preferred color then they can succeed only in making
everyone worse off.

univ. Agents face themselves in this setting. As a conse-
quence, all players have congruent incentives alleviat-
ing the conflict between groups that desire different
berry colors. This test also exposes free rider agents
that rely on others to do the work of replanting.

5.2. Arena Running With Scissors in The Matrix

SC 0 Versus gullible bots. This is a half-and-half-mode
scenario with a background population of A3C bots.
Here the four focal agents interact in transient dyadic
pairs with four bots from the background population
that were trained to best respond to bots that imple-
ment pure rock, paper, or scissors strategies. They try
to watch which resource their potential partners are
collecting in order to pick the best response. However
they are vulnerable to feinting strategies that trick
them into picking the wrong counter.

SC 1 Versus mixture of pure bots. This is a half-and-half-
mode scenario with a background population of A3C
bots. Here the four focal agents interact in transient
dyadic pairs with four bots from the background pop-
ulation sampled from the full set of pure strategy bots.
So some will be pure rock players, some pure paper,
and some pure scissors. The task for the focal agents
is to watch the other players, see what strategy they
are implementing and act accordingly.

SC 2 Versus pure rock bots. This is a half-and-half-mode
scenario with a background population of A3C bots.
Here the four focal agents interact in transient dyadic
pairs with four bots from the background population
that were trained with pseudorewards so they would
implement pure rock strategies. The task of the focal
agents is to collect paper resources, avoid one another,
and target the rock players from the population to get
high scores per interaction.

SC 3 Versus pure paper bots. This is a half-and-half-mode
scenario with a background population of A3C bots.
Here the four focal agents interact in transient dyadic
pairs with four bots from the background population
that were trained with pseudorewards so they would
implement pure paper strategies. The task of the
focal agents is to collect scissors resources, avoid
one another, and target the paper players from the
population to get high scores per interaction.

SC 4 Versus pure scissors bots. This is a half-and-half-
mode scenario with a background population of A3C
bots. Here the four focal agents interact in transient
dyadic pairs with four bots from the background pop-
ulation that were trained with pseudorewards so they
would implement pure scissors strategies. The task
of the focal agents is to collect rock resources, avoid
one another, and target the scissors players from the
population to get high scores per interaction.

5.3. Bach or Stravinsky in The Matrix

SC 0 Visiting pure Bach fans. This is a visitor-mode sce-
nario with a background population of A3C bots.
Here the focal agent must work out that it is best
to play Bach regardless of whether playing in a given
episode as a row player or a column player. All po-
tential interaction partners play Bach, so the the focal
agent should follow that convention and thereby coor-
dinate with them.

SC 1 Visiting pure Stravinsky fans. This is a visitor-mode
scenario with a background population of A3C bots.
Here the focal agent must work out that it is best to
play Stravinsky regardless of whether playing in a
given episode as a row player or a column player.
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All potential interaction partners play Stravinsky, so
the the focal agent should follow that convention and
thereby coordinate with them.

univ. This test may expose agents that have learned to be
too stubborn.

5.4. Capture The Flag

All bots in the background population trained with the fol-
lowing pseudoreward scheme: reward = 1 for zapping an
avatar on the opposing team, reward = 2 for zapping the
opposing team’s flag carrier, reward = 3 for returning a flag
dropped on the ground back to base by touching it, reward
= 5 for picking up the opposing team’s flag, and reward =
25 for capturing the opposing team’s flag (or -25 when the
opposing team does the same).

SC 0 Focal team versus shaped A3C bot team. This is a
half-and-half-mode scenario with a background pop-
ulation of A3C bots. Here a team of four focal agents
square off against a team of four bots sampled from
the background population. This is a purely com-
petitive game so the goal is to defeat the opposing
team. It requires teamwork and coordination to do so.
Since focal players are always sampled from the same
training population, they are familiar in this case with
their teammates but the opposing team is unfamiliar
to them (never encountered during training).

SC 1 Focal team versus shaped V-MPO bot team. This
is a half-and-half-mode scenario with a background
population of V-MPO bots. Here a team of four focal
agents square off against a team of four bots sampled
from the background population. This is a purely
competitive game so the goal is to defeat the opposing
team. It requires teamwork and coordination to do so.
Since focal players are always sampled from the same
training population, they are familiar in this case with
their teammates but the opposing team is unfamiliar
to them (never encountered during training).

SC 2 Ad hoc teamwork with shaped A3C bots. This is a
visitor-mode scenario with a background population
of A3C bots. It demands skills of ad-hoc teamwork.
In this case the lone focal agent must coordinate with
unfamiliar teammates in order to defeat a similarly
unfamiliar opposing team.

SC 3 Ad hoc teamwork with shaped V-MPO bots. This is a
visitor-mode scenario with a background population
of VMPO bots. It demands skills of ad-hoc teamwork.
In this case the lone focal agent must coordinate with
unfamiliar teammates in order to defeat a similarly
unfamiliar opposing team.

5.5. Chemistry: Branched Chain Reaction

The task features a reaction chain with two branch where the
products from one can be fed back into the other to continue
in a sustainable manner. While either branch can be run as
long as there is material, running either more than the other
runs out of some critical molecules. We train A3C both who
are only rewarded for one branch. The evaluation agents
can achieve their task if they manage to group with the right
selection of other agents carrying suitable molecules, setting
up a site where all the reaction keeps running sustainably.

SC 0 Focals meet X preferring bots. This is a half-and-half-
mode scenario with a background population of A3C
bots specialized in branch X . The evaluated agents
will have to find a way to combine with this particular
kind of bots to set up desired chain reactions.

SC 1 Focals meet Y preferring bots. This is a half-and-half-
mode scenario with a background population of A3C
bots specialized in branch Y .

SC 2 Focals are resident. This is a resident-mode scenario
where the evaluated agents are paired with a single
A3C bot that will be a specialist in on of the two
branches.

SC 3 Visiting another population. This is a visitor-mode
scenario with a background population of A3C bots
where each is specialized on one of the cycles.

univ. If policies have become so specialized that they are no
longer able to function as generalists when necessary
then they won’t perform well in this test. Partner
choice is especially important for this substrate which
seems to make universalization scenarios somewhat
easier.

5.6. Chemistry: Metabolic Cycles

The task has some sub-cycles of reaction and we train bots
who are are only rewarded for the food produced in one of
the two, besides also getting rewarded for generating new
energy. This training results in bots specialized in either
cycle A or cycle B and that will ignore the other. In the first
two tests it will be tested if the evaluated agents can adapts
to being paired with bots specialized in one of the cycles
and adapt to run the other.

SC 0 Focals meet A preferring bots. This is a half-and-half-
mode scenario with a background population of A3C
bots specialized in cycle A. The evaluated agents will
have to run the cycle B side to be successful.

SC 1 Focals meet B preferring bots. This is a half-and-half-
mode scenario with a background population of A3C
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bots specialized in cycle B. The evaluated agents will
have to run the cycle A side to be successful.

SC 2 Focals are resident. This is a resident-mode scenario
where the evaluated agents are paired with a single
A3C bot that will be a specialist in on of the two
cycles. For optimal returns the residents needs to
make sure a good balance across tasks is achieved.

SC 3 Visiting another population. This is a visitor-mode
scenario with a background population of A3C bots
where each is specialized on one of the cycles. For
the most success the visitor needs to take on the most
needed task that depends on the sampled bots.

univ. This test exposes populations that learned specializa-
tion and division of labor strategies. If policies have
become so specialized that they are no longer able
to function as generalists when necessary then they
won’t perform well in this test.

5.7. Chicken in the Matrix

SC 0 Meeting a mixture of pure bots. This is a half-and-
half-mode scenario with a background population of
A3C bots. In this case the background population
samples four bots uniformly over a set where each
was pretrained to mostly play either hawk or dove.
The focal agents must watch their interaction partners
carefully to see if they have collected hawk and if
they did, then either avoid them or play dove. If they
want to play hawk then they should try to interact
with other players who they saw collecting dove.

SC 1 Visiting a pure dove population. This is a visitor-
mode scenario where a single focal agent joins seven
from the background population. All members of the
background population were pretrained to specialize
in playing dove. Thus the correct policy for the focal
visitor is to play hawk.

SC 2 Focals are resident and visitors are hawks. This is
resident-mode scenario where three members of the
background population join a focal resident popu-
lation of five agents. In this case the background
population bots specialize in playing hawk. The task
for the resident agents is to seek always to interact
in (hawk, dove) or (dove, dove) pairings, importantly
avoiding (hawk, hawk).

SC 3 Visiting a gullible population. This is a visitor-mode
scenario where a single focal agent joins seven from
the background population. In this case the back-
ground population bots trained alongside (mostly)
pure hawk and dove agents, but were not themselves
given any non-standard pseudoreward scheme. They

learned to look for interaction partners who are col-
lecting dove resources so they can defect on them by
playing hawk. Thus they can be defeated by feinting
to make them think you are playing dove when you
actually will play hawk.

SC 4 Visiting grim reciprocators. This is a visitor-mode
scenario where two focal agents join a group of six
from the background population. The background
population bots are conditional cooperators. They
play dove unless and until they are defected on by a
partner (i.e. their partner chooses hawk). After that
they will attempt to play hawk in all future encoun-
ters until the end of the episode. Such a strategy is
often called “Grim Trigger” because it never forgives
a defection (e.g. Axelrod (2000)). Note that they do
not attempt to punish the specific player that defected
on them in the first place, instead defecting indiscrim-
inately on all future interaction partners, sparking a
wave of recrimination that ends up causing all the
background bots to defect after a short while. Since
always last 1000 steps, the best strategy here for the
focal agents would probably be to play dove up until
near the end of the episode and then play hawk since
no further retaliation will be possible at that point.

univ. Dove-biased policies will perform relatively well but
hawk-based policies will perform exceptionally badly
here.

5.8. Clean Up

SC 0 Visiting an altruistic population. This is a visitor-
mode scenario where three focal agents join four from
the background population. The background bots are
all interested primarily in cleaning the river. They
rarely consume apples themselves. The right choice
for agents of the focal population is to consume ap-
ples, letting the background population do the work
of maintaining the public good.

SC 1 Focals are resident and visitors free ride. This is a
resident-mode scenario where four focal agents are
joined by three from the background population. The
background bots will only consume apples and never
clean the river. It tests if the focal population is robust
to having a substantial minority of the players (three
out of seven) be “defectors” who never contribute to
the public good. Focal populations that learned too
brittle of a division of labor strategy, depending on
the presence of specific focal players who do all the
cleaning, are unlikely to do well in this scenario.

SC 2 Visiting a turn-taking population that cleans first.
This is a visitor-mode scenario where three focal
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agents join four agents from the background pop-
ulation. The background bots implement a strategy
that alternates cleaning with eating every 250 steps.
These agents clean in the first 250 steps. Focal agents
that condition an unchangeable choice of whether to
clean or eat based on what their coplayers do in the
beginning of the episode (a reasonable strategy that
self-play may learn) will perceive an opening to eat
in this case. A better strategy would be to take turns
with the background bots: clean when they eat and
eat when they clean.

SC 3 Visiting a turn-taking population that eats first. This
is a visitor-mode scenario where three focal agents
join four agents from the background population. As
in SC 2, the background bots implement a strategy
that alternates cleaning with eating every 250 steps.
However, in this case they start out by eating in the
first 250 steps. If the focal population learned a policy
resembling a “grim trigger” (cooperate until defected
upon, then defect forever after), then such agents will
immediately think they have been defected upon and
retaliate. A much better strategy, as in SC2, is to
alternate cleaning and eating out of phase with the
background population.

SC 4 Focals are visited by one reciprocator. This is a
resident-mode scenario where six focal agents are
joined by one from the background population. In
this case the background bot is a conditional coopera-
tor. That is, it will clean the river as long as at least
one other agent also cleans. Otherwise it will (try to)
eat. Focal populations with at least one agent that
reliably cleans at all times will be successful. It need
not be the same cleaner all the time, and indeed the
solution is more equal if all take turns.

SC 5 Focals are visited by two suspicious reciprocators.
This is resident-mode scenario where five focal agents
are joined by two conditional cooperator agents from
the background population. Unlike the conditional
cooperator in SC 4, these conditional cooperators
have a more stringent condition: they will only clean
if at least two other agents are cleaning. Otherwise
they will eat. Thus, two cleaning agents from the
focal population are needed at the outset in order to
get the background bots to start cleaning. Once they
have started then one of the two focal agents can
stop cleaning. This is because the two background
bots will continue to clean as long as, from each
agent’s perspective, there are at least two other agents
cleaning. If any turn taking occurs among the focal
population then they must be careful not to leave a
temporal space when no focal agents are cleaning lest
that cause the background bots to stop cooperating,

after which they could only be induced to clean again
by sending two focal agents to the river to clean

SC 6 Focals are visited by one suspicious reciprocator.
This is a resident-mode scenario where six focal
agents are joined by one conditional cooperator agent
from the background population. As in SC 5, this con-
ditional cooperator requires at least two other agents
to be cleaning the river before it will join in and clean
itself. The result is that the focal population must
spare two agents to clean at all times, otherwise the
background bot will not help. In that situation, the
background bot joins as a third cleaner. But the dy-
namics of the substrate are such that it is usually
more efficient if only two agents clean at once. Focal
populations where agents have learned to monitor the
number of other agents cleaning at any given time and
return to the apple patch if more than two are present
will have trouble in this scenario because once one of
those agents leaves the river then so too will the back-
ground bot, dropping the total number cleaning from
three down to one, which is even more suboptimal
since a single agent cannot clean the river effectively
enough to keep up a high rate of apple growth. The
solution is that the focal population must notice the
behavior of the conditional cooperating background
bot and accept that there is no way to achieve the
optimal number of cleaners (two), and instead opt for
the least bad possibility where three agents (includ-
ing the background conditional cooperator) all clean
together.

univ. This test exposes both free riders and overly altruistic
policies. Both will get low scores here.

5.9. Collaborative Cooking: Impassable

SC 0 Visiting a V-MPO population. This is a visitor-mode
scenario where one focal agent must join a group
of three from the background population. The focal
agent must observe the patterns of its coplayers’ coor-
dination and help out where ever it can. Above all, it
must avoid getting in the way.

SC 1 Focals are resident. This is a resident-mode scenario
where three focal agents are joined by one from the
background population. It tests if the coordination
strategy learned by the focal population is robust to
replacing one familiar agent with an unfamiliar agent
from the background population, who might not be
used to their conventions.

univ. This test penalizes overspecialization.
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5.10. Collaborative Cooking: Passable

SC 0 Visiting uncoordinated generalists. This is a visitor-
mode scenario where one focal agent must join a
group of three from the background population. The
background population agents are all generalists who
try to do all tasks themselves, and do not really co-
ordinate much. The focal agent must recognize that
the others are not being helpful and elect a similarly
independent strategy.

SC 1 Focals are resident and visited by an uncoordinated
generalist. This is a resident-mode scenario where
three focal agents are joined by one from the back-
ground population. The background bot is a generalist
that attempts to do all tasks itself, and does not try to
coordinate. The test is for the agents sampled from
the focal population to find ways to cooperate despite
the presence of this agent, who might frequently get
in the way.

univ. This test penalizes overspecialization.

5.11. Commons Harvest: Open

SC 0 Focals are resident and visited by two zappers. This is
a resident-mode scenario where fourteen focal agents
are joined by two from the background population.
The two background bots are both especially inter-
ested in zapping, though not to the detriment of the
rest of their policy. They do not act sustainably. The
solution is to act sustainably while preventing the two
background bots from depleting too many patches by
harvesting them unsustainably. This can be done by
zapping them whenever they approach a patch too
closely.

SC 1 Focals are resident and visited by six zappers. This
is also a resident-mode scenario, but this time 10
focal agents are joined by six from the background
community. The task is the same as SC 0 but this time
it is much harder because there are six unsustainable
and zapping prone background bots instead of just
two.

univ. It is sometimes not problematic for a single individual
to act greedily but if everyone acted that same way
then it would be a catastrophe. This test exposes
agents that learned to take advantage of such threshold
effects.

5.12. Commons Harvest: Closed

SC 0 Focals are resident and visited by two zappers. This is
a resident-mode scenario where fourteen focal agents
are joined by two from the background population.
Both background bots will act sustainably if given the

chance by controlling the entrance to a room, though
they are not perfectly consistent in this behavior. The
solution is for as many individuals as possible to try
to capture individual rooms by zapping any agent as
they emerge from the corridor. This has the effect of
making their harvesting behavior less interdependent.
An agent that successfully controls the entrance to
“its territory” is thus incentivized not to overharvest it.

SC 1 Focals are resident and visited by six zappers. Same
as SC 0 but harder since this time there are six back-
ground bots instead of just two.

SC 2 Visiting a population of zappers. This is a visitor-
mode scenario where four focal agents join twelve
background bots. It is similar to SC 0 and SC 1.
Despite the change from resident to visitor mode, the
task for each individual focal agent is still more or
less the same. The reason this is the case is that the
goal behavior here is for agents to take actions to
secure their independence. Once secured, an agent
can control its own territory indefinitely, without any
need to depend om others.

univ. This test is similar to its analog in Commons Harvest
Open.

5.13. Commons Harvest: Partnership

This substrate raised the question: how can we make scenar-
ios to test for abilities that state-of-the-art agents don’t yet
have?

Before starting this project we already knew that selfish RL
agents acting in a group would learn to act unsustainably
and cause a tragedy of the commons outcome in open field
Commons Harvest substrates like our Commons Harvest:
Open (Perolat et al., 2017; Hughes et al., 2018; McKee et al.,
2020). We also already knew that agents that manage to
get inside walled off regions could learn to zap invaders as
they run down the corridor, and that after learning effective
defense they would be reincentivized to act sustainably to-
ward their resources since they could be sure to monopolize
their future yield until the end of the episode, as in our Com-
mons Harvest: Closed substrate (Perolat et al., 2017). We
wanted to create a test scenario where the walled regions
each had two entrances so that pairs of agents would have
to work together to defend “their” territory. Solving this test
scenario should require agents to trust one another to (a) act
sustainably with regard to their shared resources, and (b)
competently guard one of the two entrances.

We knew from preliminary work that it is quite difficult
to get current state-of-the-art agents to learn this kind of
trust behavior. How then could we create bots to populate
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test scenarios that test for a behavior we don’t know how to
create in the first place? The solution we found was to create
bots that would function as good partners for agents that
truly got the concept of trust—even though they would not
themselves truly “understand” it in a general way. We gave
bots negative rewards during training for crossing invisible
tiles located along the vertical midline of each room. Once
agents came to regard those tiles as akin to walls, the game
then resembled again the situation of Commons Harvest:
Closed where they reliably learn sustainable policies. A
focal agent playing alongside one of these “good partner”
bots would experience a coplayer that dutifully guards one
or the other entrance and only ever collects apples from
one side of the room. A focal agent capable of the limited
form of trust demanded by this scenario should be able to
cooperate with such a partner.

SC 0 Meeting good partners. This is a half-and-half-mode
scenario where eight focal agents join a background
population consisting of eight good partner agents.
The objective, for the agents lucky enough to reach
the closed off regions first, is to collaborate with their
partner to (a) defend the corridor an (b) act sustainably
in harvesting their shared apple patches.

SC 1 Focals are resident and visitors are good partners.
This is a resident-mode scenario where twelve focal
agents join four background good partner agents. It
is similar to SC 0. However, because there are more
familiar individuals around (it is resident mode), the
need for ad hoc cooperation with unfamiliar individu-
als is decreased.

SC 2 Visiting a population of good partners. This is a
visitor-mode scenario where four focal agents join
twelve background good partner agents. Like SC 1,
this scenario differs from SC 0 in the extent to which
success depends on ad hoc cooperation with unfamil-
iar individuals. In this case more cooperation with
unfamiliar individuals is required than in SC 0.

SC 3 Focals are resident and visited by two zappers. This is
a resident-mode scenario where fourteen focal agents
are joined by two background bots. Here the back-
ground bots are not good partners. They will fre-
quently zap other players and act unsustainably when-
ever they get the chance to harvest. The solution is
to partner with familiar agents, act sustainably, and
cooperate to defend territories against invasion from
the background bots.

SC 4 Focals are resident and visited by six zappers. This
is a resident-mode scenario where ten focal agents
are joined by six background bots who are not good
partners, act unsustainably, and zap frequently. It is a

harder version of SC 3. Since attempted invasions will
occur more frequently, agents must be more skillful
to prevent their territories from being overrun.

SC 5 Visiting a population of zappers. This is a visitor-
mode scenario there four focal agents are joined by
twelve background bots who are not good partners,
act unsustainably, and zap frequently. In this case it
will usually be impossible for the small minority of
focal agents to find one another and form an effec-
tive partnership. The best option from a menu with
no good options is just to harvest apples as quickly
as possible and act more-or-less unsustainably once
invaded.

univ. This test is similar to its analog in Commons Harvest
Open.

5.14. King of the Hill

King of the Hill is an eight player game pitting two teams of
four players each against one another.

The true (default) reward scheme is as follows. All members
of a team get a reward of 1 on every frame that their team
controls the hill region in the center of the map. If no team
controls the map on a given frame (because no team controls
more than 80% of the hill) then no team gets a reward on
that frame. No other events provide any reward. This reward
scheme is always in operation at test time.

The alternative “zap while in control” reward scheme is as
follows. Agents get a reward of 1 whenever both of the
following conditions are satisfied simultaneously: (1) their
team is in control of the hill, and (2) they just zapped a
player of the opposing team, bringing their health to 0, and
removing them from the game. This reward scheme was
only used to train (some) background populations. Training
with this scheme produces qualitatively different policies
that still function effectively under the true reward scheme.

SC 0 Focal team versus default V-MPO bot team. In this
scenario a team composed entirely of focal agents
must defeat a team composed entirely from a back-
ground population. This tests learned teamwork since
a familiar team plays against an unfamiliar opposing
team. In this case the background population was
trained using the V-MPO algorithm, and used the
substrate’s true (default) reward scheme (see above).
This background population tends to spend most of
its time near the hill.

SC 1 Focal team versus shaped A3C bot team. In this sce-
nario a team composed entirely of focal agents must
defeat a team composed entirely from a background
population. This tests learned teamwork since a famil-
iar team plays against an unfamiliar opposing team.
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In this case the background population was trained
using the A3C algorithm, and used the ‘zap while in
control’ reward scheme (see above).

SC 2 Focal team versus shaped V-MPO bot team. In this
scenario a team composed entirely of focal agents
must defeat a team composed entirely from a back-
ground population. This tests learned teamwork since
a familiar team plays against an unfamiliar opposing
team. In this case the background population was
trained using the V-MPO algorithm, and used the
‘zap while in control’ reward scheme. This causes the
agents in the background population to implement a
“spawn camping” policy. The counter-strategy is to
evade opponents at the spawn location by running im-
mediately toward the hill area to capture it, forcing the
opposing team to abandon their position and return
to defend the hill in a more chaotic and vulnerable
fashion.

SC 3 Ad hoc teamwork with default V-MPO bots. This
scenario tests ad-hoc teamwork. One agent sampled
from the focal population joins a team with three
other agents from a background population to com-
pete against another team of four agents sampled the
same background population. If the focal agent works
well with its unfamiliar teammates then it can tip
the balance. In this case the background population
was trained using the V-MPO algorithm and used the
substrate’s true (default) reward scheme. This back-
ground population tends to spend most of its time
near the hill so in order to coordinate with them the
focal agent should also spend time there. In particu-
lar, it should guard whichever entrance to the room
containing the hill is least well guarded by its allies.

SC 4 Ad hoc teamwork with shaped A3C bots. This sce-
nario tests ad-hoc teamwork. One agent sampled
from the focal population joins a team with three
other agents from a background population to com-
pete against another team of four agents sampled the
same background population. If the focal agent works
well with its unfamiliar teammates then it can tip the
balance. In this case the background population was
trained using the A3C algorithm and used the ‘zap
while in control’ reward scheme.

SC 5 Ad hoc teamwork with shaped V-MPO bots. This
scenario tests ad-hoc teamwork. One agent sampled
from the focal population joins a team with three
other agents from a background population to com-
pete against another team of four agents sampled the
same background population. If the focal agent works
well with its unfamiliar teammates then it can tip
the balance. In this case the background population
was trained using the V-MPO algorithm and used the

‘zap while in control’ reward scheme. To work well
with these background bots who implement a “spawn
camping” policy, the focal agent should follow them
to the opposing team’s base and help guard the escape
routes by which spawning agents could get past them
and take the hill. They must pick the side of the map
to guard where less of their allies are stationed.

5.15. Prisoner’s Dilemma in the Matrix

Players are identifiable by color (randomized between
episodes but maintained for each episode’s duration).

SC 0 Visiting unconditional cooperators. This is a visitor-
mode scenario where one agent sampled from the fo-
cal population joins seven agents from a background
population. In this case all the background bots will
play cooperative strategies (mostly collecting ‘coop-
erate’ resources and rarely collecting ‘defect’). The
objective of a rational focal visitor is to exploit them
by collecting ‘defect’ resources.

SC 1 Focals are resident and visitors are unconditional co-
operators. This is a resident-mode scenario where
six focal agents are joined by two agents from the
background population. The background bots play
cooperative strategies, as in SC 0. A focal popula-
tion will do well by defecting against these unfamiliar
cooperators, but it should take care to identify them
specifically. If they defect against all players regard-
less of identity then they will end up defecting on the
focal population as well, lowering the overall score
achieved.

SC 2 Focals are resident and visitors defect. This is a
resident-mode scenario where six focal agents are
joined by two agents from the background population.
The background bots play defecting strategies (mostly
collecting ‘defect’ resources). A focal population will
do well by avoiding interaction with them and in-
stead preferentially interacting with one another, and
cooperating.

SC 3 Meeting gullible bots. This is a half-and-half-mode
scenario where four focal agents join four background
bots. In this case the background population bots
trained alongside (mostly) pure cooperator and de-
fector bots, but were not themselves given any non-
standard pseudoreward scheme. Thus they became
bots that try to preferentially interact with partners
who they have seen collecting cooperate resources.
The best strategy against them is probably for the
focal players to trick them into thinking they are de-
fecting so they won’t try to force interactions. This
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creates the necessary space to allow the focal popu-
lation to preferentially interact (and cooperate) with
one another.

SC 4 Visiting a population of grim reciprocators. This is
a visitor mode scenario where one focal agent joins
seven from the background population. The back-
ground population bots are conditional cooperators.
They will collect cooperate resources and attempt to
play cooperate in all interactions until they have twice
been defected upon by their partners. After that, they
try to retaliate by collecting defect resources and aim-
ing to defect in all remaining encounters till the end
of the episode. Once they start defecting they do so
indiscriminately. They do not try to specifically pun-
ish the players who defected on them. This sparks
a wave of recrimination that ends up causing all the
background bots to defect after a short while. Since
episodes always last 1000 steps, the best strategy for
the focal agent is probably to cooperate up until near
the end of the episode and then defect once there is
no remaining time for retaliation.

SC 5 Visiting a population of hair-trigger grim reciproca-
tors. Just like SC 4 but with background bot condi-
tional cooperators operating on more of a hair trigger.
That is, unlike SC 4 where the bots will forgive one
defection, the bots here will not forgive any defection
at all. They begin defecting indiscriminately after the
first time any agent defects on them.

univ. Cooperation biased agents will do well while defec-
tion biased agents will do poorly here. If an agent
learned a tit-for-tat style policy then it would also do
well here.

5.16. Pure Coordination in the Matrix

Unlike most other substrates, players here are not identi-
fiable by color. All players look exactly the same as one
another. It would be very difficult to track an individual for
any significant length of time.

SC 0 Focals are resident and visitor is mixed. This is a
resident-mode scenario where seven focal agents are
joined by one agent sampled from a background pop-
ulation. In this case the background population con-
tains different kinds of specialist agents, each target-
ing one particular resource out of three. Focal agents
need to watch other players to see what resource they
are collecting and try to pick the same one. Most of
the time they will be interacting with familiar others
so whatever strategy they learned at test time will
suffice. This scenario tests that their coordination is
not disrupted by the presence of an unfamiliar other
player who specializes in one particular resource.

SC 1 Visiting resource A fans. This is a visitor-mode sce-
nario where one agent sampled from the focal popula-
tion joins seven sampled from a background popula-
tion. In this case the background population consists
of specialists in resource A.

SC 2 Visiting resource B fans. Just like SC 1 but with a
background population consisting of specialists in
resource B.

SC 3 Visiting resource C fans. Just like SC 1 but with a
background population consisting of specialists in
resource C.

SC 4 Meeting uncoordinated strangers. This is a half-and-
half-mode scenario where four focal agents join four
background bots. As in SC 0, the background pop-
ulation contains players with all three different spe-
cializations. Thus they will normally be very uncoor-
dinated. The objective for the focal population is to
carefully watch which resources its potential partners
will choose and select interaction partners on that ba-
sis, thus mainly interacting with familiar individuals
who should all be playing the same strategy.

univ. The main possible failure mode here is if too many
agents try to collect too many of the same resources
at one so they don’t get distributed well and some
agents miss the chance to collect one.

5.17. Rationalizable Coordination in the Matrix

Unlike most other substrates, players here are not identi-
fiable by color. All players look exactly the same as one
another. It would be very difficult to track an individual for
any significant length of time.

SC 0 Focals are resident and visitor is mixed. This is a
resident-mode scenario where seven focal agents are
joined by one agent sampled from a background pop-
ulation. In this case the background population con-
tains different kinds of specialist agents, each target-
ing one particular resource out of three. This scenario
is similar to Pure Coordination in the Matrix SC 0 in
that it tests that the focal population’s coordination is
not disrupted by the presence of an unfamiliar other
player who specializes in one particular resource. The
problem is more difficult here than in the pure coordi-
nation substrate though because all but one coordina-
tion choice is irrational. That is, while all choices are
better than miscoordination, it is still clearly better to
coordinate on some choices over others.

SC 1 Visiting resource A fans. This is a visitor-mode sce-
nario where one agent sampled from the focal popula-
tion joins seven sampled from a background popula-
tion. In this case the background population consists
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of specialists in resource A. It would be irrational
for the group to coordinate on resource A since both
resource B and C are better for everyone.

SC 2 Visiting resource B fans. Just like SC 1 but with a
background population consisting of specialists in
resource B. Even though it is better to coordinate on
resource B than on resource A, it is still irrational
for the group to coordinate on it since resource C is
strictly better.

SC 3 Visiting resource C fans. Just like SC 1 but with a
background population consisting of specialists in
resource C. This is the resource that it is rational to
coordinate on.

SC 4 Meeting uncoordinated strangers. This is a half-and-
half-mode scenario where four focal agents join four
background bots. As in SC 0, the background pop-
ulation contains players with all three different spe-
cializations. Thus they will normally be very uncoor-
dinated. The objective for the focal population is to
carefully watch which resources its potential partners
will choose and select interaction partners on that ba-
sis, thus mainly interacting with familiar individuals
who should all be collecting resource C since it is
rational to do so.

univ. This test is similar to its analog for Pure Coordination
in the Matrix.

5.18. Running With Scissors in the Matrix

This is a two-player zero-sum game. It was first introduced
in Vezhnevets et al. (2020).

SC 0 Versus gullible opponent. Here the focal agent must
defeat an opposing agent that was trained to best re-
spond to agents playing pure strategies. The opponent
should attempt to scout out what strategy the focal
agent is playing so it can pick the appropriate counter.
To defeat it, the focal agent should feint toward one
resource and then collect the counter to its counter.
So for example, if the focal agent successfully feinted
that it would pick rock, inducing its opponent to pick
paper, the focal agent should then collect and play
scissors.

SC 1 Versus mixed strategy opponent. Here the focal agent
must defeat an opponent that was trained to play a
relatively pure strategy: either rock, paper, or scissors.
However, the specific opponent is sampled at test
time so it could be any of those. To defeat it, the
focal agent should scout out which pure strategy its
opponent is playing and then collect the resources to
implement its counter strategy.

SC 2 Versus pure rock opponent. Same as SC 1, but the
opponent will always play rock.

SC 3 Versus pure paper opponent. Same as SC 1, but the
opponent will always play paper.

SC 4 Versus pure scissors opponent. Same as SC 1, but the
opponent will always play scissors.

5.19. Stag Hunt in the Matrix

SC 0 Visiting a population of stags. This is a visitor-mode
scenario where one agent sampled from the focal
population joins seven sampled from a background
population. All background bots have been trained to
primarily play stag. The right solution is for the focal
visitor agent to also play stag.

SC 1 Visiting a population of hares. This is a visitor-mode
scenario where one agent sampled from the focal
population joins seven sampled from a background
population. This test is just like SC 0 except the
background population was trained primarily to play
hare. The right solution is for the focal visitor agent
to also play hare.

SC 2 Visiting a population of grim reciprocators. This
is a visitor-mode scenario where two focal agents
join six bots from the background population. The
background population bots are reciprocators. They
start out by playing stag but if any of their interaction
partners plays hare then they become triggered to play
hare themselves in all their future interactions till the
end of the episode.

univ. Stag biased agents will do better than hare biased
agents as long as they can avoid running out of stag
resources due to individuals picking up more than
they need to commit to the strategy.

5.20. Territory: Open

SC 0 Focals are resident and visited by a shaped bot. This
is a resident-mode scenario where eight agents from
the focal population are joined by one agent sampled
from a background population. The background bot
is typically quite active, it runs around the map and
claims as much territory as it can. It doesn’t use its
zapping beam very often. The right response to it is
often to zap it early in the episode so it can’t get in
the way of the rest of the agents fairly dividing up
the resources according to whatever convention they
agree on (i.e. whatever convention emerged during
training).

SC 1 Visiting a population of shaped bots. This is a visitor-
mode scenario where one focal agent joins eight from
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a background population. The background bots all
behave as described in SC 0. They color a lot of terri-
tory but frequently color over one another’s territory.
The focal visitor could follow their conventional be-
havior and run around the map with them claiming
and reclaiming as they go. Or alternatively, it may be
possible to defend an area of the map and zap them
if they approach too close. The latter strategy would
likely achieve higher rewards if successful.

univ. This test exposes overly aggressive policies. They
will perform very poorly.

5.21. Territory: Rooms

SC 0 Focals are resident and visited by an aggressor. This
is a resident-mode scenario where eight agents from
the focal population are joined by one agent sampled
from a background population. The background pop-
ulation consists of agents that, although they did not
themselves experience any special reward shaping,
they trained alongside other agents that were incen-
tivized to be extremely aggressive and destructive in
their zapping behavior. As a result, they are fairly
aggressive themselves while still being interested pri-
marily in claiming territory. A focal population where
agents have not forgotten how to defend themselves
from attack will do much better in this scenario than
a focal population that implements the same fair divi-
sion of the resources but forgot self-defense.

SC 1 Visiting a population of aggressors. This is a visitor-
mode scenario where one focal agent joins eight from
a background population. The background popula-
tion is the same as in SC 0. The focal visitor agent
must be forever on its guard since neighboring agents
may attack their territory at any time, permanently
destroying resources on the way in. Since the larger
set of background bots are so likely to fight among
themselves, the optimal strategy for the focal visitor
agent is often to invade after a battle and claim extra
territory in areas where other agents have been zapped
and removed.

univ. This test exposes overly aggressive policies. They
will perform very poorly.



Appendix for: Scalable Evaluation of Multi-Agent Reinforcement Learning with Melting Pot

6. Raw performance scores

Table 1: Focal per-capita returns.

agent A3C A3C PS OPRE OPRE PS V-MPO V-MPO PS exploiter random
substrate scenario

Allelopathic Harvest

S-P 63.8 60.4 61.4 92.4 33.1 48.5 n/a -17.8
SC 0 42.6 37.9 36.4 50.6 60.7 36.2 66.8 -18.9
SC 1 137.5 14.0 140.3 39.1 125.5 32.8 161.2 1.5
univ. 51.1 41.1 43.2 74.9 32.9 42.7 n/a -18.1

Arena Running with
Scissors in the Matrix

S-P 0.00 -0.00 -0.00 n/a 0.00 n/a n/a 0.00
SC 0 -0.01 -0.01 -0.00 n/a 0.03 n/a 0.11 -0.01
SC 1 -0.00 -0.00 0.00 n/a -0.02 n/a 0.12 -0.01
SC 2 0.00 -0.00 0.01 n/a 0.06 n/a 0.60 0.00
SC 3 0.01 0.01 0.00 n/a 0.03 n/a 0.56 0.01
SC 4 0.01 0.01 0.01 n/a 0.09 n/a 0.66 0.00

Bach or Stravinsky in
the Matrix

S-P 10.8 10.2 10.4 10.6 7.8 8.1 n/a 0.4
SC 0 8.3 1.9 8.9 1.6 1.9 0.6 14.9 0.1
SC 1 1.7 0.9 1.3 1.0 2.3 2.2 6.5 0.4
univ. 10.6 8.8 10.1 9.6 6.1 7.2 n/a 0.4

Capture the Flag

S-P 0.0 0.0 0.0 n/a 0.0 n/a n/a 0.0
SC 0 -12.8 -12.8 -12.8 n/a -12.3 n/a -1.8 -12.9
SC 1 -14.4 -14.1 -14.3 n/a -14.6 n/a -2.6 -14.2
SC 2 -3.8 -3.7 -3.7 n/a -4.1 n/a 5.7 -3.8
SC 3 -3.8 -3.6 -3.6 n/a -4.2 n/a 5.5 -3.6

Chemistry: Branched
Chain Reaction

S-P 30.6 9.3 5.1 24.9 177.6 84.4 n/a 0.0
SC 0 24.5 8.5 4.1 0.9 100.8 10.7 85.0 0.0
SC 1 12.5 6.9 4.6 0.3 81.8 15.1 59.4 0.0
SC 2 18.3 10.3 4.8 2.7 127.8 20.4 91.1 0.1
SC 3 19.8 1.1 3.8 0.5 56.5 9.5 20.4 0.0
univ. 6.4 0.9 3.8 0.2 138.0 3.1 n/a 0.0

Chemistry:
Metabolic Cycles

S-P 82.3 49.1 237.9 5.1 185.6 73.7 n/a 0.3
SC 0 62.5 8.9 165.7 3.1 118.0 40.5 206.1 0.6
SC 1 31.1 26.9 139.1 5.8 96.0 22.0 162.3 0.6
SC 2 55.9 19.7 177.6 4.5 122.7 41.4 153.8 0.4
SC 3 69.8 16.6 138.6 9.4 148.2 26.3 156.4 3.1
univ. 0.5 0.4 1.5 0.9 6.9 0.4 n/a 0.3

Chicken in the
Matrix

S-P 15.6 23.8 14.8 24.7 12.5 22.3 n/a 1.0
SC 0 15.6 12.0 14.1 11.6 12.0 12.3 15.2 1.2
SC 1 70.2 26.4 72.4 21.2 76.7 33.7 98.9 3.9
SC 2 11.9 11.1 10.9 11.2 8.4 10.8 14.1 0.8
SC 3 14.1 7.7 13.2 7.0 13.9 7.6 14.3 0.7
SC 4 30.1 15.6 26.2 15.6 24.6 17.7 36.4 4.9
univ. 14.8 21.1 14.6 21.7 11.5 21.5 n/a 1.0

Clean Up

S-P 0.0 36.9 0.0 72.8 0.0 188.6 n/a 0.1
SC 0 91.5 380.3 330.6 290.7 280.5 354.5 722.6 69.1
SC 1 0.0 3.5 0.0 18.7 0.0 28.4 0.0 0.0
SC 2 39.2 156.8 181.3 122.5 137.7 185.1 385.9 32.3
SC 3 28.8 113.6 126.0 90.1 93.9 159.3 225.6 23.8
SC 4 35.7 144.9 76.8 124.9 65.8 250.5 160.3 29.0
SC 5 53.5 194.4 134.4 150.6 81.8 271.7 256.1 42.0
SC 6 21.0 114.6 34.0 93.2 21.3 224.7 126.1 18.4

Continued on next page
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Table 1: Focal per-capita returns.

agent A3C A3C PS OPRE OPRE PS V-MPO V-MPO PS exploiter random
substrate scenario

univ. 0.0 20.9 0.0 16.7 0.9 13.5 n/a 0.0

Collaborative
Cooking: Impassable

S-P 0.0 0.0 0.0 0.0 0.0 0.0 n/a 0.0
SC 0 211.7 203.0 193.0 192.6 125.0 165.2 268.9 198.6
SC 1 0.2 0.3 0.2 0.2 0.0 0.2 34.0 0.0
univ. 0.0 0.0 0.0 0.0 0.0 0.0 n/a 0.0

Collaborative
Cooking: Passable

S-P 0.0 0.0 0.0 0.0 0.0 0.0 n/a 0.0
SC 0 252.2 252.7 230.6 206.2 161.5 251.7 268.0 247.8
SC 1 108.9 108.9 107.5 76.2 67.3 108.8 118.3 108.8
univ. 0.0 0.0 0.0 0.0 0.0 0.0 n/a 0.0

Commons Harvest:
Closed

S-P 50.6 16.8 52.9 27.6 99.4 26.1 n/a 0.3
SC 0 48.3 13.3 47.6 28.6 96.8 26.0 36.1 0.2
SC 1 42.5 8.0 37.0 19.2 91.4 16.3 29.3 0.0
SC 2 44.0 1.5 34.4 4.7 81.2 4.7 0.0 0.0
univ. 29.0 5.8 30.0 17.3 78.5 8.9 n/a 0.3

Commons Harvest:
Open

S-P 16.1 51.2 16.2 64.0 16.3 65.7 n/a 30.0
SC 0 16.1 16.4 16.1 23.7 16.2 24.5 16.1 10.1
SC 1 16.7 5.5 16.7 10.4 15.9 13.4 16.5 2.3
univ. 16.1 51.1 16.2 43.7 16.3 65.9 n/a 30.3

Commons Harvest:
Partnership

S-P 19.5 20.1 19.0 39.5 21.1 45.3 n/a 0.2
SC 0 17.7 1.6 17.3 8.7 28.3 12.5 24.7 0.0
SC 1 19.0 8.3 18.8 21.2 24.6 25.6 19.0 0.2
SC 2 17.3 0.9 17.5 3.6 35.1 4.6 44.0 0.0
SC 3 23.9 18.7 22.9 39.1 24.8 49.5 20.5 0.3
SC 4 36.2 21.0 36.0 47.6 38.7 52.1 33.7 0.1
SC 5 71.6 21.8 71.5 45.9 102.4 52.6 224.4 0.1
univ. 13.0 6.4 11.0 10.9 21.9 12.6 n/a 0.3

King of the Hill

S-P 0.0 0.0 0.0 n/a 0.0 n/a n/a 0.0
SC 0 -969.5 -990.4 -978.2 n/a -3.2 n/a -990.4 -990.4
SC 1 -895.0 -990.0 -942.4 n/a 627.8 n/a -991.1 -990.6
SC 2 -976.5 -990.4 -987.6 n/a -155.9 n/a -990.6 -990.6
SC 3 -535.4 -600.9 -547.7 n/a -55.4 n/a -607.9 -603.8
SC 4 -44.6 -84.5 -12.2 n/a 402.4 n/a -105.6 -144.8
SC 5 -598.7 -707.8 -630.7 n/a -38.9 n/a -661.4 -652.5

Prisoners Dilemma
in the Matrix

S-P 7.1 20.0 7.1 22.8 7.3 18.6 n/a 0.9
SC 0 30.9 5.7 28.2 5.5 21.3 6.0 55.7 1.9
SC 1 10.7 13.7 10.8 11.9 10.8 13.8 11.5 1.8
SC 2 7.4 6.3 7.3 6.6 7.0 6.2 7.8 0.5
SC 3 8.2 3.2 8.0 3.3 7.4 3.4 10.1 0.4
SC 4 52.3 8.7 46.8 7.5 33.3 10.1 60.8 5.0
SC 5 32.9 9.1 30.5 7.9 24.1 9.1 36.8 5.4
univ. 7.1 19.1 6.9 21.9 7.2 18.3 n/a 0.9

Pure Coordination in
the Matrix

S-P 4.4 3.9 4.5 4.2 4.1 3.0 n/a 0.1
SC 0 4.0 3.3 4.1 3.8 3.9 2.8 4.4 0.1
SC 1 2.7 0.8 1.1 0.8 1.8 1.1 3.7 0.2
SC 2 1.1 0.7 0.9 0.4 1.0 0.8 3.2 0.1
SC 3 1.6 0.4 1.0 0.8 1.5 0.8 3.2 0.2
SC 4 3.6 2.6 3.6 3.0 3.5 2.4 4.0 0.2
univ. 4.3 3.0 4.4 4.1 4.0 2.7 n/a 0.1

Continued on next page
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Table 1: Focal per-capita returns.

agent A3C A3C PS OPRE OPRE PS V-MPO V-MPO PS exploiter random
substrate scenario

Rationalizable
Coordination in the
Matrix

S-P 12.6 11.2 12.5 12.6 10.9 7.1 n/a 0.2
SC 0 11.4 10.1 11.3 11.6 10.2 7.0 11.9 0.3
SC 1 3.1 2.1 3.3 2.6 2.0 1.7 7.7 0.3
SC 2 1.3 0.5 1.3 0.4 0.9 0.6 6.4 0.2
SC 3 6.0 5.3 5.6 5.7 5.6 4.2 8.7 0.4
SC 4 10.4 8.6 10.2 10.2 9.4 6.5 13.1 0.4
univ. 12.6 9.3 10.8 12.3 10.5 6.4 n/a 0.2

Running with
Scissors in the Matrix

S-P 0.00 0.00 0.00 n/a 0.00 n/a n/a 0.00
SC 0 -0.00 0.00 0.02 n/a 0.01 n/a 0.00 -0.00
SC 1 -0.01 -0.01 0.06 n/a 0.00 n/a 0.00 -0.02
SC 2 -0.01 -0.01 0.07 n/a 0.01 n/a 0.39 -0.01
SC 3 -0.00 -0.00 0.03 n/a 0.00 n/a 0.38 -0.01
SC 4 -0.02 -0.02 0.05 n/a 0.00 n/a 0.37 -0.02

Stag Hunt in the
Matrix

S-P 29.8 26.0 29.5 41.6 26.8 25.4 n/a 1.2
SC 0 34.2 20.9 34.1 16.4 29.8 18.1 65.9 2.7
SC 1 28.6 6.6 26.4 2.4 20.8 3.7 54.4 1.3
SC 2 39.3 24.0 40.4 27.7 33.0 25.7 53.8 4.0
univ. 28.5 19.1 27.2 32.1 25.2 23.5 n/a 1.3

Territory: Open

S-P 77.3 19.7 60.6 58.5 62.6 23.0 n/a 4.8
SC 0 53.1 7.3 44.3 21.1 40.5 17.1 45.1 4.7
SC 1 60.4 7.1 58.2 19.3 94.2 39.0 60.5 7.5
univ. 63.0 14.9 54.1 47.0 57.7 25.6 n/a 4.9

Territory: Rooms

S-P 236.3 199.4 220.3 112.2 54.4 233.3 n/a 10.4
SC 0 186.4 160.4 158.0 70.6 128.0 161.5 203.8 9.1
SC 1 27.3 12.9 6.2 15.3 5.7 4.3 273.4 1.8
univ. 230.2 189.8 192.6 134.6 56.0 220.6 n/a 10.2
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Köster, R., McKee, K. R., Everett, R., Weidinger, L., Isaac,
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