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Abstract
Fairness and robustness are two important concerns for federated learning systems. In this work, we identify that robustness to data and model poisoning attacks and fairness, measured as the uniformity of performance across devices, are competing constraints in statistically heterogeneous networks. To address these constraints, we propose employing a simple, general framework for personalized federated learning, Ditto, that can inherently provide fairness and robustness benefits, and develop a scalable solver for it. Theoretically, we analyze the ability of Ditto to achieve fairness and robustness simultaneously on a class of linear problems. Empirically, across a suite of federated datasets, we show that Ditto not only achieves competitive performance relative to recent personalization methods, but also enables more accurate, robust, and fair models relative to state-of-the-art fair or robust baselines.

1. Introduction
Federated learning (FL) aims to collaboratively learn from data that has been generated by, and resides on, a number of remote devices or servers (McMahan et al., 2017). FL stands to produce highly accurate statistical models by aggregating knowledge from disparate data sources. However, to deploy FL in practice, it is necessary for the resulting systems to be not only accurate, but to also satisfy a number of pragmatic constraints regarding issues such as fairness, robustness, and privacy. Simultaneously satisfying these varied constraints can be exceptionally difficult (Kairouz et al., 2019).

We focus in this work specifically on issues of accuracy, fairness (i.e., limiting performance disparities across the network (Mohri et al., 2019)), and robustness (against training-time data and model poisoning attacks). Many prior efforts have separately considered fairness or robustness in federated learning. For instance, fairness strategies include using minimax optimization to focus on the worst-performing devices (Mohri et al., 2019; Hu et al., 2020) or reweighting the devices to allow for a flexible fairness/accuracy tradeoff (Li et al., 2020e; 2021). Robust methods commonly use techniques such as gradient clipping (Sun et al., 2019) or robust aggregation (Blanchard et al., 2017; Yin et al., 2018).

While these approaches may be effective at either promoting fairness or defending against training-time attacks in isolation, we show that the constraints of fairness and robustness can directly compete with one another when training a single global model, and that simultaneously optimizing for accuracy, fairness, and robustness requires careful consideration. For example, as we empirically demonstrate (Section 4), current fairness approaches can render FL systems highly susceptible to training time attacks from malicious devices. On the other hand, robust methods may filter out rare but informative updates, causing unfairness (Wang et al., 2020).

In this work, we investigate a simple, scalable technique to simultaneously improve accuracy, fairness, and robustness in federated learning. While addressing the competing constraints of FL may seem like an insurmountable problem, we identify that statistical heterogeneity (i.e., non-identically distributed data) is a root cause for tension between these constraints, and is key in paving a path forward. In particular, we suggest that methods for personalized FL—which model and adapt to the heterogeneity in federated settings by learning distinct models for each device—may provide inherent benefits in terms of fairness and robustness.

To explore this idea, we propose Ditto, a scalable federated multi-task learning framework. Ditto can be seen as a lightweight personalization add-on for standard global FL. It is applicable to both convex and non-convex objectives, and inherits similar privacy and efficiency properties as traditional FL. We evaluate Ditto on a suite of federated benchmarks and show that, surprisingly, this simple form of personalization can in fact deliver better accuracy, robustness, and fairness benefits than state-of-the-art, problem-specific objectives that consider these constraints separately.

We summarize our contributions below:

• We propose Ditto, a multi-task learning objective for federated learning that provides personalization while retaining similar efficiency and privacy benefits as traditional FL. We provide convergence guarantees for our
proposed Ditto solver, which incorporate common practices in cross-device federated learning such as limited device participation and local updating. Despite its simplicity, we show that Ditto can deliver similar or superior accuracy relative to other common methods for personalized federated learning.

- Next, we demonstrate that the benefits of Ditto go beyond accuracy—showing that the personalized objective can inherently offer robustness superior to that of common robust FL methods across a diverse set of data and model poisoning attacks. On average across all datasets and attacks, Ditto improves test accuracy by $\sim 6\%$ (absolute) over the strongest robust baseline.

- Similarly, we show that Ditto can naturally increase fairness—reducing variance of the test accuracy across devices by $\sim 10\%$ while maintaining similar or superior accuracy relative to state-of-the-art methods for fair FL.

- Finally, we highlight that Ditto is particularly useful for practical applications where we simultaneously care about multiple constraints (accuracy, fairness, and robustness). We motivate this through analysis on a toy example in Section 3, as well as experiments across a suite of federated datasets in Section 4.

2. Background & Related Work
Robustness and fairness are two broad areas of research that extend well beyond the application of federated learning. In this section we provide precise definitions of the notions of robustness/fairness considered in this work, and give an overview of prior work in robustness, fairness, and personalization in the context of federated learning.

**Robustness in Federated Learning.** Training-time attacks (including data poisoning and model poisoning) have been extensively studied in prior work (Biggio et al., 2012; Gu et al., 2017; Chen et al., 2017; Shafahi et al., 2018; Liu et al., 2018; Huang et al., 2020; Xie et al., 2020; Wang et al., 2020; Dumford & Scheirer, 2018; Huang et al., 2020). In federated settings, a number of strong attack methods have been explored, including scaling malicious model updates (Bagdasaryan et al., 2020), collaborative attacking (Sun et al., 2020), defense-aware attacks (Bhagoji et al., 2019; Fang et al., 2020), and adding edge-case adversarial training samples (Wang et al., 2020). Our work aims to investigate common attacks related to Byzantine robustness (Lamport et al., 2019), as formally described below.

**Definition 1 (Robustness).** We are conceptually interested in Byzantine robustness (Lamport et al., 2019), where the malicious devices can send arbitrary updates to the server to compromise training. To measure robustness, we assess the mean test performance on benign devices, i.e., we consider model $w_1$ to be more robust than $w_2$ to a specific attack if the mean test performance across the benign devices is higher for model $w_1$ than $w_2$ after training with the attack. We examine three widely-used attacks in our threat model:

- (A1) Label poisoning: Corrupted devices do not have access to the training APIs and training samples are poisoned with flipped (if binary) or uniformly random noisy labels (Bhagoji et al., 2019; Biggio et al., 2011).


- (A3) Model replacement: Malicious devices scale their adversarial updates to make them dominate the aggregate updates (Bagdasaryan et al., 2020).

While non-exhaustive, these attacks have been commonly studied in distributed and federated settings, and explore corruption at various points (the underlying data, labels, or model). In terms of defenses, robust aggregation is a common strategy to mitigate the effect of malicious updates (Blanchard et al., 2017; Pillutla et al., 2019; Sun et al., 2019; Li et al., 2019; He et al., 2020). Other defenses include gradient clipping (Sun et al., 2019) or normalization (Hu et al., 2020). While these strategies can improve robustness, they may also produce unfair models by filtering out informative updates, especially in heterogeneous settings (Wang et al., 2020). In our experiments (Section 4), we compare Ditto with several strong defenses (median, gradient clipping (Sun et al., 2019), Krum, Multi-Krum (Blanchard et al., 2017), gradient-norm based anomaly detector (Bagdasaryan et al., 2020), and a new defense proposed herein) and show that Ditto can improve both robustness and fairness compared with these methods.

**Fairness in Federated Learning.** Due to the heterogeneity of the data in federated networks, it is possible that the performance of a model will vary significantly across the devices. This concern, also known as representation disparity (Hashimoto et al., 2018), is a major challenge in FL, as it can potentially result in uneven outcomes for the devices. Following Li et al. (2020e), we provide a more formal definition of this fairness in the context of FL below:

**Definition 2 (Fairness).** We say that a model $w_1$ is more fair than $w_2$ if the test performance distribution of $w_1$ across the network is more uniform than that of $w_2$, i.e., $\text{std}\{F_k(w_1)\}_{k \in [K]} < \text{std}\{F_k(w_2)\}_{k \in [K]}$ where $F_k(\cdot)$ denotes the test loss on device $k \in [K]$, and $\text{std}\{\cdot\}$ denotes the standard deviation. In the presence of adversaries, we measure fairness only on benign devices.

We note that there exists a tension between variance and utility in the definition above; in general, a common goal is to lower the variance while maintaining a reasonable average performance (e.g., average test accuracy). To address
representation disparity, it is common to use minimax optimization (Mohri et al., 2019; Deng et al., 2020) or flexible sample reweighting approaches (Li et al., 2020e; 2021) to encourage a more uniform quality of service. In all cases, by up-weighting the importance of rare devices or data, fair methods may not be robust in that they can easily overfit to corrupted devices (see Section 4.3). The tension between fairness and robustness has been studied in previous works, though for different notions of fairness (equalized odds) or robustness (backdoor attacks) (Wang et al., 2020), or in centralized settings (Chang et al., 2020). Recently, Hu et al. (2020) proposed FedMGDA+, a method targeting fair and robust FL; however, this work combines classical fairness (minimax optimization) and robustness (gradient normalization) techniques, in contrast to the multi-task framework proposed herein, which we show can inherently provide benefits with respect to both constraints simultaneously.

**Personalized Federated Learning.** Given the variability of data in federated networks, personalization is a natural approach used to improve accuracy. Numerous works have proposed techniques for personalized federated learning. Smith et al. (2017) first explore personalized FL via a primal-dual MTL framework, which applies to convex settings. Personalized FL has also been explored through clustering (e.g., Ghosh et al., 2020; Sattler et al., 2020; Muhammad et al., 2020), finetuning/transfer learning (Zhao et al., 2018; Yu et al., 2020), meta-learning (Jiang et al., 2019; Chen et al., 2018; Khodak et al., 2019; Fallah et al., 2020; Li et al., 2020a; Singhal et al., 2021), and other forms of MTL, such as hard model parameter sharing (Agarwal et al., 2020; Liang et al., 2020) or the weighted combination method in Zhang et al. (2021). Our work differs from these approaches by simultaneously learning local and global models via a global-regularized MTL framework, which applies to non-convex ML objectives.

Similar in spirit to our approach are works that interpolate between global and local models (Mansour et al., 2020; Deng et al., 2021). However, as discussed in Deng et al. (2021), these approaches can effectively reduce to local minimizers without additional constraints. The most closely related works are those that regularize personalized models towards their average (Hanzely & Richtárik, 2020; Hanzely et al., 2020; Dinh et al., 2020), which can be seen as a form of classical mean-regularized MTL (Evgeniou & Pontil, 2004). Our objective is similarly inspired by mean-regularized MTL, although we regularize towards a global model rather than the average personalized model. As we discuss in Section 3, one advantage of this is that it allows for methods designed for the global federated learning problem (e.g., optimization methods, privacy/security mechanisms) to be easily re-used in our framework, with the benefit of additional personalization. We compare against a range of personalized methods empirically in Section 4.4, showing that Ditto achieves similar or superior performance across a number of common FL benchmarks.

Finally, a key contribution of our work is jointly exploring the robustness and fairness benefits of personalized FL. The benefits of personalization for fairness alone have been demonstrated empirically in prior work (Wang et al., 2019; Hao et al., 2020). Connections between personalization and robustness have also been explored in Yu et al. (2020), although the authors propose using personalization methods on top of robust mechanisms. Our work differs from these works by arguing that MTL itself offers inherent robustness and fairness benefits, and exploring the challenges that exist when attempting to satisfy both constraints simultaneously.

### 3. Ditto: Global-Regularized Federated Multi-Task Learning

In order to explore the possible fairness/robustness benefits of personalized FL, we first propose a simple and scalable framework for federated multi-task learning. As we will see, this lightweight personalization framework is amenable to analyses while also having strong empirical performance. We explain our proposed objective, Ditto, in Section 3.1 and then present a scalable algorithm to solve it in federated settings (Section 3.2). We provide convergence guarantees for our solver, and explain several practical benefits of our modular approach in terms of privacy and efficiency. Finally, in Section 3.3, we characterize the benefits of Ditto in terms of fairness and robustness on a class of linear problems. We empirically explore the fairness and robustness properties against state-of-the-art baselines in Section 4.

#### 3.1. Ditto Objective

Traditionally, federated learning objectives consider fitting a single global model, $w$, across all local data in the network. The aim is to solve:

$$
\min_w G(F_1(w), \ldots, F_K(w)),
$$

(3.1. Global Obj)

where $F_k(w)$ is the local objective for device $k$, and $G(\cdot)$ is a function that aggregates the local objectives $\{F_k(w)\}_{k \in [K]}$ from each device. For example, in FedAvg (McMahan et al., 2017), $G(\cdot)$ is typically set to be a weighted average of local losses, i.e., $\sum_{k=1}^K p_k F_k(w)$, where $p_k$ is a pre-defined non-negative weight such that $\sum_k p_k = 1$.

However, in general, each device may generate data $x_k$ via a distinct distribution $D_k$, i.e., $F_k(w) := \mathbb{E}_{x_k \sim D_k} [f_k(w; x_k)]$. To better account for this heterogeneity, it is common to consider techniques that learn personalized, device-specific models, $\{u_k\}_{k \in [K]}$ across the network. In this work we explore personalization through a simple framework for federated multi-task learning. We consider two ‘tasks’: the global objective (Global Obj), and the local objective:

$$
\min_{u_k} F_k(u_k),
$$

(3.1. Local Obj)
\(F_k(v_k),\) which aims to learn a model using only the data of device \(k.\) To relate these tasks, we incorporate a regularization term that encourages the personalized models to be close to the optimal global model. The resulting bi-level optimization problem for each device \(k \in [K]\) is given by:

\[
\min_{v_k} h_k(v_k; w^*) := F_k(v_k) + \frac{\lambda}{2} \|v_k - w^*\|^2 \tag{Ditto}
\]

s.t. \(w^* \in \arg\min_w G(F_1(w), \ldots, F_K(w)).\)

Here the hyperparameter \(\lambda\) controls the interpolation between local and global models. When \(\lambda\) is set to 0, Ditto is reduced to training local models; as \(\lambda\) grows large, it recovers global model objective (Global Obj) \((\lambda \to +\infty).\)

### Intuition for Fairness/Robustness Benefits

In addition to improving accuracy via personalization, we argue that Ditto can offer fairness and robustness benefits. To reason about this, consider a simple case where data are homogeneous across devices. Without adversaries, learning a single global model is optimal for generalization. However, in the presence of adversaries, learning globally might introduce corruption, while learning local models may not generalize well due to limited sample size. Ditto with an appropriate value of \(\lambda\) offers a tradeoff between these two extremes: the smaller \(\lambda,\) the more the personalized models \(v_k\) can deviate from the (corrupted) global model \(w,\) potentially providing robustness at the expense of generalization. In the heterogeneous case (which can lead to issues of unfairness as described in Section 2), a finite \(\lambda\) exists to offer robustness and fairness jointly. We explore these ideas more rigorously in Section 3.3 by analyzing the tradeoffs between accuracy, fairness, and robustness in terms of \(\lambda\) for a class of linear regression problems, and demonstrate fairness/robustness benefits of Ditto empirically in Section 4.

### Other Personalization Schemes

As discussed in Section 2, personalization is a widely-studied topic in FL. Our intuition in Ditto is that personalization, by reducing reliance on the global model, can reduce representation disparity (i.e., unfairness) and potentially improve robustness. It is possible that other personalization techniques beyond Ditto offer similar benefits: We provide some initial, encouraging results on this in Section 4.4. However, we specifically explore Ditto due to its simple nature, scalability, and strong empirical performance. Ditto is closely related to works that regularize personalized models towards their average (Hanzely & Richtárik, 2020; Hanzely et al., 2020; Dinh et al., 2020), similar to classical mean-regularized MTL (Evgeniou & Pontil, 2004). Ditto differs by regularizing towards a global model rather than the average personalized model. We find that this provides benefits in terms of analysis (Section 3.3), as we can easily reason about Ditto relative to the global \((\lambda \to \infty)\) vs. local \((\lambda \to 0)\) baselines: empirically, in terms of accuracy, fairness, and robustness (Section 4); and practically, in terms of the modularity it affords our corresponding solver (Section 3.2).

### Other Regularizers

To encourage the personalized models \(v_k\) to be close to the optimal global model \(w^*,\) there are choices beyond the \(L_2\) norm that could be considered, e.g., using a Bregman divergence-based regularizer or reshaping the \(L_2\) ball using the Fisher information matrix. Under the logistic loss (used in our experiments), the Bregman divergence will reduce to KL divergence, and its second-order Taylor expansion will result in an \(L_2\) ball reshaped with the Fisher information matrix. Such regularizers are studied in other related contexts like continual learning (Kirkpatrick et al., 2017; Schwarz et al., 2018), multi-task learning (Yu et al., 2020), or finetuning for language models (Jiang et al., 2020). However, in our experiments (Section 4.4), we find that incorporating approximate empirical Fisher information (Yu et al., 2020; Kirkpatrick et al., 2017) or symmetrized KL divergence (Jiang et al., 2020) does not improve the performance over the simple \(L_2\) regularized objective, while adding non-trivial computational overhead.

### Remark (Relation to FedProx)

We note that the \(L_2\) term in Ditto bears resemblance to FedProx, a method which was developed to address heterogeneity in federated optimization (Li et al., 2020d). However, Ditto fundamentally differs from FedProx in that the goal is to learn personalized models \(v_k,\) while FedProx produces a single global model \(w.\) For instance, when the regularization hyperparameter is zero, Ditto reduces to learning separate local models, whereas FedProx would reduce to FedAvg. In fact, Ditto is significantly more general than FedProx in that FedProx could be used as the global model solver in Ditto to optimize \(G(\cdot).\) As discussed above, other regularizers beyond the \(L_2\) norm may also be used in practice.

### 3.2. Ditto Solver

To solve Ditto, we propose jointly solving for the global model \(w^*\) and personalized models \(\{v_k\}_{k \in [K]}\) in an alternating fashion, as summarized in Algorithm 1. Optimization proceeds in two phases: (i) updates to the global model, \(w^*,\) are computed across the network, and then (ii) the personalized models \(v_k\) are fit on each local device. The process of optimizing \(w^*\) is exactly the same as optimizing for any objective \(G(\cdot)\) in federated settings: If we use iterative solvers, then at each communication round, each selected device can solve the local subproblem of \(G(\cdot)\) approximately (Line 5). For personalization, device \(k\) solves the global-regularized local objective \(\min_{v_k} h_k(v_k; w^*)\) inexact/round (Line 6). Due to this alternating scheme, our solver can scale well to large networks, as it does not introduce addi-
We note that optimizing the global model \( w^t \) does not depend on any personalized models \( \{v_k\}_{k \in [K]} \). Therefore, \( w \) enjoys the same global convergence rates with the solver we use for \( G \). Under this observation, we present the local convergence of Algorithm 1.

**Theorem 1** (Local Convergence of Alg. 1: formal statement and proof in Theorem 10). Assume for \( k \in [K] \), \( F_k \) is strongly convex and smooth, under common assumptions, if \( w^t \) converges to \( w^* \) with rate \( g(t) \), then there exists a constant \( C<\infty \) such that for \( \lambda \in \mathbb{R} \), and for \( k \in [K] \), \( v_k^t \) converges to \( v_k^* := \arg\min_{v_k} h_k(v_k; w^*) \) with rate \( Cg(t) \). Using Theorem 1, we can directly plug in previous convergence analyses for any \( G(\cdot) \). For instance, when the global objective and its solver are those of FedAvg, we can obtain an \( O(1/t) \) convergence rate for \( \text{Ditto} \) under suitable conditions (Corollary 1). We provide a full theorem statement and proof of convergence in Appendix B.

### 3.3. Analyzing the Fairness/Robustness Benefits of \textit{Ditto} in Simplified Settings

In this section, we more rigorously explore the fairness/robustness benefits of \textit{Ditto} on a class of linear problems.

**Modularity of \textit{Ditto}.** From the \textit{Ditto} objective and Alg 1, we see that a key advantage of \textit{Ditto} is its modularity, i.e., that we can readily use prior art developed for the \textbf{Global Obj} along with the personalization add-on of \( h_k(v_k; w^*) \), as highlighted in red. This has several benefits:

- **Optimization:** It is possible to plug in other methods beyond FedAvg (e.g., \cite{li2020personalized, karimireddy2020federated, reddi2021federated}) in Algorithm 1 to update the global model, and inherit the convergence benefits, if any (we make this more precise in Theorem 1).

- **Privacy:** \textit{Ditto} communicates the same information over the network as typical FL solvers for the global objective, thus preserving whatever privacy or communication benefits exist for the global objective and its respective solver. This is different from most other personalization methods where global model updates depend on local parameters, which may raise privacy concerns (\cite{London2020}).

- **Robustness:** Beyond the inherent robustness benefits of personalization, robust global benefits can be used with \textit{Ditto} to further improve performance (see Section 4.4).

In particular, while not the main focus of our work, we note that \textit{Ditto} may offer a better privacy-utility tradeoff than training a global model. For instance, when training \textit{Ditto}, if we fix the number of communication rounds and add the same amount of noise per round to satisfy differential privacy, \textit{Ditto} consumes exactly the same privacy budget as normal global training, while yielding higher accuracy via personalization (Section 4). Similar benefits have been studied, e.g., via finetuning strategies (\cite{Yu2020}).
We see that we first derive the Bayes estimator (which will be the most
accurate and robust) for the real model distribution by observing a finite number of training points. Then, we show that by solving Ditto, we are able to recover the Bayes estimator with a proper \( \lambda^* \) (with the knowledge of \( \tau \)). In addition, the same \( \lambda^* \) results in the most fair solution among the set of solutions of Ditto parameterized by \( \lambda \). This shows that Ditto with a proper choice of \( \lambda \) is Bayes optimal for this particular problem instance. In general, in Theorem 8 (appendix), we prove that
\[
\lambda^* = \frac{\sigma^2}{n} \frac{K}{\tau^2 + \frac{n}{K} \left( \tau^2_a - \tau^2 \right)}
\]
We see that \( \lambda^* \) decreases when (i) there are more local samples \( n \), (ii) the devices are less related (larger \( \tau \)), or (iii) the attacks are stronger (larger number of attackers, \( K_a \), and more powerful adversaries, \( \tau_a \)). Related theorems (Theorem 6-9) are presented in Appendix A.3.

In Figure 1, we plot average test error, fairness (standard deviation shown as error bars), and robustness (test error in the adversarial case) across a set of \( \lambda \)'s for both clean and adversarial cases. We see that in the solution space of Ditto, there exists a specific \( \lambda \) which minimizes the average test error and standard deviation across all devices at the same time, which is equal to the optimal \( \lambda^* \) given by our theory. Figure 2 shows (i) Ditto with \( \lambda^* \) is superior than learning local or global models, and (ii) \( \lambda^* \) should increase as the relatedness between devices (1/\( \tau \)) increases.

\[\text{Figure 1. Empirically, the } \lambda^* \text{ given by Theorem 6-9 results in the most accurate, fair, and robust solution within Ditto's solution space. } \lambda^* \text{ is also optimal in terms of accuracy and robustness among any possible federated estimation algorithms.}\]

\[\text{Figure 2. Impact of data relatedness across all devices. When } 1/\tau \text{ is small (less related), local outperforms global; when } 1/\tau \text{ is large (more related), global is better than local. Ditto(} \lambda^* \text{) achieves the lowest test error and variance (measured across benign devices).}\]

**Linear Regression.** All results discussed above can be generalized to establish the optimality of Ditto on a class of linear regression problems (with additional assumptions on feature covariance). We defer readers to Appendix A.2 for full statements and proofs. While our analyses here are limited to a simplified set of attacks and problem settings, we build on this intuition in Section 4—empirically demonstrating the accuracy, robustness, and fairness benefits of Ditto using both convex and non-convex models, across a range of federated learning benchmarks, and under a diverse set of attacks.

4. **Experiments.**

In this section, we first demonstrate that Ditto can inherently offer similar or superior robustness relative to strong robust baselines (Section 4.1). We then show it results more fair performance than recent fair methods (Section 4.2). Ditto is particularly well-suited for mitigating the tension between these constraints and achieving both fairness and robustness simultaneously (Section 4.3). We explore additional beneficial properties of Ditto in Section 4.4.

**Setup.** For all experiments, we measure robustness via test accuracy, and fairness via test accuracy variance (or standard deviation), both across benign devices (see Def. 1, 2). We use datasets from common FL benchmarks (Caldas...
We pick corruption levels until a point where there is a significant performance drop when training a global model. We apply three attacks to corrupt a random subset of devices. Following our threat model described in Definition 1, we let each select \(\lambda\) locally based on its local validation data. We further assume the devices can make a binary decision on whether the attack is strong or not. For devices with very few validation samples (less than 4), we use a fixed small \(\lambda\) (\(\lambda=0.1\)) for strong attacks, and use a fixed relatively large \(\lambda\) (\(\lambda=1\)) for all other attacks. For devices with more than 5 validation data points, we let each select \(\lambda\) from \(\{0.05, 0.1, 0.2\}\) for strong attacks, and select \(\lambda\) from \(\{0.1, 1, 2\}\) for all other attacks. See Appendix D.2 for details. More advanced tuning methods are left for future work. Our code, data, and experiments are publicly available at github.com/litian96/ditto.

### 4.1. Robustness of Ditto

Following our threat model described in Definition 1, we apply three attacks to corrupt a random subset of devices. We pick corruption levels until a point where there is a significant performance drop when training a global model. We compare robustness (Def. 1) of Ditto with various defense baselines, presenting the results of three strongest defenses in Figure 3. Execution details and full results are reported in Appendix D.4. As shown in Figure 3, Ditto achieves the highest accuracy under most attacks, particularly those with a large fraction of malicious devices. On average across all datasets and attacks, Ditto results in \(~6\%\) absolute accuracy improvement compared with the strongest robust baseline (Appendix D.4). In scenarios where a robust baseline outperforms Ditto, we have also found that replacing the global objective and its solver (FedAvg) with a robust version (e.g., using robust aggregators) can further improve Ditto, yielding superior performance (Section 4.4).

### 4.2. Fairness of Ditto

To explore the fairness of Ditto, we compare against TERM (Li et al., 2021) as a baseline. It is an improved version of the \(q\)-FFL (Li et al., 2020e) objective, which has been recently proposed for fair federated learning. TERM also recovers AFL (Mohri et al., 2019), another fair FL objective, as a special case. TERM uses a parameter \(t\) to offer flexible tradeoffs between fairness and accuracy. In Table 1, we compare the proposed objective with global, local, and fair methods (TERM) in terms of test accuracies and standard deviation. When the corruption level is high, ‘global’ or ‘fair’ will even fail to converge. Ditto results in more accurate and fair solutions both with and without attacks. On average across all datasets, Ditto reduces variance across devices by \(~10\%\) while improving absolute test accuracy by \(~5\%\) compared with TERM (on clean data).

### 4.3. Addressing Competing Constraints

In this section, we examine the competing constraints between robustness and fairness. When training a single global model, fair methods aim to encourage a more uniform performance distribution, but may be highly susceptible to training-time attacks in statistically heterogeneous environments. We investigate the test accuracy on benign devices when learning global, local, and fair models. In the TERM objective, we set \(t = 1, 2, 5\) to achieve different levels of fairness (the higher, the fairer). We perform the data poisoning attack (A1 in Def. 1). The results are plotted in Figure 4. As the corruption level increases, we see that fitting a global model becomes less robust. Using fair methods will be more susceptible to attacks. When \(t\) gets larger, the test accuracy gets lower, an indication that the fair method is overfitting to the corrupted devices relative to the global baseline.

Next, we apply various strong robust methods under the same attack, and explore the robustness/accuracy and fairness performance. The robust approaches include: Krum, multi-Krum (Blanchard et al., 2017), taking the coordinate-wise median of gradients (‘median’), gradient clipping (‘clipping’), filtering out the gradients with largest norms (‘\(k\)-norm’), and taking the gradient of the \(k\)-th largest loss

---

**Figure 3.** Robustness, i.e., average test accuracy on benign devices (Definition 1), on Fashion MNIST and FEMNIST. We compare Ditto with learning a global model and three strong defense mechanisms (see Appendix D for results on all defense baselines), and find that Ditto is the most robust under almost all attacks.
Table 1. **Average (standard deviation)** test accuracy to benchmark performance and fairness (Definition 2) on Fashion MNIST and FEMNIST. Ditto is either (i) more fair compared with the baselines of training a global model, or (ii) more accurate than the fair baseline under a set of attacks. We bold the method with highest average minus standard deviation across all methods.

<table>
<thead>
<tr>
<th>Fashion</th>
<th>Methods</th>
<th>A1 (ratio of adversaries)</th>
<th>A2 (ratio of adversaries)</th>
<th>A3 (ratio of adversaries)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>clean</td>
<td>20% 50% 80%</td>
<td>20% 50% 80%</td>
<td>10% 20% 50%</td>
</tr>
<tr>
<td>global</td>
<td>.911 (.08)</td>
<td>.897 (.08) .855 (.10)</td>
<td>.753 (.13)</td>
<td>.900 (.08) .882 (.09) .857 (.10) .753 (.10) .551 (.13) .275 (.12)</td>
</tr>
<tr>
<td>local</td>
<td>.876 (.10)</td>
<td>.874 (.10) .876 (.11)</td>
<td>.879 (.10)</td>
<td>.874 (.10) .876 (.11) .879 (.10) .877 (.10) .874 (.10) .876 (.11)</td>
</tr>
<tr>
<td>fair (TERM, t=1)</td>
<td>.909 (.07) .751 (.12) .637 (.13) .547 (.11)</td>
<td>.731 (.13) .637 (.14) .635 (.14) .653 (.13) .601 (.12) .131 (.16)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ditto</td>
<td>.943 (.06)</td>
<td>.944 (.07) .937 (.07) .907 (.10)</td>
<td>.938 (.07) .930 (.08) .913 (.09)</td>
<td>.921 (.09) .902 (.09) .873 (.11)</td>
</tr>
</tbody>
</table>

**FEMNIST**

<table>
<thead>
<tr>
<th>Methods</th>
<th>A1 (ratio of adversaries)</th>
<th>A2 (ratio of adversaries)</th>
<th>A3 (ratio of adversaries)</th>
</tr>
</thead>
<tbody>
<tr>
<td>clean</td>
<td>20% 50% 80%</td>
<td>20% 50% 80%</td>
<td>10% 20% 50%</td>
</tr>
<tr>
<td>global</td>
<td>.804 (.11)</td>
<td>.773 (.11) .727 (.12)</td>
<td>.574 (.15)</td>
</tr>
<tr>
<td>local</td>
<td>.628 (.15)</td>
<td>.620 (.14) .627 (.14)</td>
<td>.607 (.14)</td>
</tr>
<tr>
<td>fair (TERM, t=1)</td>
<td>.809 (.11)</td>
<td>.636 (.15) .562 (.13)</td>
<td>.478 (.12)</td>
</tr>
<tr>
<td>Ditto</td>
<td>.834 (.09)</td>
<td>.802 (.10) .762 (.11) .672 (.13)</td>
<td>.801 (.09) .700 (.15) .675 (.14)</td>
</tr>
</tbody>
</table>

**Figure 4.** Fair methods can overfit to corrupted devices (possibly with large training losses) by imposing more weights on them, thus being particularly susceptible to attacks.

**Figure 5.** Compared with learning a global model, robust baselines (i.e., the methods listed in the figure excluding ‘global’ and ‘Ditto’) are either robust but not fair (with higher accuracy, larger variance), or not even robust (with lower accuracy). Ditto lies at the lower right corner, which is our preferred region.

where $k$ is the number of malicious devices (‘k-loss’). For Krum, multi-Krum, $k$-norm, and $k$-loss, we assume that the server knows the expected number of malicious devices that are selected each round, and can set $k$ accordingly for $k$-norm and $k$-loss. From Figure 5, we see that robust baselines are either (i) more robust than global but less fair, or (ii) fail to provide robustness due to heterogeneity. Ditto is more robust, accurate, and fair.

4.4. **Additional Properties of Ditto**

**Personalization.** We additionally explore the performance of other personalized FL methods in terms of accuracy and fairness, on both clean and adversarial cases. In particular, we consider objectives that (i) regularize with the average (L2SGD (Hanzely & Richtárik, 2020)) or the learnt device relationship matrix (MOCHA (Smith et al., 2017)), (ii) encourage closeness to the global model in terms of some specific function behavior (EWC (Kirkpatrick et al., 2017; Yu et al., 2020) and Symmetrized KL (SKL)), (iii) interpolate between local and global models (APFL (Deng et al., 2021) and mapper (Mansour et al., 2020)), and (iv) have been motivated by meta-learning (Per-FedAvg (HF) (Fallah et al., 2020)). We provide a detailed description in Appendix C.

We compare Ditto with the above alternatives, using the same learning rate tuned on FedAvg on clean data for all methods except Per-FedAvg, which requires additional tuning to prevent divergence. For finetuning methods (EWC and SKL), we finetune on each local device for 50 epochs starting from the converged global model. We report results of baseline methods using their best hyperparameters. Despite Ditto’s simplicity, in Table 2 below, we see that Ditto achieves similar or superior test accuracy with slightly lower standard deviation compared with these recent personalization methods.

We also evaluate the performance of MOCHA with a convex SVM model in Table 7 in the appendix. MOCHA is more robust and fair than most baselines, which is in line with our reasoning that personalization can provide benefits for these constraints. Further understanding the robustness/fairness benefits of other personalized approaches would be an interesting direction of future work.
Table 2. Ditto is competitive with or outperforms other recent personalization methods. We report the average (standard deviation) of test accuracies across all devices to capture performance and fairness (Definition 2), respectively.

<table>
<thead>
<tr>
<th></th>
<th>Clean</th>
<th>50% Adversaries (A1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methods</td>
<td>FEMNIST</td>
<td>CelebA</td>
</tr>
<tr>
<td>global</td>
<td>.804 (.11)</td>
<td>.911 (.19)</td>
</tr>
<tr>
<td>local</td>
<td>.628 (.15)</td>
<td>.692 (.27)</td>
</tr>
<tr>
<td>plain finetuning</td>
<td>.815 (.09)</td>
<td>.912 (.18)</td>
</tr>
<tr>
<td>L2SGD</td>
<td>.817 (.10)</td>
<td>.899 (.18)</td>
</tr>
<tr>
<td>EWC</td>
<td>.810 (.11)</td>
<td>.910 (.18)</td>
</tr>
<tr>
<td>SKL</td>
<td>.820 (.10)</td>
<td>.915 (.16)</td>
</tr>
<tr>
<td>Per-FedAvg (HF)</td>
<td>.827 (.09)</td>
<td>.907 (.17)</td>
</tr>
<tr>
<td>mapper</td>
<td>.792 (.12)</td>
<td>.773 (.25)</td>
</tr>
<tr>
<td>APFL</td>
<td>.811 (.11)</td>
<td>.911 (.17)</td>
</tr>
<tr>
<td>Ditto</td>
<td><strong>.836 (.10)</strong></td>
<td><strong>.914 (.18)</strong></td>
</tr>
</tbody>
</table>

Augmenting with Robust Baselines. Ditto allows the flexibility of learning robust $w^*$ leveraging any previous robust aggregation techniques, which could further improve the performance of personalized models. For instance, in the aggregation step at the server side (Line 7 in Algorithm 1), instead of simply averaging the global model updates as in FedAvg, we can aggregate them via multi-Krum, or after gradient clipping. As is shown in Table 3, Ditto combined with clipping yields improvements compared with vanilla Ditto. We present full results on different datasets trying varying robust methods in Table 6 in the appendix.

Table 3. Augmenting Ditto with robust baselines can further improve performance.

<table>
<thead>
<tr>
<th></th>
<th>A1</th>
<th>A2</th>
<th>A3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methods</td>
<td>20%</td>
<td>80%</td>
<td>20%</td>
</tr>
<tr>
<td>global</td>
<td>.773</td>
<td>.574</td>
<td>.774</td>
</tr>
<tr>
<td>clipping</td>
<td>.791</td>
<td>.408</td>
<td>.791</td>
</tr>
<tr>
<td>Ditto</td>
<td>.803</td>
<td><strong>.669</strong></td>
<td>.792</td>
</tr>
<tr>
<td>Ditto + clipping</td>
<td><strong>.810</strong></td>
<td>.645</td>
<td><strong>.808</strong></td>
</tr>
</tbody>
</table>

Comparing Two Solvers. As mentioned in Section 3.2, another way to solve Ditto is to finetune on $\min_{w^*} h_k(v_k; w^*)$ for each $k \in [K]$ after obtaining $w^*$. We examine the performance of two solvers under the model replacement attack (A3) with 20% adversaries. In realistic federated networks, it may be challenging to determine how many iterations to finetune for, particularly over a heterogeneous network of devices. To obtain the best performance of finetuning, we solve $\min_{w^*} h_k(v_k; w^*)$ on each device by running different iterations of mini-batch SGD and pick the best one. As shown in Figure 6, the finetuning solver improves the performance compared with learning a global model, while Ditto combined with joint optimization performs the best. One can also perform finetuning after early stopping; however, it is essentially solving a different objective and it is difficult to determine the stopping criteria. We discuss this in more detail in Appendix D.1.

5. Conclusion and Future Work

We propose Ditto, a simple MTL framework, to address the competing constraints of accuracy, fairness, and robustness in federated learning. Ditto can be thought of as a lightweight personalization add-on for any global federated objective, which maintains the privacy and communication efficiency of the global solver. We theoretically analyze the ability of Ditto to mitigate the tension between fairness and robustness on a class of linear problems. Our empirical results demonstrate that Ditto can result in both more robust and fairer models compared with strong baselines across a diverse set of attacks. Our work suggests several interesting directions of future study, such as exploring the applicability of Ditto to other attacks such as backdoor attacks (e.g., Sun et al., 2019); understanding the fairness/robustness properties of other personalized methods; and considering additional constraints, such as privacy.
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