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Abstract

Warning: this paper contains model outputs that may be offensive or upsetting.

As machine learning methods are deployed in real-world settings such as healthcare, legal systems, and social science, it is crucial to recognize how they shape social biases and stereotypes in these sensitive decision-making processes. Among such real-world deployments are large-scale pretrained language models (LMs) that can be potentially dangerous in manifesting undesirable representational biases - harmful biases resulting from stereotyping that propagate negative generalizations involving gender, race, religion, and other social constructs. As a step towards improving the fairness of LMs, we carefully define several sources of representational biases before proposing new benchmarks and metrics to measure them. With these tools, we propose steps towards mitigating social biases during text generation. Our empirical results and human evaluation demonstrate effectiveness in mitigating bias while retaining crucial contextual information for high-fidelity text generation, thereby pushing forward the performance-fairness Pareto frontier.

1. Introduction

Machine learning tools for processing large datasets are increasingly deployed in real-world scenarios such as healthcare (Velupillai et al., 2018), legal systems (Dale, 2019), and computational social science (Bamman et al., 2016). However, recent work has shown that discriminative models including pretrained word and sentence embeddings reflect and propagate social biases present in training corpora (Bolukbasi et al., 2016; Caliskan et al., 2017; Lauscher and Glavaš, 2019; Swinger et al., 2019). Further usages of such approaches can amplify biases and unfairly discriminate against users, particularly those from disadvantaged social groups (Barocas and Selbst, 2016; Sun et al., 2019; Zhao et al., 2017). More recently, language models (LMs) are increasingly used in real-world applications such as text generation (Radford et al., 2019), dialog systems (Zhang et al., 2020), recommendation systems (Shakespeare et al., 2020), and search engines (Baeza-Yates, 2016; Otterbacher et al., 2018). As a result, it becomes necessary to recognize how they potentially shape social biases and stereotypes.

In this paper, we aim to provide a more formal understanding of social biases in LMs. In particular, we focus on representational biases, which, following the taxonomy in Blodgett et al. (2020), are harmful biases resulting from stereotyping that propagate negative generalizations about particular social groups, as well as differences in system performance for different social groups, text that misrepresents the distribution of different social groups in the population, or language that is denigrating to particular social groups. A better understanding of these biases in text generation would subsequently allow us to design targeted methods to mitigate them. We begin by summarizing three inherent difficulties in defining and measuring biases during text generation:

P1 Granularity: In prior work studying biases in embeddings, social biases are measured using a set of association tests between predefined social constructs (e.g., gender and racial terms) and social professions (e.g., occupations, academic fields). While it suffices to measure such associations over a set of tests for discriminative purposes, the study of biases in text generation can be more nuanced - biases can potentially arise during the generation of any token (Nadeem et al., 2020), as well as from a more holistic, global interpretation of the generated sentence (Sheng et al., 2019).

P2 Context: In addition to ensuring that generated content is unbiased, one must also make sure to respect the context. Consider the sentence “The man performing surgery on a [blank]”. While we want a fair LM that assigns equal probability to \( w = \text{doctor} \) than \( w = \text{nurse} \) regardless of the gender described in the context, the LM should also preserve context associations between surgery and doctor.

P3 Diversity: Generated content should be unbiased across a diverse distribution of real-world contexts, which calls for stringent large-scale evaluation benchmarks and metrics.

Our first contribution is therefore to disentangle two sources of representational biases that may arise during language
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modeling: fine-grained local biases and high-level global biases (see Figure 1). Fine-grained local biases represent predictions generated at a particular time step that reflect undesirable associations with the context. For example, an LM that assigns a higher likelihood to the final token in “he worked as a [doctor]” than “she worked as a [doctor]”. High-level global biases result from representational differences across entire generated sentences spanning multiple phrases. For example, an LM that generates “the gay person was known for [his love of dancing, but he also did drugs]” (example from (Sheng et al., 2019)). We first formally define these two sources of biases (addressing P1) and ways to separate them from desirable context associations (addressing P2). With this in mind, we propose diverse benchmarks and metrics that test for both sources of bias (addressing P3). Using these new formulations, we empirically validate the existence of biases in pretrained LMs.

As a step towards mitigating bias in LMs, our second contribution is a new method called AUTOREGRESSIVE INLP (A-INLP) that is able to perform post-hoc debiasing of large pretrained LMs. The key to our approach lies in dynamically finding bias-sensitive tokens rather than relying on a predefined set of bias-sensitive words that are common in existing literature (Bolukbasi et al., 2016). While a predefined set may work for studying word embeddings, LMs must handle many possible diverse contexts and generated outputs. We present a way to expand beyond a set of tokens using the geometry of embeddings and a bias classifier that generalizes to new contexts. Using these techniques in A-INLP shows effectiveness in mitigating bias over diverse input contexts and possible generation candidates through a set of experiments studying biases resulting from gender and religion. We also perform in-depth analysis into the various design decisions in measuring, detecting, and mitigating biases which we hope will inspire work towards automatically identifying sensitive tokens for fairer NLP.

2. Related Work

Social biases in text generation: Recent work has focused on defining and evaluating social bias (Nadeem et al., 2020; Sheng et al., 2019) as well as other notions of human-aligned values such as ethics (Hendrycks et al., 2021), social bias implications (Sap et al., 2020), and toxic speech (Gehman et al., 2020) in generated text. Our approach aims to supplement existing work by disentangling sources of bias and designing new target methods to mitigate them. We also evaluate our method on the benchmarks proposed in Nadeem et al. (2020) and Sheng et al. (2019). Existing approaches towards mitigating biases in generation currently require retraining the models through adversarial trigger prompts (Sheng et al., 2020), data augmentation or collection (Dinan et al., 2020), and different objective functions (Qian et al., 2019; Huang et al., 2020). These approaches have also been applied to image captioning (Hendricks et al., 2018), image retrieval (Otterbacher, 2018), and dialog (Liu et al., 2020). However, these approaches are not scalable to large pretrained LMs (Radford et al., 2019) which are trained on massive amounts of text data over hundreds of machines for several weeks. As a result, it is difficult to retrain a new LM whenever a new source of bias is uncovered from data. Therefore, we focus on efficient post-processing approaches to mitigate bias without retraining.

Social biases in text embeddings: A closely related line of work lies in measuring and mitigating biases in embedding spaces. For example, word embeddings are shown to reflect and propagate social biases in the form of undesirable associations that reinforce negative stereotypes about particular social groups (Lauscher and Glavaš, 2019; Caliskan et al., 2017; Bolukbasi et al., 2016). Corresponding methods for debiasing these embeddings for both binary (Bolukbasi et al., 2016; Zhao et al., 2018) and multiclass (Manzini et al., 2019) attributes across gender, race, and religion have been devised. Recent work has also extended this analysis towards measuring (Tan and Celis, 2019; Guo and Caliskan, 2020; Kurita et al., 2019) and mitigating (Liang et al., 2020; Ravfogel et al., 2020) bias in contextual embeddings such as ELMo (Peters et al., 2018), BERT (Devlin et al., 2019), and GPT (Radford et al., 2019) encoders. Many of these approaches involve extending the Word Embedding Association Test (WEAT) (Caliskan et al., 2017) metric to the sentences (SEAT) using context templates (May et al., 2019).
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Table 1. We summarize the benchmarks and metrics to measure local and global biases as well as LM performance during text generation. Diverse contexts found in naturally occurring text corpora test for both bias and context associations in rich real-world scenarios.

<table>
<thead>
<tr>
<th>Source</th>
<th>Example</th>
<th>Data Collection</th>
<th>Evaluation metric</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local bias</td>
<td><strong>He worked as a [doctor].</strong> &lt;br&gt;She worked as a [nurse].<strong>&lt;br&gt;The man performing surgery is a [doctor].&lt;br&gt;The woman performing surgery is a [nurse].</strong></td>
<td>Templates (Sheng et al., 2019) + Diverse text corpora</td>
<td>$\text{KL}(p_\theta(w_t</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\text{H}^2(p_\theta(w_t</td>
</tr>
<tr>
<td>Global bias</td>
<td><strong>He was known for [being strong and assertive].</strong>&lt;br&gt;She was known for [being quiet and shy].**</td>
<td>Regard dataset (Sheng et al., 2019) + Diverse text corpora</td>
<td>$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Human evaluation</td>
</tr>
<tr>
<td>Performance</td>
<td><strong>The jew worked as an enterprising [businessman].</strong>&lt;br&gt;The christian was regarded as an international hero who [saved a million lives in the 1940s.]**</td>
<td>Diverse text corpora</td>
<td>$p_\theta(w^*</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\text{KL}(p_\theta(w_t</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\text{H}^2(p_\theta(w_t</td>
</tr>
</tbody>
</table>

**Beyond representational biases:** Several other sources of bias have also been shown to exist in machine learning models, such as allocational harms that arise when an automated system allocates resources (e.g., credit) or opportunities (e.g., jobs) unfairly to different social groups (Barocas et al., 2017), and questionable correlations between system behavior and features associated with particular social groups (Cho et al., 2019). These are also important perspectives of bias that we leave as future work. We refer the reader to Blodgett et al. (2020) for a detailed taxonomy of the existing literature in analyzing social biases in NLP.

### 3. Defining Sources of Biases in LMs

We begin with a standard definition of language modeling: given some context $c$ and a target vocabulary $V$ consisting of a discrete set of word tokens, a model $p_\theta$ with parameters $\theta$ aims to predict a distribution over the next candidates $V$ over multiple time steps until a maximum step $T$ is reached:

$$p_\theta(w_t|c_{t-1}) = p_\theta(w_t|w_0, w_1, ..., w_{t-1}) \forall t \leq T. \quad (1)$$

In practice, $p_\theta(w_t|c_{t-1})$ is implemented via two functions: an embedding function $e$ over the vocabulary $V$ (either pretrained word embeddings or trainable embeddings), and an encoding function $f$ over the context $c_{t-1}$ (e.g., an RNN (Rumelhart et al., 1985) or Transformer (Vaswani et al., 2017)). The probability of a given next token $w_t$ is then equivalent to a softmax over distances between the token embedding $e(w_t)$ and context embedding $f(c_{t-1})$:

$$p_\theta(w_t|w_1, w_2, ..., w_{t-1}) = \frac{\exp(e(w_t)^\top f(c_{t-1}))}{\sum_{w \in V} \exp(e(w)^\top f(c_{t-1}))}. \quad (2)$$

When using a Transformer LM such as GPT-2, one can define the encoded context $f(c_{t-1})$ to consist of the key-value pairs from the past, i.e., $f(c_{t-1}) = [(K_{t-1}^{(1)}, V_{t-1}^{(1)}), ..., (K_{t-1}^{(l)}, V_{t-1}^{(l)})]$ where $(K_{t-1}^{(i)}, V_{t-1}^{(i)})$ corresponds to the key-value pairs from the $i$-th Transformer layer generated from time steps $0$ to $t-1$ (see Dathathri et al., 2019 for more details). We use $p_\theta^0$ to denote the original pretrained LM.

As a step towards defining bias in text generation, we first disentangle fine-grained local and high-level global sources of representational bias before designing a new benchmark and metrics for measuring these biases. We focus our exposition on the biases across binary gender\(^1\) groups but our approach easily generalizes to multiclass social groups.

#### 3.1. Fine-grained Local Biases

Fine-grained local biases represent predictions generated at a particular time step that reflect undesirable associations with the context. For example, an LM that assigns a higher likelihood to the final token in “he worked as a [doctor]” than “she worked as a [doctor]”.

Formally, consider the generation of word $w_t$ given a context $c_{t-1}$ describing the first social group (e.g., male individual). Change the context to $c_{t-1}$ such that it describes the second social group (e.g., female individual), and vice-versa. This can be done via simple word replacement from a predefined set of gender pairs (Bolukbasi et al., 2016). A model’s generation at time $t$ is said to be locally biased if:

$$p_\theta(w_t|c_{t-1}) \neq p_\theta(w_t|c_{t-1}). \quad (3)$$

In other words, if the distribution over the next tokens differs significantly given a counterfactual edit in the context with respect to the gendered term. To measure local biases across the vocabulary, we use a suitable $f$-divergence between the probability distributions predicted by the LM conditioned on both counterfactual contexts:

$$D_f(p_\theta(w_t|c_{t-1}^{(1)}), p_\theta(w_t|c_{t-1}^{(2)})) \quad (4)$$

Since the probability of a specific token $w_t$ is directly proportional to the cosine distance between that token’s embedding $e(w_t)$ and the context embedding $f(c_{t-1})$ (by equation 2), computing the $f$-divergence has a nice interpretation of summarizing the difference in pairwise distances between all

\(^1\)We recognize that gender is non-binary and there are many ethical principles in the design, evaluation, and reporting of results in studying gender as a variable in NLP (Larson, 2017).
tokens and both contexts, weighted by the likelihood of that token. This further generalizes WEAT (Caliskan et al., 2017) or SEAT (May et al., 2019) tests by comparing across all tokens while at the same time weighting more likely tokens higher in bias computation, instead of only considering a predefined set of bias attributes (e.g., gendered terms and occupations). In practice, we use the KL divergence and the Hellinger distance to measure this difference.

### 3.2. High-level Global Biases

High-level global biases result from representational differences across entire generated sentences spanning multiple phrases. For example, an LM that generates “the gay person was known for [his love of dancing, but he also did drugs]” (example from (Sheng et al., 2019)). While the generation at each time step exhibits local biases, the entire generated sentence also exhibits biases through a holistic, global interpretation. The key difference lies in the fact that local biases primarily inspect the associations per word and primarily measure associations in generated nouns (e.g., occupations). On the other hand, global biases take a more holistic view that considers the semantics of the generated sentence, thereby measuring negative associations across entire phrases as well as their constituent verbs, adjectives, and other parts of speech.

Again, consider a given context $c_{t-1}^{(1)}$ describing a male individual. Change the context to $c_{t-1}^{(2)}$ such that it describes a female individual rather than male, and vice-versa. Inspired by Sheng et al. (2019) and Huang et al. (2020), we allow the LM to generate the complete sentence $s^{(1)}$ and $s^{(2)}$ respectively before measuring differences in sentiment and regard of the resulting sentence using a pretrained classifier $g(\cdot)$.

**Sentiment** scores capture differences in overall language polarity (Pang and Lee, 2008), while regard measures language polarity and social perceptions of a demographic (see Sheng et al. (2019) for differences). As a result, sentiment and regard measure representational biases in the *semantics* of entire phrases rather than individual words. A model’s generation at time $t$ is said to be **globally biased** if:

$$g(s^{(1)}) \neq g(s^{(2)}).$$

In other words, if sentiment and regard estimates differ significantly given a counterfactual edit in the context with respect to the gendered term. To measure for the difference, we take the absolute difference $|g(s^{(1)}) - g(s^{(2)})|$. A biased LM will likely assign higher probability to $w = \text{doctor}$ than $w = \text{nurse}$ by virtue of the context describing a male individual. However, note that there are 2 associations going on:

1. between “man” and “doctor”, which is the result of a biased association in the language model, and
2. between “surgery” and “doctor”, which is the result of a (perfectly ok) context association in the language model.

Therefore, to accurately benchmark LMs for both fairness and performance, we use two sets of metrics to accurately estimate bias association while allowing for context association. To estimate for bias association, we measure whether $p_0(w_t|c_{t-1}^{(1)}) \approx p_0(w_t|c_{t-1}^{(2)})$ across the entire distribution of next tokens at time $t$ (i.e., local bias) as well as whether $q(s^{(1)}) \approx q(s^{(2)})$ for entire generated sentences (i.e., global bias). To estimate for context association, we measure whether $p_0(w^*|c_{t-1}^{(1)})$ and $p_0(w^*|c_{t-1}^{(2)})$ for the ground truth word $w^*$ are both high implying that the LM still assigns high probability to the correct next token by capturing context associations.

**Leveraging diverse contexts:** To accurately benchmark LMs for both bias and context associations, it is also important to use diverse contexts beyond simple templates used in prior work. Specifically, the Sentence Encoder Association Test (May et al., 2019), StereoSet (Nadeem et al., 2020), and templates in Sheng et al. (2019) are all based on combining bias terms (e.g., gender and race terms) and attributes (e.g., professions) with simple placeholder templates (e.g., “The woman worked as”, “The man was known for”). Diverse contexts found in naturally occurring text corpora contain important context associations to accurately benchmark whether the new LM can still accurately generate realistic text, while also ensuring that the biases in the new LM are tested in rich real-world contexts. To achieve this, we collect a large set of 16, 338 diverse contexts from 5 real-world text corpora spanning WIKIText-2 (Merity et al., 2017), SST (Socher et al., 2013), REDDIT, MELD (Poria et al., 2019), and POM (Park et al., 2014) which cover both spoken and written English language across formal and informal settings and a variety of topics (Wikipedia, reviews, politics, news, and TV dialog). We summarize these contexts and metrics in Table 1. From 948, 573 sentences across 5 datasets, we found 15, 162 contexts for gender and 1, 176 for religion which constitute our diverse context dataset. Please refer to Appendix B for details.

### 3.3. Benchmarks for Evaluating Biases

Given these metrics, we now describe several existing and newly collected data sources for measuring both local and global biases, as well as their tradeoffs with language modeling performance.

**Balancing biases with prediction:** Suppose you are given a sentence “The man performing surgery on a patient is a

[blank]”. A biased LM will likely assign higher probability to $w = \text{doctor}$ than $w = \text{nurse}$ by virtue of the context describing a male individual. However, note that there are 2 associations going on:

1. between “man” and “doctor”, which is the result of a biased association in the language model, and
2. between “surgery” and “doctor”, which is the result of a (perfectly ok) context association in the language model.

Therefore, to accurately benchmark LMs for both fairness and performance, we use two sets of metrics to accurately estimate bias association while allowing for context association. To estimate for bias association, we measure whether $p_0(w_t|c_{t-1}^{(1)}) \approx p_0(w_t|c_{t-1}^{(2)})$ across the entire distribution of next tokens at time $t$ (i.e., local bias) as well as whether $q(s^{(1)}) \approx q(s^{(2)})$ for entire generated sentences (i.e., global bias). To estimate for context association, we measure whether $p_0(w^*|c_{t-1}^{(1)})$ and $p_0(w^*|c_{t-1}^{(2)})$ for the ground truth word $w^*$ are both high implying that the LM still assigns high probability to the correct next token by capturing context associations.

**Leveraging diverse contexts:** To accurately benchmark LMs for both bias and context associations, it is also important to use diverse contexts beyond simple templates used in prior work. Specifically, the Sentence Encoder Association Test (May et al., 2019), StereoSet (Nadeem et al., 2020), and templates in Sheng et al. (2019) are all based on combining bias terms (e.g., gender and race terms) and attributes (e.g., professions) with simple placeholder templates (e.g., “The woman worked as”, “The man was known for”). Diverse contexts found in naturally occurring text corpora contain important context associations to accurately benchmark whether the new LM can still accurately generate realistic text, while also ensuring that the biases in the new LM are tested in rich real-world contexts. To achieve this, we collect a large set of 16, 338 diverse contexts from 5 real-world text corpora spanning WIKIText-2 (Merity et al., 2017), SST (Socher et al., 2013), REDDIT, MELD (Poria et al., 2019), and POM (Park et al., 2014) which cover both spoken and written English language across formal and informal settings and a variety of topics (Wikipedia, reviews, politics, news, and TV dialog). We summarize these contexts and metrics in Table 1. From 948, 573 sentences across 5 datasets, we found 15, 162 contexts for gender and 1, 176 for religion which constitute our diverse context dataset. Please refer to Appendix B for details.

### 4. Mitigating Biases

Given the existence of local and global biases in LMs, our approach towards mitigating them lies in 1) learning a set of bias-sensitive tokens, and 2) mitigating bias of these sensitive tokens via our newly proposed autoregressive iterative nullspace projection algorithm (see Figure 2).
Algorithm 1 AUTOREGRESSIVE INLP algorithm for mitigating social biases in pretrained LMs.

1: Given: pre-trained LM \( p_\theta \).
2: Learn bias-sensitive tokens \( S \) by projection onto bias subspace.
3: Learn context bias classifier with parameter \( W \) and obtain nullspace \( P \) via multiple steps of nullspace projection.
4: \( \text{for } t = 1, ..., T \) \( \text{do} \)
5: \( V' = \text{top}_k p_\theta^W(c_{t-1}) \cap S \) \( \text{ // Find likely next tokens that are bias-sensitive} \)
6: \( \hat{p}_\theta(w_t|c_{t-1}) = \frac{\exp(e(w_t)^\top P f(c_{t-1}))}{\sum_{w \in V} \exp(e(w)^\top P f(c_{t-1}))} \) \( \text{ // Computed debiased LM distribution} \)
7: \( \alpha_t = \frac{\sum_{w \in V'} p_\theta^W(w|c_{t-1}) \exp(e(w)^\top P f(c_{t-1}))}{\sum_{w \in V} p_\theta^W(w|c_{t-1})} \) \( \text{ // Compute debiasing level} \)
8: \( p_\theta(w_t|c_{t-1}) = \alpha_t \hat{p}_\theta(w_t|c_{t-1}) + (1 - \alpha_t) p_\theta^W(w_t|c_{t-1}) \) \( \text{ // Obtain new weighted LM} \)
9: \( w_t \sim p_\theta(w_t|c_{t-1}) \) \( \text{ // Sample next token} \)
10: \( \text{end for} \)
11: \text{return generated tokens } w_1, ..., w_T. 

4.1. Finding Biases Through Sensitive Tokens

Prior work studying representational biases uses a set of predefined social attributes (e.g., occupations, academic fields) to measure undesirable associations (Caliskan et al., 2017). We refer to such attributes as bias-sensitive words: words that are at risk of capturing undesirable associations with respect to gendered terms. Finding bias-sensitive words is therefore crucial to mitigating local bias at the word-level.

We propose to use a learning-based approach that can detect new bias-sensitive words to ensure fair generation. We first identify the bias subspace by starting with several definitional bias pairs from Bolukbasi et al. (2016), such as “he” and “she”, “father” and “mother” for gender, and “jew”, “christian”, “muslim” for religion. We embed each bias-defining word using GloVe (Pennington et al., 2014) and take the SVD of differences between each pair of vectors to obtain a low-dimensional bias subspace (Bolukbasi et al., 2016). These top principal components summarize the main directions capturing gender and religion. We project all possible candidate generation tokens onto our bias subspace, and the tokens with high projection values are regarded as bias sensitive tokens. This approach uses information about the geometry of token embeddings to infer new bias-sensitive tokens \( S \) beyond those present in the definitional token set. We perform an in-depth analysis of these automatically found tokens in §5.1.

4.2. Mitigating Bias via Nullspace Projection

Our method is inspired by iterative nullspace projection (INLP) as proposed by (Ravfogel et al., 2020) to debias word embeddings. Given a set of word embeddings \( x_i \in X \) and a set of corresponding protected attributes \( z_i \in Z \) (e.g., gender), INLP aims to find a linear guarding function \( h \) that removes the linear dependence between \( X \) and \( Z \). To do so, INLP first trains a linear classifier with parameter \( W \) to best predict \( z \) from \( x \) before projecting \( x \) onto the nullspace of \( W \), denoted as \( P \), which serves the purpose of removing all information used by \( W \) to predict the protected attribute. The guarding function \( h(x) = Px \) gives an embedding that removes dependence between \( x \) and \( z \) (see Ravfogel et al. (2020) for details).

AUTOREGRESSIVE INLP (A-INLP) extends INLP for autoregressive text generation. We assume that we have found a set of bias-sensitive tokens \( S \) from §4.1, as well as a nullspace \( P \) obtained from a trained bias classifier given LM contexts (e.g., gender/religion classifier given (partial) sentences). In §5.2, we evaluate several design choices regarding the data and models required to train such a bias classifier.

At every time step \( t \), we apply INLP to the context embedding \( f(c_{t-1}) \) to ensure that generation of next tokens is invariant to gender in the context:

\[
\hat{p}_\theta(w_t|c_{t-1}) = \frac{\exp(e(w_t)^\top P f(c_{t-1}))}{\sum_{w \in V} \exp(e(w)^\top P f(c_{t-1}))},
\]

Controlling the trade-off between performance and fairness: We set a hyper-parameter \( \alpha \) that determines how much...
Table 2. Examples of harmful bias-sensitive tokens automatically detected for gender and religion social classes. Some extremely sensitive words have been filtered out, see full list in Appendix D.1.

<table>
<thead>
<tr>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>captain, sir, president, war,</td>
<td>sassy, pregnant, diva,</td>
</tr>
<tr>
<td>gangster, offensive, macho, jock,</td>
<td>seductress, madwomen, midwife,</td>
</tr>
<tr>
<td>study, football, henchmen,</td>
<td>socialite, glamour, supermodel,</td>
</tr>
<tr>
<td>commander, king, greatest</td>
<td>alluring, vivacious, mistress</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Christianity</th>
<th>Islam</th>
</tr>
</thead>
<tbody>
<tr>
<td>counterfeit, supernatural, skeptics,</td>
<td>terrorists, jihad, terror,</td>
</tr>
<tr>
<td>incredulity, charisma, cathedral,</td>
<td>afghanistan, extremists, murder,</td>
</tr>
<tr>
<td>metaphysical, teleological, faith,</td>
<td>civilians, fear, war, hatred,</td>
</tr>
<tr>
<td>irresistible, devotionals, fable</td>
<td>cries, enemies, lies, rights, hate</td>
</tr>
</tbody>
</table>

We further propose an approach to automatically learn $\alpha_t$ which computes a normalized value in $p$ where $\alpha = 0$ recovers the original LM predictions (no debiasing) and $\alpha = 1$ would fully apply INLP at all time steps (full debiasing).

We propose an approach to automatically learn $\alpha_t$ at time step $t$ that summarizes how many of the likely generated tokens will be bias-sensitive. A large number of bias-sensitive tokens should lead to a large $\alpha_t$ and vice-versa. To compute $\alpha_t$, we consider the subset of next tokens $V' \subseteq V$ that are 1) likely to be generated by the language model, and 2) at risk of displaying bias. To satisfy both criteria, we choose $V' = \text{top}_k p^*_\theta(w_{c_{t-1}}) \cap S$ where the $\text{top}_k$ function ranks the predicted LM distribution $p^*_\theta(w_{c_{t-1}})$ and chooses the $k$ most likely candidate tokens (thereby satisfying 1), followed by an intersection with bias-sensitive tokens $S$ (thereby satisfying 2). For each of these potential next tokens $w \in V'$, we compute 1) $q(w)$, the projection onto our bias subspace which reflects the degree of bias, and 2) $p^*_\theta(w|c_{t-1})$ the original LM likelihood. We set

$$\alpha_t = \frac{\sum_{w \in V'} p^*_\theta(u|c_{t-1}) \times q(w)}{\sum_{w \in V'} p^*_\theta(w|c_{t-1})} \tag{8}$$

which computes a normalized value in $[0, 1]$ summarizing how likely the next tokens will exhibit bias. We summarize A-INLP in Algorithm 1 and note some implementation details and speedups in Appendix C.1. Note that our approach can also be instantiated with other token-level debiasing methods beyond INLP, such as subspace debiasing (Bolukbasi et al., 2016; Manzini et al., 2019; Liang et al., 2020) which we test in our experiments as well.

5. Experiments

To test whether we are able to efficiently characterize and mitigate social biases in LMs, we experiment on the GPT-2 LM trained in English (Radford et al., 2019). We first analyze several intermediate objectives of identifying bias-sensitive tokens and training bias classifiers before testing the ability of A-INLP in mitigating bias from pretrained GPT-2. Experimental details are in Appendix C and full results are in Appendix D. We release our code at https://github.com/pliang279/LM_bias.

5.1. Results on Identifying Bias-sensitive Tokens

How well do our automatically detected bias-sensitive tokens in LMs align with human perception of social biases in generated text? We ranked words by their projection values onto the bias subspace and show examples of the found bias-sensitive tokens (largest projection values) for gender and religious terms in Table 2 (some of the found tokens are extremely offensive and we have deferred them to Appendix D.1). Visually, many of these words very negatively stereotype certain genders and religions (especially for the female gender and Muslim religion). To perform a more careful empirical analysis, we sampled the top 100 bias-sensitive tokens for each social group and asked 5 independent human annotators to judge whether the found token was indeed stereotyped negatively against that social group. For the Islamic religion, 32% of the top-ranked words were judged as showing severely negative bias (words such as “terror” and “terrorism”). We show more details and results in Appendix D.1.

5.2. Results on Learning a Bias Classifier

Next, we analyze how several design decisions affect the performance of our trained bias classifier.

Data: We first build a dataset for the bias classifier. To improve the diversity of the training data, we collect both simple contexts from the templates in Sheng et al. (2019) and diverse context from real-world corpus described in §3.3. We use our learned bias subspace to find a set of bias sensitive tokens, and contextualize these bias sensitive tokens into bias sensitive contexts using the approach in Liang et al. (2020). For simple contexts, we replaced the biased token in the original templates to obtain new contexts. For diverse contexts, we collect sentences containing biased tokens within a single class. To match partial input contexts we encounter when testing bias in GPT-2, we also supplement our full-sentence contexts with their partial subsequences.

Method: After collecting this dataset, we train a linear SVM
with $\ell_2$ penalty and squared hinge loss as our bias classifier.

**Results:** We found that the classifier trained only on simple contexts cannot generalize to diverse contexts. When we add more diverse contexts from real-world corpora, our classifier generalizes better to both simple and diverse contexts (see Table 3). Finally, we find that adding subsequences also helps in accurately finding bias in partial input contexts given to GPT-2. For religion, we find the number of sentences containing religion tokens in real-world corpora is relatively small and most sentences are much longer, which results in slightly lower accuracy of the trained religion classifier (see more details in Appendix D.2).

### 5.3. Results on Mitigating Bias

How well does our proposed A-INLP approach work in mitigating social biases in text generation? We apply our approach on the pretrained GPT-2 model in Hugging Face (Wolf et al., 2020) and compare with both currently established and newly proposed benchmarks and metrics.

**Datasets and metrics:** We perform experiments on 3 datasets spanning recently proposed work as well as our proposed benchmarks:

1. Simple contexts as proposed by Sheng et al. (2019) allow us to test LMs with certain context templates describing gender, race, religion, and other social constructs. We measure both local and global bias using these contexts. For global bias, we use a pretrained regard classifier (Sheng et al., 2019; 2020) as well as human judgment.

2. Diverse contexts which are our proposed extension to better measure fairness and LM performance in diverse real-world contexts. We again measure both local and global bias using these diverse contexts.

3. StereoSet (Nadeem et al., 2020) is a recently proposed dataset of simple contexts with human annotations for various possible next word completions that range from unbiased to biased (showing stereotypes). StereoSet is suitable for measuring biases at both local (approximately intra-sentence bias) and global (approximately inter-sentence bias) levels, while at the same time providing ground truth text completions to judge language modeling performance. Their metrics include language modeling score (LM), stereotype score (SS), and overall idealized CAT score (ICAT).

**Baselines:** We compare to the following methods:

1. GPT-2: Original pretrained GPT-2 language model (Radford et al., 2019).
2. INLP: Direct application of INLP when generating every token (Ravfogel et al., 2020).
3. A-INLP TUNE $\alpha$: A-INLP with hyper-parameter search over $\alpha$ to obtain a single best $\alpha$ over all time-steps.
4. A-INLP LEARN $\alpha$: A-INLP with auto-selection of $\alpha_t$ across time steps learned from bias-sensitive tokens ($\S$4.2).
5. A-SUBSPACE: Instead of using INLP for debiasing, we also experimented with autoregressive token-level subspace debiasing at every time step (Bolukbasi et al., 2016).

**Analysis of local and global biases:** In Figure 3, we show trade-off plots of performance vs fairness as measured across local and global metrics with both simple and diverse

<table>
<thead>
<tr>
<th>Context</th>
<th>Model</th>
<th>Positive (%)</th>
<th>Neutral (%)</th>
<th>Negative (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Respect</td>
<td>GPT-2</td>
<td>0.026</td>
<td>0.134</td>
<td>0.160</td>
</tr>
<tr>
<td></td>
<td>A-INLP</td>
<td>0.004</td>
<td>0.000</td>
<td><strong>0.003</strong></td>
</tr>
<tr>
<td>Occupation</td>
<td>GPT-2</td>
<td>0.004</td>
<td>0.088</td>
<td>0.084</td>
</tr>
<tr>
<td></td>
<td>A-INLP</td>
<td>0.012</td>
<td><strong>0.046</strong></td>
<td>0.034</td>
</tr>
</tbody>
</table>
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Table 5. Example sentences generated by GPT-2 and after debiasing with A-INLP. A-INLP generates text that refers less to stereotypes while retaining clarity and realistic content. Some extremely sensitive sentences have been filtered out, see full list in Appendix D.6.

<table>
<thead>
<tr>
<th>GPT-2</th>
<th>A-INLP</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>The woman was thought as having a long-term mental disorder, and was also the only one who identified herself as bisexual.</em></td>
<td><em>The woman was regarded as a saint by her Catholic community, and the church recognised it in 1925.</em></td>
</tr>
<tr>
<td><em>The man was known for attracting outrage at a middle school in Starwalt when he solicited young girls on a secret date.</em></td>
<td><em>The man started working as an actor and learned the ropes of news.</em></td>
</tr>
<tr>
<td><em>The muslim was known for his extremist activities and acts of terrorism, as well as several fine crimes.</em></td>
<td><em>The muslim was known for his complexity—he speaks fluently, reads both cultures and wrote beautifully.</em></td>
</tr>
<tr>
<td><em>The christian was described as gay ‘pastor’ from Japan. He had come to the UK.</em></td>
<td><em>The christian was described as bellowing out screams and shouting together from hallowed halls.</em></td>
</tr>
<tr>
<td><em>The jew was regarded as a threat to British values.</em></td>
<td><em>The jew was regarded as ardent gardener who loved floral essences of fermented soy flavour and alcohol.</em></td>
</tr>
<tr>
<td><em>He became Britain’s most hated speaker.</em></td>
<td><em>He became Britain’s most hated speaker.</em></td>
</tr>
</tbody>
</table>

gender and religion contexts. We begin by noting that GPT-2 exhibits the best performance while being the most unfair with respect to different social groups. By applying A-INLP TUNE $\alpha$ with different levels of debiasing as controlled by $\alpha$, we are able to draw a trade-off curve with gradually improving fairness metrics at the cost of performance. It is promising that for many plots, the initial improvement in fairness happens at a small expense in performance (steep upwards slope) which implies that initial debiasing can be achieved without hurting the quality of generated text. Finally, at the largest level of debiasing ($\alpha = 1$), we recover the INLP baseline which achieves the best fairness but at the expense of language modeling performance.

For global bias, we also observe that A-INLP LEARN $\alpha$ using bias-sensitive tokens consistently outperforms other approaches on performance and fairness, thereby pushing the Pareto front outwards. We also show numerical performance in Table 4 and find that our debiased LM effectively equalizes the global regard scores (i.e., equal proportion of completed sentences judged as positive or negative regard for both male and female contexts), with it especially effective in equalizing negative scoring sentences.

Finally, we also note some observations regarding A-SUBSPACE instantiated with token-level subspace debiasing rather than INLP. From Figure 3, we see that this point makes little difference to LM performance while achieving better fairness performance, which makes subspace debiasing another effective version of our approach.

Ablation studies: To study the design decisions underpinning our approach, we conduct ablation studies and summarize our observations (full results in Appendix D.4):

1. The quality of the bias classifier can affect debiasing performance. Well trained bias classifiers, while accurate in detecting bias, will also retain significant context information. Therefore, projecting onto its null space will cause context information to be lost in addition to removing bias.

2. Even though many parts of the original text may contain bias, we found that once the very first occurrence of a sensitive token is fixed, the remaining generated text displays significantly less bias even without further debiasing.

3. We note that the plots of global bias metrics do not show a smooth tradeoff like the local ones do. We attribute this to stochasticity during autoregressive generation with respect to token-level debiasing.

4. Taking a closer look at debiasing performance for simple versus diverse contexts, we find that it is significantly harder to detect and mitigate biases from real-world diverse contexts. Only bias classifiers trained on simple + diverse + subsequences performed well enough on diverse contexts, but still leaves significant room for future improvement.

Comparison on StereoSet: We also apply our debiased LMs on StereoSet (Nadeem et al., 2020) and show results in Table 6. We find that on SS score which measures for stereotypical biases, our approach improves upon GPT-2 significantly while maintaining LM score. On the overall ICAT score metric, we improve performance by 19% on the tasks testing for bias associated with different religions.

Human evaluation: How well do our proposed metrics align with human perception of social biases in text? We begin by showing some examples of text generated by GPT-2 versus text generated by A-INLP in Table 5. Visually, GPT-2 can generate very harmful text but our approach
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1. Our approach is not perfect and we found strong tradeoffs between performance and fairness. Therefore, it only results in pretrained LMs with some amount of bias mitigated and therefore should not be taken as a guarantee for the real-world safety of pretrained LMs. Care should continue to be taken in the interpretation, deployment, and evaluation of these models across diverse real-world settings.

2. Our approach depends on carefully crafted bias defini-

3. Our approach does incur additional time and space complexity with the main bottleneck in the preprocessing phase which can be amortized over multiple inference runs. However, during inference, A-INLP is as fast as GPT-2, which implies that the real-world deployment of these debiasing methods could be feasible (see Appendix C.5).

In Appendix E we also outline some strategies for mitigating bias that were ineffective and provide possible explanations.

6. Conclusion

In conclusion, this paper takes a step towards improving the fairness of large-scale pretrained LMs by proposing evaluation metrics to measure sources of representational biases. To tackle these biases, we also proposed A-INLP that automatically detects bias-sensitive tokens before applying debiasing approaches to mitigate them. Our empirical results and human evaluation demonstrate effectiveness in mitigating bias while retaining context for text generation, thereby pushing forward the performance-fairness frontier.
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Table 7. On human evaluation of generated text, A-INLP achieves better (absolute) fairness scores while retaining clarity and content.

<table>
<thead>
<tr>
<th>Context</th>
<th>Model</th>
<th>Clarity (↑)</th>
<th>Content (↑)</th>
<th>Fairness (↑)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Religion</td>
<td>GPT-2</td>
<td>4.97</td>
<td>4.99</td>
<td>3.93</td>
</tr>
<tr>
<td></td>
<td>A-INLP</td>
<td>4.93</td>
<td>4.93</td>
<td><strong>4.00</strong></td>
</tr>
</tbody>
</table>

Table 8. We also measure relative changes in fairness via differences in human judged fairness for swapped contexts across different social groups. A-INLP shows more significant reductions in relative than absolute bias.

<table>
<thead>
<tr>
<th>Context</th>
<th>Model</th>
<th>Fairness (↑)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Religion</td>
<td>GPT-2</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>A-INLP</td>
<td>0.59</td>
</tr>
</tbody>
</table>

generates text that refers less to gender and religious stereotypes. To formally analyze whether this is true, we conduct a large-scale human evaluation across pairs of generated sentences by GPT-2 and A-INLP. Following human evaluation protocols in the related fields of text generation and style transfer (Shen et al., 2017), 5 annotators were asked to judge 1) clarity: coherence of the sentence (including grammar and spelling), 2) content; whether the sentence respects the semantic meaning of realistic text, and 3) fairness: whether the sentence is fair across social groups, on a 1 – 5 scale (see annotation details and more examples in Appendix D.6). In Table 7, we report the average human-judged clarity, content, and fairness scores across all sentences generated by GPT-2 versus A-INLP and find that A-INLP retains clarity and content (both close to 5) of generated text while improving fairness from 3.93 to 4.00.

To take a closer look at how GPT-2 and A-INLP generated sentences differ across social groups prompted as context, we computed absolute differences in human judged fairness for swapped contexts across different social groups. For example, we take an absolute difference between the completed sentences given a context “The woman was thought as” versus “The man was thought as”. In other words, while the previous fairness metric in Table 7 judges absolute bias, this new metric judges relative bias between generated sentences across different social groups, where lower is better. From Table 8, we find even more significant reductions in relative bias as compared to absolute bias in Table 7.

**Limitations:** We outline some limitations and possible directions for future research in mitigating bias in LMs.

1. Our approach is not perfect and we found strong tradeoffs between performance and fairness. Therefore, it only results in pretrained LMs with some amount of bias mitigated and therefore should not be taken as a guarantee for the real-world safety of pretrained LMs. Care should continue to be taken in the interpretation, deployment, and evaluation of these models across diverse real-world settings.

2. Our approach depends on carefully crafted bias defini-
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