
Grad-TTS: A Diffusion Probabilistic Model for Text-to-Speech

Vadim Popov * 1 Ivan Vovk * 1 2 Vladimir Gogoryan 1 2 Tasnima Sadekova 1 Mikhail Kudinov 1

Abstract
Recently, denoising diffusion probabilistic mod-
els and generative score matching have shown
high potential in modelling complex data distri-
butions while stochastic calculus has provided
a unified point of view on these techniques al-
lowing for flexible inference schemes. In this
paper we introduce Grad-TTS, a novel text-to-
speech model with score-based decoder produc-
ing mel-spectrograms by gradually transforming
noise predicted by encoder and aligned with text
input by means of Monotonic Alignment Search.
The framework of stochastic differential equations
helps us to generalize conventional diffusion prob-
abilistic models to the case of reconstructing data
from noise with different parameters and allows
to make this reconstruction flexible by explicitly
controlling trade-off between sound quality and
inference speed. Subjective human evaluation
shows that Grad-TTS is competitive with state-
of-the-art text-to-speech approaches in terms of
Mean Opinion Score.

1. Introduction
Deep generative modelling proved to be effective in various
machine learning fields, and speech synthesis is no excep-
tion. Modern text-to-speech (TTS) systems often consist of
two parts designed as deep neural networks: the first part
converts the input text into time-frequency domain acoustic
features (feature generator), and the second one synthe-
sizes raw waveform conditioned on these features (vocoder).
Introduction of the conventional state-of-the-art autoregres-
sive models such as Tacotron2 (Shen et al., 2018) used for
feature generation and WaveNet (van den Oord et al., 2016)
used as vocoder marked the beginning of the neural TTS
era. Later, other popular generative modelling frameworks
such as Generative Adversarial Networks (Goodfellow et al.,
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2014) and Normalizing Flows (Rezende & Mohamed, 2015)
were used in the design of TTS engines for a parallel gener-
ation with comparable quality of the synthesized speech.

Since the publication of the WaveNet paper (2016), there
have been various attempts to propose a parallel non-
autoregressive vocoder, which could synthesize high-quality
speech. Popular architectures based on Normalizing Flows
like Parallel WaveNet (van den Oord et al., 2018) and Wave-
Glow (Prenger et al., 2019) managed to accelerate inference
while keeping synthesis quality at a very high level but
demonstrated fast synthesis on GPU devices only. Eventu-
ally, parallel GAN-based vocoders such as Parallel Wave-
GAN (Yamamoto et al., 2020), MelGAN (Kumar et al.,
2019), and HiFi-GAN (Kong et al., 2020) greatly improved
the performance of waveform generation on CPU devices.
Furthermore, the latter model is reported to produce speech
samples of state-of-the-art quality outperforming WaveNet.

Among feature generators, Tacotron2 (Shen et al., 2018)
and Transformer-TTS (Li et al., 2019) enabled highly nat-
ural speech synthesis. Producing acoustic features frame
by frame, they achieve almost perfect mel-spectrogram re-
construction from input text. Nonetheless, they often suffer
from computational inefficiency and pronunciation issues
coming from attention failures. Addressing these problems,
such models as FastSpeech (Ren et al., 2019) and Parallel
Tacotron (Elias et al., 2020) substantially improved infer-
ence speed and pronunciation robustness by utilizing non-
autoregressive architectures and building hard monotonic
alignments from estimated token lengths. However, in order
to learn character duration, they still require pre-computed
alignment from the teacher model. Finally, the recently
proposed Non-Attentive Tacotron framework (Shen et al.,
2020) managed to learn durations implicitly by employing
the Variational Autoencoder concept.

Glow-TTS feature generator (Kim et al., 2020) based on
Normalizing Flows can be considered as one of the most
successful attempts to overcome pronunciation and com-
putational latency issues typical for autoregressive solu-
tions. Glow-TTS model made use of Monotonic Alignment
Search algorithm (an adoption of Viterbi training (Rabiner,
1989) finding the most likely hidden alignment between
two sequences) proposed to map the input text to mel-
spectrograms efficiently. The alignment learned by Glow-
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TTS is intentionally designed to avoid some of the pronun-
ciation problems models like Tacotron2 suffer from. Also,
in order to enable parallel synthesis, Glow-TTS borrows
encoder architecture from Transformer-TTS (Li et al., 2019)
and decoder architecture from Glow (Kingma & Dhariwal,
2018). Thus, compared with Tacotron2, Glow-TTS achieves
much faster inference making fewer alignment mistakes.
Besides, in contrast to other parallel TTS solutions such as
FastSpeech, Glow-TTS does not require an external aligner
to obtain token duration information as Monotonic Align-
ment Search (MAS) operates in an unsupervised way.

Lately, another family of generative models called Diffusion
Probabilistic Models (DPMs) (Sohl-Dickstein et al., 2015)
has started to prove its capability to model complex data
distributions such as images (Ho et al., 2020), shapes (Cai
et al., 2020), graphs (Niu et al., 2020), handwriting (Luh-
man & Luhman, 2020). The basic idea behind DPMs is as
follows: we build a forward diffusion process by iteratively
destroying original data until we get some simple distribu-
tion (usually standard normal), and then we try to build a
reverse diffusion parameterized with a neural network so
that it follows the trajectories of the reverse-time forward
diffusion. Stochastic calculus offers a continuous easy-to-
use framework for training DPMs (Song et al., 2021) and,
which is perhaps more important, provides a number of
flexible inference schemes based on numerical differential
equation solvers.

As far as text-to-speech applications are concerned, two
vocoders representing the DPM family showed impressive
results in raw waveform reconstruction: WaveGrad (Chen
et al., 2021) and DiffWave (Kong et al., 2021) were shown
to reproduce the fine-grained structure of human speech and
match strong autoregressive baselines such as WaveNet in
terms of synthesis quality while at the same time requiring
much fewer sequential operations. However, despite such a
success in neural vocoding, no feature generator based on
diffusion probabilistic modelling is known so far.

This paper introduces Grad-TTS, an acoustic feature gener-
ator with a score-based decoder using recent diffusion prob-
abilistic modelling insights. In Grad-TTS, MAS-aligned
encoder outputs are passed to the decoder that transforms
Gaussian noise parameterized by these outputs into a mel-
spectrogram. To cope with the task of reconstructing data
from Gaussian noise with varying parameters, we write
down a generalized version of conventional forward and
reverse diffusions. One of the remarkable features of our
model is that it provides explicit control of the trade-off be-
tween output mel-spectrogram quality and inference speed.
In particular, we find that Grad-TTS is capable of generating
mel-spectrograms of high quality with only as few as ten
iterations of reverse diffusion, which makes it possible to
outperform Tacotron2 in terms of speed on GPU devices.

Additionally, we show that it is possible to train Grad-TTS
as an end-to-end TTS pipeline (i.e., vocoder and feature
generator are combined in a single model) by replacing its
output domain from mel-spectrogram to raw waveform.

2. Diffusion probabilistic modelling
Loosely speaking, a process of the diffusion type is a
stochastic process that satisfies a stochastic differential equa-
tion (SDE)

dXt = b(Xt; t)dt+ a(Xt; t)dWt; (1)

where Wt is the standard Brownian motion, t 2 [0; T ] for
some finite time horizon T , and coefficients b and a (called
drift and diffusion correspondingly) satisfy certain measura-
bility conditions. A rigorous definition of the diffusion type
processes, as well as other notions from stochastic calculus
we use in this section, can be found in (Liptser & Shiryaev,
1978).

It is easy to find such a stochastic process that terminal dis-
tribution Law(XT ) converges to standard normal N (0; I)
when T !1 for any initial data distribution Law(X0) (I
is n � n identity matrix and n is data dimensionality). In
fact, there are lots of such processes as it follows from the
formulae given later in this section. Any process of the diffu-
sion type with such property is called forward diffusion and
the goal of diffusion probabilistic modelling is to find a re-
verse diffusion such that its trajectories closely follow those
of the forward diffusion but in reverse time order. This is,
of course, a much harder task than making Gaussian noise
out of data, but in many cases it still can be accomplished
if we parameterize reverse diffusion with a proper neural
network. In this case, generation boils down to sampling
random noise from N (0; I) and then just solving the SDE
describing dynamics of the reverse diffusion with any nu-
merical solver (usually a simple first-order Euler-Maruyama
scheme (Kloeden & Platen, 1992) is used). If forward and
reverse diffusion processes have close trajectories, then the
distribution of resulting samples will be very close to that of
the data Law(X0). This approach to generative modelling
is summarized in Figure 1.

Until recently, score-based and denoising diffusion proba-
bilistic models were formalized in terms of Markov chains
(Sohl-Dickstein et al., 2015; Song & Ermon, 2019; Ho et al.,
2020; Song & Ermon, 2020). A unified approach introduced
by Song et al. (2021) has demonstrated that these Markov
chains actually approximated trajectories of stochastic pro-
cesses satisfying certain SDEs. In our work, we follow
this paper and define our DPM in terms of SDEs rather
than Markov chains. As one can see later in Section 3, the
task we are solving suggests generalizing DPMs described
in (Song et al., 2021) in such a way that for infinite time
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Figure 1.Diffusion probabilistic modelling for mel-spectrograms.

horizon forward diffusion transforms any data distribution
into N (�; �) instead ofN (0; I ) for any given mean� and
diagonal covariance matrix� . So, the rest of this section
contains the detailed description of the generalized forward
and reverse diffusions we utilize as well as the loss function
we optimize to train the reverse diffusion.

2.1. Forward diffusion

First, we need to de�ne a forward diffusion process that
transforms any data into Gaussian noise given in�nite time
horizonT. If n-dimensional stochastic processX t satis�es
the following SDE:

dX t =
1
2

� � 1(� � X t )� t dt +
p

� t dWt ; t 2 [0; T] (2)

for non-negative function� t , which we will refer to as noise
schedule, vector� , and diagonal matrix� with positive
elements, then its solution (if it exists) is given by

X t =
�

I � e� 1
2 � � 1 Rt

0 � s ds
�

� + e� 1
2 � � 1 Rt

0 � s dsX 0

+
Z t

0

p
� se� 1

2 � � 1 Rt
s � u du dWs:

(3)

Note that the exponential of a diagonal matrix is just an
element-wise exponential. Let

� (X 0; � ; �; t ) =
�

I � e� 1
2 � � 1 Rt

0 � s ds
�

�

+ e� 1
2 � � 1 Rt

0 � s dsX 0

(4)

and

� (� ; t) = �
�

I � e� � � 1 Rt
0 � s ds

�
: (5)

By properties of It̂o's integral conditional distribution ofX t

givenX 0 is Gaussian:

Law(X t jX 0) = N (� (X 0; � ; �; t ); � (� ; t)) : (6)

It means that if we consider in�nite time horizon then for
anynoise schedule� t such thatlim t !1 e�

Rt
0 � s ds = 0 we

have

X t jX 0
d�! N (�; �) : (7)

So, random variableX t converges in distribution toN (�; �)
independently ofX 0, and it is exactly the property we need:
forward diffusion satisfying SDE (2) transforms any data
distributionLaw(X 0) into Gaussian noiseN (�; �) .

2.2. Reverse diffusion

While in earlier works on DPMs reverse diffusion was
trained to approximate the trajectories of forward diffusion,
Song et al. (2021) proposed to use the result by Anderson
(1982), who derived an explicit formula for reverse-time
dynamics of a wide class of stochastic processes of the dif-
fusion type. In our case, this result leads to the following
SDE for the reverse diffusion:

dX t =
�

1
2

� � 1(� � X t ) � r logpt (X t )
�

� t dt

+
p

� t dfWt ; t 2 [0; T];

(8)

wherefWt is the reverse-time Brownian motion andpt is the
probability density function of random variableX t . This
SDE is to be solved backwards starting from terminal con-
dition X T .

Moreover, Song et al. (2021) have shown that instead of
SDE (8), we can consider an ordinary differential equation

dX t =
1
2

�
� � 1(� � X t ) � r logpt (X t )

�
� t dt: (9)

Forward Kolmogorov equations corresponding to (2) and (9)
are identical, which means that the evolution of probability
density functions of stochastic processes given by (2) and
(9) is the same.

Thus, if we have a neural networks� (X t ; t) that estimates
the gradient of the log-density of noisy datar logpt (X t ),
then we can model data distributionLaw(X 0) by sampling
X T from N (�; �) and numerically solving either (8) or (9)
backwards in time.
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2.3. Loss function

Estimating gradients of log-density of noisy dataX t is often
referred to asscore matching, and in recent papers (Song &
Ermon, 2019; 2020)L 2 loss was used to approximate these
gradients with a neural network. So, in our paper, we use
the same type of loss.

Due to the formula (6), we can sample noisy dataX t given
only initial dataX 0 without sampling intermediate val-
uesf X sgs<t . Moreover,Law(X t jX 0) is Gaussian, which
means that its log-density has a very simple closed form. If
we sample� t from N (0; � (� ; t)) and then put

X t = � (X 0; � ; �; t ) + � t (10)

in accordance with (6), then the gradient of log-density of
noisy data in this pointX t is given by

r logp0t (X t jX 0) = � � (� ; t) � 1� t ; (11)

wherep0t (�jX 0) is the probability density function of the
conditional distribution (6). Thus, loss function correspond-
ing to estimating the gradient of log-density of dataX 0

corrupted with noise accumulated by timet is

L t (X 0) = E� t

h


 s� (X t ; t) + � (� ; t) � 1� t




 2

2

i
; (12)

where� t is sampled fromN (0; � (� ; t)) andX t is calculated
by formula (10).

3. Grad-TTS

The acoustic feature generator we propose consists of three
modules: encoder, duration predictor, and decoder. In this
section, we will describe their architectures as well as train-
ing and inference procedures. The general approach is il-
lustrated in Figure 2. Grad-TTS has very much in common
with Glow-TTS (Kim et al., 2020), a feature generator based
on Normalizing Flows. The key difference lies in the princi-
ples the decoder relies on.

3.1. Inference

An input text sequencex1:L of lengthL typically consists
of characters or phonemes, and we aim at generating mel-
spectrogramy1:F whereF is the number of acoustic frames.
In Grad-TTS, the encoder converts an input text sequence
x1:L into a sequence of features~� 1:L used by the duration
predictor to produce hard monotonic alignmentA between
encoded text sequence~� 1:L and frame-wise features� 1:F .
The functionA is a monotonic surjective mapping between

[1; F ] \ N and[1; L ] \ N, and we put� j = ~� A ( j ) for any in-
tegerj 2 [1; F ]. Informally speaking, the duration predictor
tells us how many frames each element of text input lasts.
Monotonicity and surjectiveness ofA guarantee that the text
is pronounced in the correct order without skipping any text
input. As in all TTS models with duration predictor, it is
possible to control synthesized speech tempo by multiplying
predicted durations by some factor.

The output sequence� = � 1:F is then passed to the de-
coder, which is a Diffusion Probabilistic Model. A neural
networks� (X t ; �; t ) with parameters� de�nes an ordinary
differential equation (ODE)

dX t =
1
2

(� � X t � s� (X t ; �; t )) � t dt; (13)

which is solved backwards in time using the �rst-order Euler
scheme. The sequence� is also used to de�ne the terminal
condition X T � N (�; I ). Noise schedule� t and time
horizonT are some pre-de�ned hyperparameters whose
choice mostly depends on the data, while step sizeh in the
Euler scheme is a hyperparameter that can be chosen after
Grad-TTS is trained. It expresses the trade-off between the
quality of output mel-spectrograms and inference speed.

Reverse diffusion in Grad-TTS evolves according to equa-
tion (13) for the following reasons:

• We obtained better results in practice when using dy-
namics (9) instead of (8): for small values of step size
h, they performed equally well, while for larger values
the former led to much better sounding results.

• We chose� = I to simplify the whole feature genera-
tion pipeline.

• We used� as an additional input to the neural net-
work s� (X t ; �; t ). It follows from (11) that the neural
networks� essentially tries to predict Gaussian noise
added to dataX 0 observing only noisy dataX t . So, if
for every timet we supplys� with an additional knowl-
edge of how the limiting noiselimT !1 Law(X T jX 0)
looks like (note that it is different for different text
input), then this network can make more accurate pre-
dictions of noise at timet 2 [0; T].

We also found it bene�cial for the model performance
to introduce a temperature hyperparameter� and to sam-
ple terminal conditionX T from N (�; � � 1I ) instead of
N (�; I ). Tuning � can help to keep the quality of out-
put mel-spectrograms at the same level when using larger
values of step sizeh.




