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Abstract

Standard deep reinforcement learning algorithms use a shared representation for the policy and value function, especially when training directly from images. However, we argue that more information is needed to accurately estimate the value function than to learn the optimal policy. Consequently, the use of a shared representation for the policy and value function can lead to overfitting. To alleviate this problem, we propose two approaches which are combined to create IDAAC: Invariant Decoupled Advantage Actor-Critic. First, IDAAC decouples the optimization of the policy and value function, using separate networks to model them. Second, it introduces an auxiliary loss which encourages the representation to be invariant to task-irrelevant properties of the environment. IDAAC shows good generalization to unseen environments, achieving a new state-of-the-art on the Procgen benchmark and outperforming popular methods on DeepMind Control tasks with distractors. Our implementation is available at https://github.com/rraileanu/idaac.

1. Introduction

Generalization remains one of the main challenges of deep reinforcement learning (RL). Current methods fail to generalize to new scenarios even when trained on semantically similar environments with the same high-level goal but different dynamics, layouts, and visual appearances (Farebrother et al., 2018; Packer et al., 2018; Zhang et al., 2018a; Cobbe et al., 2018; Igl et al., 2019), data augmentation (Cobbe et al., 2018; Lee et al., 2020; Ye et al., 2020; Kostrikov et al., 2020; Laskin et al., 2020; Raileanu et al., 2020), or representation learning (Zhang et al., 2020a;c; Mazoure et al., 2020; Stooke et al., 2020; Agarwal et al., 2021).

Here we consider the problem of generalizing to unseen instances (or levels) of procedurally generated environments, after training on a relatively small number of such instances. While the high-level goal is the same, the background, dynamics, layouts, as well as the locations, shapes, and colors of various entities, differ across instances.

In this work, we identify a new factor that leads to overfitting in such settings, namely the use of a shared representation for the policy and value function. We point out that accurately estimating the value function requires instance-specific features in addition to the information needed to learn the optimal policy. When training a common network for the policy and value function (as is currently standard practice in pixel-based RL), the need for capturing level-specific features in order to estimate the value function can result in a policy that does not generalize well to new task instances.

1.1. Policy-Value Representation Asymmetry

To illustrate this phenomenon, which we call the policy-value representation asymmetry, consider the example in Figure 1 which shows two different levels from the Procgen game Ninja (Cobbe et al., 2019). The first observations of the two levels are semantically identical and could be represented using the same features (describing the locations of the agent, the bombs, and the platform, while disregarding the background patterns and wall colors). An optimal agent should take the same action in both levels, namely that of moving to the right to further explore the level and move closer to the goal (which is always to its right in this game). However, these two observations have different values. Note that Level 1 is much shorter than Level 2, and the levels look quite different from each other after the initial part. A standard RL agent (e.g. PPO (Schulman et al., 2017)) completes the levels in 24 and 50 steps, respectively. The true value of the initial observation is the expected return (i.e. sum of discounted rewards) received during the episode. In
To address the policy-value representation asymmetry, we propose Invariant Decoupled Advantage Actor-Critic or IDAAC for short, which makes two algorithmic contributions. First, IDAAC decouples the policy and value optimization by using two separate networks to learn each of them. The policy network has two heads, one for the policy and one for the generalized advantage function. The value network is needed to compute the advantage, which is used both for the policy-gradient objective and as a target for the advantage predictions. Second, IDAAC uses an auxiliary loss which constrains the policy representation to be invariant to the task instance.

To summarize, our work makes the following contributions: (i) identifies that using a shared representation for the policy and value function can lead to overfitting in RL; (ii) proposes a new approach that uses separate networks for the policy and value function while still learning effective behaviors; (iii) introduces an auxiliary loss for encouraging representations to be invariant to the task instance, and (iv) demonstrates state-of-the-art generalization on the Procgen benchmark and outperforms popular RL methods on DeepMind Control tasks with distractors.

2. Related Work

Generalization in Deep RL. A recent body of work has pointed out the problem of overfitting in deep RL (Rajeswaran et al., 2017; Machado et al., 2018; Justesen et al., 2018; Packer et al., 2018; Zhang et al., 2018a;b; Nichol et al., 2018; Cobbe et al., 2018; 2019; Juliani et al., 2019; Raileanu & Rocktäschel, 2020; Kuttler et al., 2020; Grigsby & Qi, 2020). A promising approach to prevent overfitting is to apply regularization techniques originally developed for supervised learning such as dropout (Srivastava et al., 2014; Igl et al., 2019), batch normalization (Ioffe & Szegedy, 2015; Farebrother et al., 2018; Igl et al., 2019), or data augmentation (Cobbe et al., 2018; Ye et al., 2020; Lee et al., 2020; Laskin et al., 2020; Raileanu et al., 2020; Wang et al., 2020). Other methods use representation learning techniques to improve generalization in RL (Igl et al., 2019; Sonar et al., 2020; Stooke et al., 2020). For example, Zhang et al. (2020a;c) and Agarwal et al. (2021) learn state abstractions using various bismutation metrics, while Roy & Konidaris (2020) align the features of two domains using Wasserstein distance. Other approaches for improving gen-
eralization in RL consist of reducing the non-stationarity inherent in RL using policy distillation (Igl et al., 2020), minimizing surprise (Chen, 2020), maximizing the mutual information between the agent’s internal representation of successive time steps (Mazoure et al., 2020), or generating an automatic curriculum for replaying different levels based on the agent’s learning potential (Jiang et al., 2020). Recently, Bengio et al. (2020) study the link between generalization and interference in TD-learning, while Bertrán et al. (2020) prove that agents trained with off-policy actor-critic methods overfit to their training instances, which is consistent with our empirical results. However, none of these works focus on the asymmetry between the optimal policy and value representation.

Decoupling the Policy and Value Function. While the current standard practice in deep RL from pixels is to share parameters between the policy and value function in order to learn good representations and reduce computational complexity (Mnih et al., 2016; Silver et al., 2017; Schulman et al., 2017), a few papers have explored the idea of decoupling the two for improving sample efficiency (Barth-Maron et al., 2018; Pinto et al., 2018; Yarats et al., 2019; Andrychowicz et al., 2020; Cobbe et al., 2020). In contrast with prior work, our paper focuses on generalization to unseen environments and is the first one to point out that using shared features for the policy and value functions can lead to overfitting to spurious correlations. Most similar to our work, Cobbe et al. (2020) aim to alleviate the interference between policy and value optimization, but there are some key differences between their approach and ours. In particular, our method does not require an auxiliary learning phase for distilling the value function while constraining the policy, it does not use gradients from the value function to update the policy parameters, and it uses two auxiliary losses for training the policy network, one based on the advantage function and one that enforces invariance with respect to the environment instance. Prior work has also explored the idea of predicting the advantage in the context of Q-learning (Wang et al., 2016), but this setting does not pose the same challenges since it does not learn policies directly.

3. Background

We consider a distribution \( q(m) \) of Partially Observable Markov Decision Processes (POMDPs) \( m \in \mathcal{M} \), with \( m \) defined by the tuple \((S_m, O_m, A, T_m, \Omega_m, R_m, \gamma)\), where \( S_m \) is the state space, \( O_m \) is the observation space, \( A \) is the action space, \( T_m(s'|s,a) \) is the state transition probability distribution, \( \Omega_m(s'|s,a) \) is the observation probability distribution, \( R_m(s,a) \) is the reward function, and \( \gamma \) is the discount factor. During training, we restrict access to a fixed set of POMDPs, \( M_{\text{train}} = \{m_1, \ldots, m_n\} \), where \( m_i \sim q \), \( \forall i = \frac{1}{n} \). The goal is to find a policy \( \pi_\theta \) which maximizes the expected discounted reward over the entire distribution of POMDPs, \( J(\pi_\theta) = \mathbb{E}_{q,\pi,T_m,\Omega_m}[\sum_{t=0}^{T} \gamma^t R_m(s_t,a_t)] \).

In practice, we use the Procgen benchmark which contains 16 procedurally generated games. Each game corresponds to a distribution of POMDPs \( q(m) \), and each level of a game corresponds to a POMDP sampled from that game’s distribution \( m \sim q \). The POMDP \( m \) is determined by the seed (i.e. integer) used to generate the corresponding level. Following the setup from Cobbe et al. (2019), agents are trained on a fixed set of \( n = 200 \) levels (generated using seeds from 1 to 200) and tested on the full distribution of levels (generated using any computer integer seed).

4. Invariant Decoupled Advantage Actor-Critic

We start by describing our first contribution, namely the Decoupled Advantage Actor-Critic (DAAC) algorithm, which uses separate networks for learning the policy and value function (Figure 2 (left), Section 4.2). Then, we extend this method by adding an auxiliary loss to constrain the policy representation to be invariant to the environment instance, which yields the Invariant Decoupled Advantage Actor-Critic (IDAAC) algorithm (Figure 2 (right), Section 4.3).

4.1. Decoupling the Policy and Value Function

To address the problem of overfitting due to the coupling of the policy and value function, we propose a new actor-critic algorithm that uses separate networks for learning the policy and value function, as well as two auxiliary losses. A naive solution to the problem of parameter sharing between the policy and value function would be to simply train two separate networks. However, this approach is insufficient for learning effective behaviors because the policy network relies on gradients from the value function to learn useful features for the training environments. As shown by Cobbe et al. (2020), using separate networks for optimizing the policy and value function leads to drastically worse training performance than using a shared network, with no sign of progress on many of the tasks (see Figure 8 in their paper). Since such approaches cannot even learn useful behaviors for the training environments, they are no better on the test environments. These results indicate that without gradients from the value to update the policy network, the agent struggles to learn good behaviors. This is consistent with the fact that the gradients from the policy objective are notoriously sparse and high-variance, making training difficult, especially for high-dimensional state spaces (e.g. when learning from images). In contrast, the value loss can provide denser and less noisy gradients, leading to more efficient training. Given this observation, it is natural to investigate whether
other auxiliary losses can provide similarly useful gradients for training the policy network, while also alleviating the problem of overfitting to spurious correlations.

4.2. Using the Advantage instead of the Value Function

As an alternative to the value function, we propose to predict the generalized advantage estimate (GAE) or advantage for short. As illustrated in Section 5.5 and Appendix G, the advantage is less prone to overfitting to certain types of environment idiosyncrasies. Intuitively, the advantage is a measure of the expected additional return which can be obtained by taking a particular action relative to following the current policy. Because the advantage is a relative measure of an action’s value while the value is an absolute measure of a state’s value, the advantage can be expected to vary less with the number of remaining steps in the episode. Thus, the advantage is less likely to overfit to such instance-specific features. To learn generalizable representations, we need to fit a metric invariant to cosmetic changes in the observation which do not modify the underlying state. As shown in Appendix G, semantically identical yet visually distinct observations can have very different values but the same advantages (for a given action). This indicates that the advantage might be a good candidate to replace the value as an auxiliary loss for training the policy network.

In order to predict the advantage, we need an estimate of the value function which we obtain by simply training a separate network to output the expected return for a given state. Thus, our method consists of two separate networks, the value network parameterized by \( \phi \) which is trained to predict the value function, and the policy network parameterized by \( \theta \) which is trained to learn a policy that maximizes the expected return and also to predict the advantage function.

The policy network of DAAC is trained to maximize the following objective:

\[
J_{\text{DAAC}}(\theta) = J_\pi(\theta) + \alpha_S S_\pi(\theta) - \alpha_A L_A(\theta),
\]

where \( J_\pi(\theta) \) is the policy gradient objective, \( S_\pi(\theta) \) is an entropy bonus to encourage exploration, \( L_A(\theta) \) is the advantage loss, while \( \alpha_S \) and \( \alpha_A \) are their corresponding weights determining each term’s contribution to the total objective.

The policy objective term is the same as the one used by PPO (see Appendix A):

\[
J_\pi(\theta) = \mathbb{E}_t \left[ \min \left( r_t(\theta) A_t, \text{clip} \left( r_t(\theta), 1 - \epsilon, 1 + \epsilon \right) \tilde{A}_t \right) \right],
\]

where \( r_t(\theta) = \frac{\pi_\theta(a_t|s_t)}{\pi_{\theta_{old}}(a_t|s_t)} \) and \( \tilde{A}_t \) is the advantage function at time step \( t \).

The advantage function loss term is defined as:

\[
L_A(\theta) = \mathbb{E}_t \left[ (A_t(s_t, a_t) - \tilde{A}_t)^2 \right],
\]

where \( \tilde{A}_t \) is the corresponding generalized advantage estimate at time step \( t \), \( \tilde{A}_t = \sum_{k=0}^{T} (\gamma \lambda)^k \delta_k \), with \( \delta_k = r_t + \gamma V_\phi(s_{t+1}) - V_\phi(s_t) \) which is computed using the estimates from the value network.

The value network of DAAC is trained to minimize the following loss:

\[
L_V(\phi) = \mathbb{E}_t \left[ (V_\phi(s_t) - \hat{V}_t)^2 \right],
\]

where \( \hat{V}_t \) is the total discounted reward obtained during the corresponding episode after step \( t \), \( \hat{V}_t = \sum_{k=0}^{T} \gamma^k r_k \).

During training, we alternate between \( E_\pi \) epochs for training the policy network and \( E_V \) epochs for training the value network every \( N_\pi \) policy updates. See Algorithm 1 from Appendix B for a more detailed description of DAAC.
As our experiments show, predicting the advantage rather than the value provides useful gradients for the policy network so it can learn effective behaviors on the training environments, thus overcoming the challenges encountered by prior attempts at learning separate policy and value networks (Cobbe et al., 2020). In addition, it mitigates the problem of overfitting caused by the use of value gradients to update the policy network, thus also achieving better performance on test environments.

4.3. Learning Instance-Invariant Features

From a generalization perspective, a good state representation is characterized by one that captures the minimum set of features necessary to learn the optimal policy and ignores instance-specific features which might lead to overfitting. As emphasized in Figure 1, due to the diversity of procedurally generated environments, the observations may contain information indicative of the number of remaining steps in the corresponding level. Since different levels have different lengths, capturing such information given only a partial view of the environment translates into capturing information specific to that level. Because such features overfit to the idiosyncrasies of the training environments, they can result in suboptimal policies on unseen instances of the same task.

Hence, one way of constraining the learned representations to be agnostic to the environment instance is to discourage them from carrying information about the number of remaining steps in the level. This can be formalized using an adversarial framework so that a discriminator cannot tell which observation from a given pair came first within an episode, based solely on their learned features. Similar ideas have been proposed for learning disentangled representations of videos (Denton & Birodkar, 2017).

Let \( E_\theta \) be an encoder that takes as input an observation \( s \) and outputs a feature vector \( f \). This encoder is the same as the one used by the policy network so it is also parameterized by \( \theta \). Let \( D \) be a discriminator parameterized by \( \psi \) that takes as input two features \( f_i \) and \( f_j \) (in this order), corresponding to two observations from the same trajectory \( s_i \) and \( s_j \), and outputs a number between 0 and 1 which represents the probability that observation \( s_i \) came before observation \( s_j \). The discriminator is trained using a cross-entropy loss that aims to predict which observation was first in the trajectory:

\[
L_D(\psi) = - \log [D_\psi (E_\theta(s_i), E_\theta(s_j))] \\
- \log [1 - D_\psi (E_\theta(s_i), E_\theta(s_j))].
\] (2)

Note that only the discriminator’s parameters are updated by minimizing the loss in eq. 2, while the encoder’s parameters remain fixed during this optimization.

The other half of the adversarial framework imposes a loss function on the encoder that tries to maximize the uncertainty (i.e. entropy) of the discriminator regarding which observation was first in the episode:

\[
L_E(\theta) = -\frac{1}{2} \log |D_\psi (E_\theta(s_i), E_\theta(s_j))] \\
-\frac{1}{2} \log (1 - D_\psi (E_\theta(s_i), E_\theta(s_j))).
\] (3)

Similar to the above, only the encoder’s parameters are updated by minimizing the loss in eq. 3, while the discriminator’s parameters remain fixed during this optimization.

Thus, the policy network is encouraged to learn state representations so that the discriminator cannot identify whether a state came before or after another state. In so doing, the learned representations cannot carry information about the number of remaining steps in the environment, yielding features which are less instance-dependent and thus more likely to generalize outside the training distribution. Note that this adversarial loss is only used for training the policy network and not the value network.

To train the policy network, we maximize the following objective which combines the DAAC objective from eq. 1 with the above adversarial loss, resulting in IDAAC’s objective:

\[
J_{IDAAC}(\theta) = J_{DAAC}(\theta) - \alpha_i L_E(\theta),
\] (4)

where \( \alpha_i \) is the weight of the adversarial loss relative to the policy objective. Similar to DAAC, a separate value network is trained. See Algorithm 2 from Appendix B for a more detailed description of IDAAC.

5. Experiments

In this section, we evaluate our methods on two distinct environments: (i) three DeepMind Control suite tasks with synthetic and natural background distractors (Zhang et al., 2020b) and (ii) the full Procgen benchmark (Cobbe et al., 2019) which consists of 16 procedurally generated games. Procgen in particular has a number of attributes that make it a good testbed for generalization in RL: (i) it has a diverse set of games in a similar spirit with the ALE benchmark (Bellemare et al., 2013); (ii) each of these games has procedurally generated levels which present agents with meaningful generalization challenges; (iii) agents have to learn motor control directly from images, and (iv) it has a clear protocol for testing generalization, the focus of our investigation.

All Procgen environments use a discrete 15 dimensional action space and produce 64 \( \times \) 64 \( \times \) 3 RGB observations. We use Procgen’s easy setup, so for each game, agents are trained on 200 levels and tested on the full distribution of levels. More details about our experimental setup and hyperparameters can be found in Appendix C.
Table 1. PPO-Normalized Procgen scores on train and test levels after training on 25M environment steps. Our approaches, DAAC and IDAAC, establish a new state-of-the-art on the test distribution of environments from the Procgen benchmark, while also showing strong training performance. The mean and standard deviation are computed using 10 runs with different seeds.

<table>
<thead>
<tr>
<th>Score</th>
<th>RAND-FM (Lee et al., 2020)</th>
<th>IBAC-SNI (Raileanu et al., 2020)</th>
<th>Mixreg (Wang et al., 2020)</th>
<th>PLR (Jiang et al., 2020)</th>
<th>UCB-DrAC SNI (Igl et al., 2019)</th>
<th>PPO (Schulman et al., 2017)</th>
<th>DAAC (Ours)</th>
<th>IDAAC (Ours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>87.6 ± 8.9</td>
<td>103.4 ± 8.5</td>
<td>104.2 ± 3.1</td>
<td>106.7 ± 5.6</td>
<td>118.9 ± 8.0</td>
<td>144.5 ± 5.7</td>
<td>131.0 ± 6.1</td>
<td>132.2 ± 5.9</td>
</tr>
<tr>
<td>Test</td>
<td>78.0 ± 9.0</td>
<td>102.9 ± 8.6</td>
<td>114.6 ± 3.3</td>
<td>128.3 ± 5.8</td>
<td>139.7 ± 8.3</td>
<td>152.2 ± 5.8</td>
<td>162.3 ± 6.2</td>
<td>163.7 ± 6.1</td>
</tr>
</tbody>
</table>

Figure 3. Train and Test Performance for IDAAC, DAAC, PPG, UCB-DrAC, and PPO, on eight diverse Procgen games. IDAAC and DAAC display state-of-the-art performance on the test levels, beating leading approaches (PPG and UCB-DrAC), as well as a PPO baseline. Furthermore, IDAAC and DAAC exhibit a smaller generalization gap than other methods. The mean and standard deviation are computed over 10 runs with different seeds.

5.1. Generalization Performance on Procgen

We compare DAAC and IDAAC with seven other RL algorithms: PPO (Schulman et al., 2017), UCB-DrAC (Raileanu et al., 2020), PLR (Jiang et al., 2020), Mixreg (Wang et al., 2020), IBAC-SNI (Igl et al., 2019), Rand-FM (Lee et al., 2020), and PPG (Cobbe et al., 2020).

UCB-DrAC is the previous state-of-the-art on Procgen and uses data augmentation to learn policy and value functions invariant to various input transformations. PLR is a newer approach that uses an automatic curriculum based on the learning potential of each level and achieves strong results on Procgen. Rand-FM uses a random convolutional network to regularize the learned representations. IBAC-SNI uses an information bottleneck with selective noise injection, while Mixreg uses mixtures of observations to impose linearity constraints between the agent’s inputs and outputs. All three were designed to improve generalization in RL and evaluated on Procgen games. Finally, PPG is the only method we are aware of that learns good policies while decoupling the optimization of the policy and value function. However, PPG was designed to improve sample efficiency rather than generalization and the method was evaluated only on Procgen’s training distribution of environments. See Section 2 for a detailed discussion of the differences between PPG and our methods.

Table 1 shows the train and test performance of all methods, aggregated across all Procgen games. DAAC and IDAAC outperform all the baselines on both train and test. Figure 3 shows the train and test performance on eight of the Procgen games. We show comparisons with a vanilla RL algorithm PPO, the previous state-of-the-art UCB-DrAC and our strongest baseline PPG. Both of our approaches, DAAC and IDAAC, show superior results on the test levels, relative to the other methods. In addition, IDAAC and DAAC achieve better or comparable performance on the training levels for most of these games. While DAAC already shows notable gains over the baselines, IDAAC further improves upon it, thus emphasizing the benefits of combining our two contributions. See Appendix D for results on all games.
Figure 4. Train and Test Performance for PPO, DAAC, and two of its ablations, DVAC and AAC, on four Procgen games. DAAC outperforms all the ablations on both train and test, emphasizing the importance of each component. The mean and standard deviation are computed over 5 runs with different seeds.

Figure 5. Average return on two DMC tasks, Cartpole Balance and Cartpole Swingup with natural and synthetic video backgrounds. Our DAAC and IDAAC approaches outperform PPO, PPG, and UCB-DrAC. The mean and standard deviation are computed over 10 runs with different seeds.

5.2. Ablations

We also performed a number of ablations to emphasize the importance of each component used by our method. First, Decoupled Value Actor-Critic or DVAC is an ablation to DAAC that learns to predict the value rather than the advantage for training the policy network. This ablation helps disentangle the effect of predicting the advantage function from the effect of using a separate value network and performing multiple updates for the value than for the policy. In principle, this decoupling could result in a more accurate estimate of the value function, which can in turn lead to more effective policy optimization. Second, Advantage Actor-Critic or AAC is a modification to PPO that includes an extra head for predicting the advantage function (in a single network). The role of this ablation is to understand the importance of not backpropagating gradients from the value into the policy network, even while using gradients from the advantage.

Figure 4 shows the train and test performance of DAAC, DVAC, AAC, and PPO on four Procgen games. DAAC outperforms all the ablations on both train and test environments, emphasizing the importance of each component. In particular, the fact that AAC’s generalization ability is worse than that of DAAC suggests that predicting the advantage function in addition to also predicting the value function (as part of training the policy network) does not solve the problem of overfitting. Hence, using the value loss to update the policy parameters still hurts generalization even when the advantage is also used to train the network. In addition, the fact that DVAC has worse test performance than DAAC indicates that DAAC’s gains are not merely due to having access to a more accurate value function or to the reduced interference between optimizing the policy and value.

These results are consistent with our claim that using gradients from the value to update the policy can lead to representations that overfit to spurious correlations in the training environments. In contrast, using gradients from the advantage to train the policy network leads to agents that generalize better to new environments.

5.3. DeepMind Control with Distractors

In this section, we evaluate our methods on the DeepMind Control Suite from pixels (DMC, Tassa et al. (2018)). We use three tasks, namely Cartpole Balance, Cartpole Swingup, and Ball In Cup. For each task, we study two settings with different types of backgrounds, namely synthetic distractors
and natural videos from the Kinetics dataset (Kay et al., 2017), as introduced in Zhang et al. (2020b). Note that in the synthetic and natural settings, the background is sampled from a list of videos at the beginning of each episode, which creates spurious correlations between backgrounds and rewards. As shown in Figure 5, DAAC and IDAAC significantly outperform PPO, UCB-DrAC, and PPG on all these environments. See Appendix E for more details about the experimental setup and results on other DMC tasks.

5.4. Value Loss and Generalization

When using actor-critic policy-gradient algorithms, a more accurate estimate of the value function leads to lower variance gradients and thus better policy optimization on a given environment (Sutton et al., 1999). While an accurate value function improves sample efficiency and training performance, it can also lead to overfitting when the policy and value share the same representation. To validate this claim, we looked at the correlation between value loss and generalization. For each game, from left to right we show the test score, value loss, and correlation between value loss and test score after 25M training steps. Both the test score and the value loss increase with the number of training levels used. These results indicate there is a positive correlation between value loss and generalization when using a shared network for the policy and value function.

5.5. Advantage vs. Value During an Episode

In Section 1, we claim that in procedurally generated environments with partial observability, in order to accurately estimate the value function, the agent needs to memorize the number of remaining steps in the level. As Figure 1 shows, a standard RL agent predicts very different values for the initial states of two levels even if the observations are semantically identical. This suggests that the agent must have memorized the length of each level since the partial observation at the beginning of a level does not contain enough information to accurately predict the expected return.

We further investigate this issue by exploring the predicted value’s dependency on the episode step. Instead of just comparing the initial states as in Figure 1, we plot the value predicted by the agent over the course of an entire trajectory in one of the Ninja levels (see Table 2). Since the agent is rewarded only if it reaches the goal at the end of the episode, the true value increases linearly with the episode step over the course of the agent’s trajectory. As seen in Table 2, the estimated value of a PPO agent trained on 200 levels also shows a quasi-linear dependence on the episode step, suggesting that the agent must know how many remaining steps are in the game at any point during this episode. However, the episode step cannot be inferred solely from partial observations since the training levels contain observations with the same semantics but different values, as illustrated in Figure 1. In order to accurately predict the values of such observations, the agent must learn representations that capture level-specific features (such as the backgrounds) which would allow it to differentiate between semantically similar observations with different values. Since PPO uses a common representation for the policy and value function, this can lead to policies that overfit to the particularities of the training environments. Note that a PPO agent trained on 10k levels does not show the same linear trend between the value and episode step. This implies that there is a trade-off
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Table 2. The trade-off between generalization and value accuracy illustrated on a single Ninja level. A PPO agent trained on 200 levels (blue) has high value accuracy but low generalization performance, and its value predictions have a near linear dependency on the episode step. This linear relationship further supports the claim that the agent memorizes level-specific features which are needed to predict the value function given only partial observations. In contrast, a PPO agent trained on 10k levels (red) with good generalization but low value accuracy does not display this linear trend. When sharing parameters for the policy and value function, there is a trade-off between fitting the value and learning general policies. By decoupling the policy and value, our model DAAC can achieve both high value accuracy and good generalization performance. To train the policy, DAAC uses gradients from predicting the advantage (green), which does not display the linear trend, thus is less prone to overfitting. DAAC’s value estimate (orange) still shows a linear trend but, in contrast to PPO, this does not negatively affect the policy since DAAC uses separate networks to learn the policy and value.

<table>
<thead>
<tr>
<th></th>
<th>PPO-200</th>
<th>PPO-10k</th>
<th>DAAC-200</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test Score</td>
<td>5.9</td>
<td>8.8</td>
<td>7.3</td>
</tr>
<tr>
<td>Value Loss</td>
<td>0.2</td>
<td>0.3</td>
<td>0.2</td>
</tr>
</tbody>
</table>

between generalization and value accuracy for models that use a shared network to learn the policy and value.

By decoupling the policy and value, our model DAAC can achieve both high value accuracy and good generalization performance. Note that the advantage estimated by DAAC (trained on 200 levels) shows no clear dependence on the environment step, thus being less prone to overfitting. Nevertheless, DAAC’s value estimate still shows a linear trend but, in contrast to PPO, this does not negatively affect the policy since DAAC uses separate networks for the policy and value. This analysis indicates that using advantages rather than values to update the policy network leads to better generalization performance while also being able to accurately predict the value function. See Appendix G for similar results on other Procgen games, as well as comparisons with PPG which displays a similar trend as PPO trained on 200 levels.

6. Discussion

In this work, we identified a new problem with standard deep reinforcement learning algorithms which causes overfitting, namely the asymmetry between the policy and value representation. To alleviate this problem, we propose IDAAC, which decouples the optimization of the policy and value function while still learning effective behaviors. IDAAC also introduces an auxiliary loss which constrains the policy representation to be invariant with respect to the environment instance. IDAAC achieves a new state-of-the-art on the Procgen benchmark and outperforms strong RL algorithms on DeepMind Control tasks with distractors. In contrast to other popular methods, our approach can both achieve good generalization while also learning accurate value estimates. Moreover, IDAAC learns representations and predictions which are more robust to cosmetic changes in the observations that do not change the underlying state of the environment (see Appendix I).

One limitation of our work is the focus on learning representations which are invariant to the number of remaining steps in the episode. While this inductive bias will not be helpful for all problems, the settings where we can expect most gains are those with partial observability, a set of goal states, and episode length variations (e.g. navigation of different layouts). A promising avenue for future work is to investigate other auxiliary losses in order to efficiently learn more general behaviors. One desirable property of such auxiliary losses is to capture the minimal set of features needed to act in the environment. While our experiments show that predicting the advantage function improves generalization, we currently lack a firm theoretical argument for this. The advantage could act as a regularizer, being less prone to memorizing the remaining episode length, or it could be better correlated with the underlying state of the environment rather than its visual appearance. Investigating these hypotheses could further improve our understanding of what leads to better representations and what we are still missing. Finally, the solution we propose here is only a first step towards solving the policy-value representation asymmetry and we hope many other ideas will be explored in future work.
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