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This supplementary file consists of the following contents:

• Section A: We show that the type of inner-optimizer (e.g. SGD with momentum or Adam) can largely affect the quality
of the initialization parameters at convergence.

• Section B: We visualize the effect of trajectory shifting with the synthetic experiments.

• Section C: We provide detailed description of the experimental setup for each experiment in the main paper, including
the synthetic experiment, the image classification, the ImageNet experiment, and the empirical error analysis.

• Section D: We derive Eq. (5) in the main paper, which is the complexity of the approximation error caused by the
proposed continual trajectory shifting.

• Section E: We prove that we can use the same shifting rule even with the momentum optimizer and weight decaying.

A. Effect of Inner-optimizer Type
We briefly discuss if we can add in weight decay or change the type of optimizers in defining Uk(φ), without changing the
results of Eq. (5) in the main paper. We also discuss which optimizer works relatively better over the others. The type of
inner-optimizer is highly relevant to the quality of φ at convergence. Specifically, inner-optimizers with faster convergence
result in faster meta-convergence as well, showing the strong dependency between the inner- and meta- optimization. Also,
inner-optimizers that exhibit oscillating behavior helps the meta learner to escape from bad local minima. Momentum
optimizer (Sutskever et al., 2013) is the one with all those properties.

Momentum and weight decay Given the momentum µ ∈ [0, 1] and weight decay λ ≥ 0, we can show that we can apply
the same shifting rule θk ← θk + ∆k introduced in the main paper. This will only result in higher approximation error
compared to the vanilla SGD case. See Section E for the derivation of the following results:
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for k ≥ 2.

Adam Unfortunately, the analogous derivation for Adam optimizer (Kingma & Ba, 2014) requires to differentiate very
complicated expression involving element-wise square root division. Therefore, although we may use the same shifting
rule θk ← θk + ∆k together with the Adam optimizer, we cannot expect that the approximation error will be bounded in
any reasonable way. However, we do not have to consider Adam as an inner-optimizer in context of meta-training because
oscillating property of momentum optimizer is preferable over stable learning trajectory provided by Adam optimizer. In our
synthetic experiment, we tried applying Adam, but obtained much worse initial model parameters than using momentum.
See Figure 1 for the actual meta-learning trajectories obtained with the various optimizers.
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(a) Starting point: (-5, 5) (b) Starting point: (15, 5) (c) Starting point: (5, -5)

Figure 1.Lines: Meta-training trajectory of our method with various types of inner-optimizers.Background contour: Task-average loss
after 100 gradient steps. The darker the background contour, the better quality of the initialization point.

B. Visualization of Trajectory Shifting

In Figure 2, we visualize the actual trajectory shifting with the synthetic experiments. We can see how each of the
inner-learning trajectories is interleaved with a sequence of meta-updates.

(a) Task 1 (b) Task 2 (c) Task 3 (d) Task 4

(e) Task 1 (f) Task 2 (g) Task 3 (h) Task 4

Figure 2.Visualization of the trajectory shifting with the four tasks (Task 1 - Task 4) from the synthetic experiments.Top row: starting
point: (-5, 5).Bottom row: starting point: (15, 5).

C. Experimental Setup

In this section, we provide the detailed experimental setup for the synthetic experiments, the image classi�cations, the
ImageNet experiments, and the empirical error analysis.

C.1. Synthetic experiments

We visualize in Figure 3 the loss surfaces of all the eight tasks used for the synthetic experiments.
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