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Abstract

We present a statistical testing framework to detect if a given machine learning classifier fails to satisfy a wide range of group fairness notions. The proposed test is a flexible, interpretable, and statistically rigorous tool for auditing whether exhibited biases are intrinsic to the algorithm or due to the randomness in the data. The statistical challenges, which may arise from multiple impact criteria that define group fairness and which are discontinuous on model parameters, are conveniently tackled by projecting the empirical measure onto the set of group-fair probability models using optimal transport. This statistic is efficiently computed using linear programming and its asymptotic distribution is explicitly obtained. The proposed framework can also be used to test for testing composite fairness hypotheses and fairness with multiple sensitive attributes. The optimal transport testing formulation improves interpretability by characterizing the minimal covariate perturbations that eliminate the bias observed in the audit.

1. Introduction

Algorithmic decisions are commonly conceived to have the potential of being more objective than a human’s decisions, since they are generated by logical instructions and the rules of algebra. However, recent studies indicate that this may not be the case. For example, an algorithm which helps the US criminal justice system to predict recidivism rates has been shown to falsely give a higher risk for African-Americans than white Americans (Chouldechova, 2017; MultiMedia LLC, 2016). Similar biases are exhibited against female candidates in a hiring-help system developed by Amazon AI (Dastin, 2018) and an ad-targeting algorithm used by Google (Datta et al., 2015).

A natural first explanation for the reported algorithmic biases is that the data used to train the algorithms may already be corrupted by human biases (Buolamwini & Gebru, 2018; Manrai et al., 2016). Deeper inquests have revealed insights on how common learning procedures intrinsically perpetuate the biases and potentially introduce fresh ones. The usual practice of training by minimizing empirical risk, while geared towards yielding predictions that are best when averaged over the entire population, often under-represents minority subgroups in the datasets. Moreover, even though certain sensitive attributes are forbidden by law to be used in the algorithm, the strong correlations between the sensitive attributes and other features potentially lead to biases in predictions. As reported in the studies in (Grgic-Hlaca et al., 2016; Garg et al., 2019; Barocas & Selbst, 2016; Black et al., 2020; Kleinberg et al., 2018; Lipton et al., 2018), merely masking the sensitive attributes does not address the problem.

The aforementioned biases and their impacts have sparked substantial interests in the pursuit of algorithmic fairness (Berk et al., 2018; Chouldechova & Roth, 2020; Corbett-Davies et al., 2017; Mehrabi et al., 2019). Testing whether a given machine learning algorithm is fair emerges as a question of first-order importance. In turn, designing this test for a wide range of group fairness notions (discussed in the sequel) is the main task of this paper.

Our proposed statistical hypothesis testing framework (testing framework for short) allows the auditors to systematically determine whether the biases exhibited in the audit procedure, if any, are intrinsic to the algorithm or due to the randomness in data. Moreover, our framework can be implemented as a black-box, without knowing the exact structure of the classification algorithm used.

For settings where sensitive attributes are not explicitly used as input to classification, fairness is measured on impact either at a group level or at an individual level (Barocas & Selbst, 2016). Group fairness notions seek to measure the differences in impacts across different groups and constitute the prominent means of assessing discrimination associated with group memberships. Individual fairness, on the other hand, seeks to assess if similar users are treated similarly (Dwork et al., 2012; John et al., 2020; Xue et al., 2020). Common examples of group fairness
notions include disparate impact (Zafar et al. 2017), demographic parity (statistical parity) (Calders & Verwer 2010), equality of opportunity (Hardt et al. 2016), equalized odds (Hardt et al. 2016), etc. The specific choice is usually driven by the philosophical, sociological or legal constraints binding the application considered.

Our testing framework applies to a generic notion of group fairness which encompasses all of the above specific group fairness notions as examples. This unifying approach can also be used in contexts requiring the use of different fairness notions simultaneously and settings with multiple groups.

Since a single fairness criterion among two groups can be reduced to testing the equality in two sample conditional means, one may consider employing a Welch’s t-test or a permutation test. Further, a suitable adjustment of the randomness in sample sizes, as in (DiCiccio et al. 2020; Tramer et al. 2017) can be applied. Some other existing methods such as Besse et al. (2018) also only apply to one-dimensional criterion. Extensions to multiple impact criteria are not immediate, as is the equalized odds case criterion (Hardt et al. 2016), or in the presence of multiple groups. Algorithmic approaches, such as in (Saleiro et al. 2018), lack the control of the type-I (false positive error).

In contrast, the framework proposed here is applicable under general multiple impact criteria and controls the type-I error exactly.

The statistical challenges, which may arise from the presence of multiple impact criteria, are conveniently handled in our framework by utilizing the machinery of optimal transport projections. This involves computing the test statistic by projecting, or in other words, optimally transporting the empirical measure to the set of probability models which satisfy the group fairness notion (or notions) considered. This gives a measure of plausibility of the classifier in satisfying the fairness criterion under the data-generating distribution and the fairness hypothesis is duly rejected if the test statistic exceeds a suitable threshold determined by the significance level. This threshold is determined from the limiting distribution of the test statistic obtained as one of the main results of this paper.

Performing statistical inference with a projection criterion is prevalent in statistics; Owen (2001) serves as a comprehensive reference for projections, or profile functions, that are computed based on likelihood ratio metrics or the Kullback-Liebler divergence. Blanchet et al. (2019) and Cisneros-Velarde et al. (2020) study statistical inference with optimal transport projections. Recently, optimal transport divergences (Villani 2008) become an attractive tool in many recent machine learning studies, including missing data imputation, geodesic PCA, point embeddings, and repairing data with Wasserstein barycenters for training fair classifiers (Silvia et al. 2020; Gordaliza et al. 2019; Zehlike et al. 2020).

Taskesen et al. (2021) uses optimal transport projections to test a smooth relaxation of the equal opportunity criterion called probabilistic fairness; see Pleiss et al. (2017). This relaxation is required in Taskesen et al. (2021) to overcome the discontinuities in the classification boundaries which create technical complications when computing the optimal transport projections. Further, the resulting test statistic involves a non-convex optimization problem which is difficult to compute. In contrast, our work resolves the technical challenges arising from the discontinuities in classification boundaries. Moreover, our test statistic is the optimal value of a linear program, whose optimal solution offers interpretability by characterizing the minimal covariate perturbations that eliminate the bias observed in the audit. We emphasize that addressing boundary discontinuities is not simply a technical improvement. As we discuss in Section 3.3, our results show different qualitative behaviors both in the scaling and the interpretation of the optimal transport projection in terms of group fairness using optimal transport projections. In addition to enabling exact, computationally tractable, and interpretable fairness assessment for general deterministic classifiers, the technical analysis serves as a stepping stone for statistical inference in estimation tasks such as quantile regression which involve discontinuous estimating equations.

The main contributions are summarized as follows:

1. We develop a statistical hypothesis test for assessing group fairness as per a generic notion that includes commonly used fairness criteria as special cases. The test is computationally tractable and interpretable. Besides being applicable to settings involving multiple groups, our framework is also applicable to any classifier algorithms, including but not limited to the logistic regression, SVMs, kernel methods, and nearest neighbors.

2. We develop an extension of the statistical test for the testing problem with composite null hypothesis, addressed here as \( \varepsilon \)-fairness.

3. The framework facilitates the exact use of fairness criterion, thus obviating the need to invoke relaxations in the absence of smoothness in the impact criteria defining group fairness. The resulting qualitative difference, in terms of the rate of convergence for resulting optimal transport projections, is previously unreported and could be of interest from the technical standpoint of analysing profile functions with discontinuous score functions.

The remainder of the paper is structured as follows. In Section 2, we introduce a generic notion of group fairness and discuss the theory of optimal transport. Section 3 details the proposed statistical test for the simple fairness null hy-
We denote \( \delta(x) \) by \( \text{supp}(X) \), the support of the distribution of \( X \), in probability and convergence almost surely, respectively. The support of the distribution of \( X \) is represented by \( \text{supp}(X) \). We use \( [n] \) to denote the set \( \{1, 2, \ldots, n\} \) and \( \mathbb{R}_+^m \) to denote the positive orthant \( \{x \in \mathbb{R}_+^m : x \geq 0\} \). \( \delta(x,a,y) \) denotes a Dirac measure on a fixed point \( (x,a,y) \).

2. Problem Setup and Preliminaries

Throughout this paper we consider the classification settings in which the deterministic classifier \( C : \mathcal{X} \rightarrow \{0,1\} \) maps the input features from \( \mathcal{X} \subset \mathbb{R}^d \) to output labels in the set \( \mathcal{Y} = \{0,1\} \). Evaluation of fairness is considered with respect to a sensitive attribute \( A \) taking values in a finite set \( \mathcal{A} \). For simplicity, we consider \( \mathcal{A} = \{0,1\} \) where \( A = 1 \) can be taken to identify the reference group. The statistical test developed in this paper and the main results are applicable more generally to settings involving a non-binary sensitive attribute (or) multiple sensitive attributes. Most notions of group fairness are stated in terms of the joint distribution \( Q \) of \( (X, A, Y) \), where \( X \) is the vector of input features, \( A \) is the sensitive attribute, and \( Y \) is the class label of a random sample from the population.

2.1. Notions of Group Fairness

A general reference to fairness notions can be found in Makhoul et al. (2020, Table 14). The statistical notion of group fairness that we consider, encapsulated in Definition 1 below, is stated flexibly to include commonly used notions such as equal opportunity (Hardt et al., 2016), predictive equality (Corbett-Davies et al., 2017), equalized odds (Hardt et al., 2016), and statistical parity (Dwork et al., 2012), etc., as special cases. This flexibility is achieved by stating the definition in terms of a tuple \( (U, \phi) \), where \( U \) is a \( \mathbb{R}^m \)-valued random vector completely dependent on \( (A, Y) \) and \( \phi : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n \) is a function chosen to discern the differences in performance of the classifier across groups. We address \( (U, \phi) \) as the discerning tuple.

**Definition 1 (Generic notion of group fairness).** A classifier \( C : \mathcal{X} \rightarrow \{0,1\} \) is fair with respect to the discerning tuple \( (U, \phi) \) under a probability distribution \( Q \) if

\[
E_Q[C(X)\phi(U, E_Q[U])] = 0.
\]

Note that \( C(X) = I\{C(X) = 1\} \), and thus equation (1) can be seen as \( E_Q[I\{C(X) = 1\}\phi(U, E_Q[U])] = 0 \). At the first glance, equation (1) seems asymmetric as it only considers the positive prediction label \( C(X) = 1 \). However, it is easy to check that \( E_Q[I\{\phi(U, E_Q[U])\}] = 0 \) in all the group fairness notions in Examples 1 - 6. By taking the difference, we get the symmetric guarantee that \( E_Q[I\{C(X) = 0\}\phi(U, E_Q[U])] = 0 \).

Various useful notions of group fairness can be obtained by varying the choice of \( (U, \phi) \) as illustrated in Examples 1 - 6 below. We take \( A = \{0,1\} \) in Examples 3 - 4.

**Example 1 (Equal opportunity (Hardt et al., 2016)).** A classifier \( C : \mathcal{X} \rightarrow \{0,1\} \) satisfies the equal opportunity criterion relative to a distribution \( Q \) if

\[
Q(C(X) = 1|A = 1, Y = 1) - Q(C(X) = 1|A = 0, Y = 1) = 0.
\]

This criterion coincides with condition (1) with the choice \( U = [I_{(1,1)}(A,Y); I_{(0,1)}(A,Y)] \), where \( I_{(a,y)}(A,Y) \) denotes the indicator \( I(A = a, Y = y) \), and

\[
\phi : (U, E_Q[U]) \rightarrow \frac{U_1}{E_Q[U_1]} - \frac{U_2}{E_Q[U_2]}.
\]

**Example 2 (Predictive equality (Corbett-Davies et al., 2017)).** A classifier \( C : \mathcal{X} \rightarrow \{0,1\} \) satisfies the predictive equality criterion relative to a distribution \( Q \) if

\[
Q(C(X) = 1|A = 0, Y = 0) - Q(C(X) = 1|A = 1, Y = 0) = 0.
\]

This criterion coincides with condition (1) with the choice \( U = [I_{(1,0)}(A,Y); I_{(0,0)}(A,Y)] \) and \( \phi \) takes the same form as the function (2).

**Example 3 (Equalized odds (Hardt et al., 2016)).** A classifier \( C : \mathcal{X} \rightarrow \{0,1\} \) satisfies the equalized odds criterion relative to a distribution \( Q \) if it satisfies both equal opportunity and predictive equality criteria. This criterion coincides with condition (1) with \( U = [I_{(1,1)}(A,Y); I_{(0,1)}(A,Y); I_{(1,0)}(A,Y); I_{(0,0)}(A,Y)] \) and

\[
\phi : (U, E_Q[U]) \rightarrow \left[ \frac{U_1}{E_Q[U_1]} - \frac{U_2}{E_Q[U_2]} - \frac{U_3}{E_Q[U_3]} - \frac{U_4}{E_Q[U_4]} \right].
\]

**Example 4 (Statistical parity (Dwork et al., 2012)).** A classifier \( C : \mathcal{X} \rightarrow \{0,1\} \) satisfies the statistical parity criterion relative to a distribution \( Q \) if

\[
Q(C(X) = 1|A = 1) - Q(C(X) = 1|A = 0) = 0.
\]

This criterion coincides with condition (1) with the choice \( U = [I_{1}(A); I_{0}(A)] \) and \( \phi \) takes the same form as the function (2).

If the sensitive attribute takes multiple values or there are multiple sensitive attributes, we can still define the associated fairness notions, which correspond to different choices of \( (U, \phi) \).
Example 5 (Equal opportunity with a non-binary sensitive attribute). Let \( A = \{0, 1, 2, \ldots, k\} \). A classifier \( C : \mathcal{X} \to \{0, 1\} \) satisfies the equal opportunity criterion relative to a probability measure \( Q \) if
\[
Q(C(X) = 1 | A = t, Y = 1) = Q(C(X) = 1 | A = 0, Y = 1) \quad \forall t \in A \setminus \{0\}.
\]
This criterion coincides with condition (I) with the choice \( U = \{I_{(0,1)}(A, Y), \ldots, I_{(k,1)}(A, Y)\} \) and \( \phi = (\phi_1, \phi_2, \ldots, \phi_t) \) with
\[
\phi_t : (U, \mathbb{E}_Q[U]) \mapsto \frac{U_t}{\mathbb{E}_Q[U_t]} - \frac{U_1}{\mathbb{E}_Q[U_1]} = U_t - U_1 \quad \forall t \in A \setminus \{0\}.
\]

Example 6 (Equal opportunity with multiple sensitive attributes). Suppose we have \( K \) sensitive attributes, \( A_1, A_2, \ldots, A_K \), all taking values in a superset \( A \). A classifier \( C : \mathcal{X} \to \{0, 1\} \) satisfies the equal opportunity criterion relative to a probability measure \( Q \) if
\[
Q(C(X) = 1 | A_k = 1, Y = 1) = Q(C(X) = 1 | A_k = 0, Y = 1) \quad \forall t \in [K].
\]
This criterion coincides with condition (I) with the choice \( U_t = I_{(1,1)}(A_t, Y) \) and \( U_t, U_{t+K} = I_{(0,1)}(A_t, Y) \) \( \forall t \in [K] \) and \( \phi = (\phi_1, \phi_2, \ldots, \phi_t) \) with
\[
\phi_t : (U, \mathbb{E}_Q[U]) \mapsto \frac{U_t}{\mathbb{E}_Q[U_t]} - \frac{U_{t+K}}{\mathbb{E}_Q[U_{t+K}]} = U_t - U_{t+K} \quad \forall t \in [K].
\]

2.2. Optimal Transport and the Wasserstein Distance

We next introduce the notion of optimal transport costs, of which Wasserstein distances is a special case. Let \( P(Z) \) denote the set of all probability distributions on \( Z = \mathcal{X} \times \mathcal{A} \times \mathcal{Y} \).

Definition 2 (Optimal transport costs, Wasserstein distances). Given a lower semicontinuous function \( c : Z \times Z \to [0, \infty] \), the optimal transportation cost \( W_c(Q_1, Q_2) \) between any two distributions \( Q_1, Q_2 \in P(Z) \) is given by,
\[
W_c(Q_1, Q_2) = \min_{\pi \in \Pi(Q_1, Q_2)} \mathbb{E}_\pi [c(Z, Z')] = \min_{\pi \in \Pi(Q_1, Q_2)} \mathbb{E}_{\pi} [c(Z, Z')],
\]
where \( \Pi(Q_1, Q_2) \) is the set of all joint distributions of \( (Z, Z') \) such that the law of \( Z = (X, A, Y) \) is \( Q_1 \) and that of \( Z' = (X', A', Y') \) is \( Q_2 \).

If \( c(\cdot, \cdot) \) is a metric on \( Z \), then \( W_c(\cdot, \cdot) \) is the type-1 Wasserstein distance; see Villani (2008) Chapter 6). The quantity \( W_c(Q_1, Q_2) \) can be interpreted as the least transportation cost incurred in transporting mass from \( Q_1 \) to \( Q_2 \), when the cost of transporting unit mass from location \( z \in Z \) to location \( z' \in Z \) is given by \( c(z, z') \).

Throughout the paper, we assume that the function \( c \) is decomposable as
\[
c((x, a, y), (x', a', y')) = \bar{c}(x, x') + \infty \cdot |a - a'| + \infty \cdot |y - y'|,
\]
for some \( \bar{c} : \mathcal{X} \times \mathcal{X} \to [0, \infty] \) satisfying (i) \( \bar{c}(x, x') = 0 \) if and only if \( x = x' \) and (ii) \( \bar{c}(x, x') = \bar{c}(x', x) \) for all \( x, x' \in \mathcal{X} \). In the above expression, we interpret \( \infty \cdot 0 = 0 \).

Examples of \( \bar{c}(\cdot, \cdot) \) that are useful in our context include
\[
\bar{c}(x, x') = \|x - x'\|,
\]
and also
\[
\bar{c}(x, x') = k(x, x) - 2k(x, x') + k(x', x'),
\]
where \( k : \mathcal{X} \times \mathcal{X} \to \mathbb{R} \) is a suitable reproducing kernel. Another useful example of \( \bar{c}(\cdot, \cdot) \) is specified in terms of the discrete metric suitable for use in the presence of discrete categorical features: Suppose that the feature vector \( X = (X_D, X_C) \), with \( X_D \) denoting the set of discrete features taking values in a countable set \( D \subset \mathbb{R}^{d_1} \) and \( X_C \) denoting the set of continuous features taking values in \( \mathbb{R}^{d_2} \). We have \( d_1 + d_2 = d \). In this instance, it is feasible to restrict the transportation to elements in \( D \times \mathbb{R}^{d_2} \) by considering
\[
\bar{c}((x_D, x_C), (x_D', x_C')) = \|x_C - x_C'| + \delta I\{\{x_D, x_D'\} \subset D, x_D \neq x_D'\} + \infty \cdot I\{\{x_D, x_D'\} \not\subset D, x_D \neq x_D'\},
\]
for some \( \delta > 0 \). Further, we allow the cost function to be dependent on the sensitive attribute. Following the same line, Hur et al. (2021) recently demonstrates a test power gain by tuning properly a sensitive-attribute-dependent transportation cost function.

3. Test For Simple Null Hypothesis via Optimal Transport

Recall that \( P(Z) \) denotes the set of all probability distributions on \( Z = \mathcal{X} \times \mathcal{A} \times \mathcal{Y} \). Let
\[
\mathcal{F} = \{Q \in P(Z) : \mathbb{E}_Q[C(X)\phi(U, \mathbb{E}_Q[U])] = 0\}
\]
be the collection of distributions under which the classifier \( C(\cdot) \) is fair, as deemed by Definition [I]. Given \( N \) independent samples \( \{x_i, a_i, y_i\}_{i=1}^N \) from a distribution \( P \) of \( (X, A, Y) \), we are interested in the statistical test with the hypotheses
\[
\mathcal{H}_0 : P \in \mathcal{F} \quad \text{against} \quad \mathcal{H}_1 : P \not\in \mathcal{F}.
\]
With the null hypothesis \( H_0 \) being that the classifier \( C(\cdot) \) is fair, our statistical test will detect the failure of \( C(\cdot) \) in meeting the fairness criterion (in Definition 1) under the data generating distribution. To develop a suitable test statistic, let \( \hat{P}_N = N^{-1} \sum_{i=1}^N \delta_{(x_i, a_i, y_i)} \) denote the empirical measure of the samples obtained from a distribution \( P \in P(Z) \). We define the projection of \( \hat{P}_N \) onto \( F \) as

\[
P(\hat{P}_N) \triangleq \inf_{Q \in F} W_1(Q, \hat{P}_N)
\]

where \( W_1 \) is the transportation cost (3b) and \( Q \) is a probability measure. Naturally, one may study the above linear program by considering its dual formulation. Define the following function

\[
D(\hat{P}_N) \triangleq \max_{\gamma \in \mathbb{R}^m} \left\{ \frac{1}{N} \sum_{i=1}^N \gamma_i \Phi(x_i, \hat{P}_N[U])C(x_i) + \langle d(x_i) + [1 - 2C(x_i)], \gamma \rangle \Phi(x_i, \hat{P}_N[U]) \right\}
\]

where recall the notation that \( (x)^- = \min\{x, 0\} \). Strong duality of linear programming asserts that \( P(\hat{P}_N) \) and \( D(\hat{P}_N) \) are dual to each other.

**Proposition 2** (Strong duality). Strong duality holds, i.e., \( P(\hat{P}_N) = D(\hat{P}_N) \).

### 3.2. Asymptotic Behavior of the Projection Distance

The goal of this subsection is to study the limiting behavior of the projection distance \( P(\hat{P}_N) \) as the sample size \( N \) increases. Proposition 2 implies that it is sufficient to examine the asymptotic behavior of \( D(\hat{P}_N) \). To present the regularity assumptions under which the limiting behavior can be unravelled, we set \( \mu = \mathbb{E}_P[U] \) and define \( \Phi \) as

\[
\Phi : \mathcal{X} \to \mathbb{R}, \quad \Phi(X) = (2C(X) - 1)d(X).
\]

**Assumption 1** (Continuous density and derivatives). There exists \( \eta > 0 \) such that the below conditions are satisfied:

a) The probability distribution of \( \Phi(X) \) has a positive continuous density \( f(\cdot) \) in the interval \( (-v, v) \), i.e., \( \mathbb{P}(\Phi(X) \in [v, u]) = \int_{-v}^u f(\nu) d\nu \) for \( u \in (-v, v) \).

b) For every \( u \in \text{supp}(U) \), the function \( \phi(u, z) \) has a continuous derivative (Jacobian matrix) \( \phi_u(z) \) in the neighborhood \( z \) satisfying \( \| z - \mu \| < v \). In addition, \( \Sigma_1 \triangleq \mathbb{E}_P[\phi(U, \mu)\phi(U, \mu)^T]d(X) = 0 \) \( > 0 \).

**Assumption 2** (Continuous conditional probability). For the case where \( \text{supp}(U) \) is a finite set, the conditional probability \( \mathbb{P}(U = u \mid \Phi(X) = t) \) is continuous around \( t = 0 \) for every \( u \in \text{supp}(U) \).

We are now ready to state the main result of this section concerning the asymptotic behavior of the projection distance.
Theorem 1 (Limit theorem for $\mathcal{D}(\hat{p}^N)$). Suppose that \{X_1, U_1\}, ..., \{X_n, U_n\} are independently obtained from the distribution $\mathbb{P}$ and that Assumptions 1 and 2 are satisfied. Then under the null hypothesis $H_0$,

$$N \times \mathcal{D}(\hat{p}^N) \Rightarrow \max_{\gamma \in \mathbb{R}^n} \left\{ \gamma^T V - \frac{1}{2} \gamma^T S \gamma \right\} = \frac{1}{2} V^T S^{-1} V,$$

where $S = f(0)\Sigma_1$, $V \sim N(0, \Sigma)$, $\Sigma$ is the covariance matrix of $\phi(U, \mu)C(X) + \mathbb{E}_\mathbb{P} [\phi(U, \mu)C(X)]$, $U$, and $\Rightarrow$ denotes the convergence in distribution.

The finite cardinality of the outcome space of $U$ in Assumption 2 is not restrictive: Theorem 1 still holds under infinite cardinality under an equivalent assumption. Details can be found in Appendix A. For the fairness notions in Examples 1-4, we report in Corollary 1 below the specific closed-form limit distributions obtained from Theorem 1.

Corollary 1. Suppose that $\phi(U, \mu) = \frac{U_1}{\mu_1} - \frac{U_2}{\mu_2}$ with $U_1, U_2$ satisfying $U_1 U_2 = 0$ (with probability 1), as in Examples 1, 2 and 4. Then we have the limiting distribution,

$$V^T S^{-1} V/2 = \frac{\sigma^2 \chi^2(1)}{2f(0) (\mu_2^2 \mathbb{E}_\mathbb{P}[U_1|d(X) = 0] + \mu_1^2 \mathbb{E}_\mathbb{P}[U_2|d(X) = 0])},$$

where $\chi^2(1)$ is a chi-squared distribution with one degree of freedom and

$$\sigma^2 = \text{var} \{C(X) (\mu_2 U_1 - \mu_1 U_2) + U_2 \mathbb{E}_\mathbb{P} [U_1 C(X)] - U_1 \mathbb{E}_\mathbb{P} [U_2 C(X)] \}.$$

For Example 3, we have

$$V^T S^{-1} V/2 = \frac{\sigma_1^2 \chi_1^2(1)}{2f(0) (\mu_2^2 \mathbb{E}_\mathbb{P}[U_1|d(X) = 0] + \mu_1^2 \mathbb{E}_\mathbb{P}[U_2|d(X) = 0])} + \frac{\sigma_2^2 \chi_2^2(1)}{2f(0) (\mu_2^2 \mathbb{E}_\mathbb{P}[U_1|d(X) = 0] + \mu_1^2 \mathbb{E}_\mathbb{P}[U_2|d(X) = 0])},$$

where $\chi_1^2(1)$ and $\chi_2^2(1)$ are two independent chi-squared distributions with one degree of freedom and

$$\sigma_1^2 = \text{var} \{C(X) (\mu_2 U_1 - \mu_1 U_2) + U_2 \mathbb{E}_\mathbb{P} [U_1 C(X)] - U_1 \mathbb{E}_\mathbb{P} [U_2 C(X)] \},$$

$$\sigma_2^2 = \text{var} \{C(X) (\mu_4 U_3 - \mu_3 U_4) + U_4 \mathbb{E}_\mathbb{P} [U_3 C(X)] - U_3 \mathbb{E}_\mathbb{P} [U_4 C(X)] \}.$$

Assumption 1 is satisfied for a broad class of classification models interesting in practice. Lemma 1 below identifies that Assumption 1 is satisfied even if there are some discrete features.

Lemma 1. Suppose that $X = (X_D, X_C)$, where $X_D$ takes values in a finite subset $\mathbb{D} \subset \mathbb{R}^d$, $d = d_1 + d_2$ and $X_C$ is an $\mathbb{R}^{d_2}$-valued random vector whose conditional distribution $X_C | X_D = x$ has a density positive in $\mathbb{R}^{d_2}$ for every $x \in \mathbb{D}$. Let the cost function $\bar{c}(\cdot)$ be given by $\{a_1, a_2\}$. Further, if the classifier is written as $C(X) = \mathbb{I}(\theta^T X) \geq \tau$ where $\ell(\cdot)$ is a continuous and increasing function with $\lim_{x \to -\infty} \ell(x) > \tau > \lim_{x \to -\infty} \ell(x)$ and $\theta = (\theta_D, \theta_C)$ with $\theta_C \neq 0$, we have that Assumption 1 is satisfied.

With $\mathcal{D}(\hat{p}^N) = \mathcal{D}(\hat{p}^N)$ as in Proposition 2, Theorem 1 reveals that one can use $s_N = N \times \mathcal{P}(\hat{p}^N)$ as a test statistic to reject $H_0$. In particular, for a prespecified significance level $\alpha \in (0, 1)$, let $\eta_{1-\alpha}$ denote the $(1 - \alpha) \times 100\%$ quantile of the generalized chi-squared distribution given by the law of $V^T S^{-1} V/2$. Specific computation and estimation procedures required to compute the statistic $s_N$ and the quantile $\eta_{1-\alpha}$ are discussed in Section 5.

3.3. The Structure of the Wasserstein Projection

In this subsection, we characterize the projection measure $Q$ and provide a heuristic justification for the convergence rate of Theorem 1. Note that the proof of Proposition 1 also leads to an $\varepsilon$-optimizer sequence for (5).

Proposition 3 ($\varepsilon$-optimizer). Suppose $d(x_i) < +\infty$ for every $i \in [N]$. Let $x_i^* \in \mathbb{D}$ be an $\varepsilon$-optimizer obtained by solving (6) with $x = x_i$, for $i \in [N]$. Let $\{p_i^*\}_{i=1}^N$ be an optimal solution of the problem $Q^\varepsilon$. Then, the measure

$$Q^\varepsilon \triangleq \frac{1}{N} \sum_{i=1}^N (1 - p_i^*) \delta_{(x_i, a_i, y_i)} + p_i^* \delta_{(x_i^*, a_i, y_i)}$$

is an $\varepsilon$-optimizer of the problem $Q$.

Proposition 3 indicates in the optimal transportation plan, the transporter moves mass from $x_i$ to $x_i^*$ whenever $p_i^* \neq 0$. Since the optimal solution of a linear programming problem occurs at corner points, most of $p_i^*$ should be either zero or one. Further, the proof of Theorem 1 shows that the number of non-zero values in $\{p_i^*\}_{i=1}^N$ is of the order $O_p(N^{1/2})$ and for each non-zero $p_i^*$, the moving distance $d(x_i)$ is of the order $O_p(N^{-1/2})$ under the null hypothesis. Therefore, $\mathcal{D}(\hat{p}^N)$ is of the order $O_p(N^{-1})$. This statistical phenomenon is due to the discontinuity of the estimating function $C(X) = \phi(U, \mathbb{E}_\mathbb{Q}[U])$ in $X$, where the transporter is able to make a small amount of probability mass, but the move results in a significant change of the value for the estimating function around the discontinuity region. The $O_p(N^{-1})$ convergence rate is in contrast to the rate in Blanchet et al. (2019), Taskesen et al. (2021) and Cisneros-Velarde et al. (2020), where the estimating function is assumed to be continuous. For the continuous estimating function, it is optimal to move every point $O_p(N^{-1/2})$ distances, which results in a $O_p(N^{-1/2})$ convergence rate.
Therefore, let us emphasize again the key qualitative difference between our contributions and those of Taskesen et al. (2021). A statistical noise gives the empirical appearance of unfairness in two ways: (A) small statistical fluctuations around all data points; (B) a small sub-population with large outcome fluctuations around the decision boundary. Taskesen et al. (2021) studied scenario (A) and our paper studies scenario (B).

4. Test For Composite Null Hypothesis via Optimal Transport

In settings where the notion of exact group fairness becomes restrictive or unattainable, it becomes attractive to test whether the deviation from fairness, if any, from a given group’s viewpoint is not more than a prespecified small extent. The question of verifying \( \epsilon \)-fairness, from an one-sided perspective, can be similarly formulated as follows. Following Section 3, we define

\[
\mathcal{F}_\epsilon = \{Q : \mathbb{E}_Q[C(X)\phi(U, \mathbb{E}_Q[U])] \leq \epsilon\},
\]

where \( \epsilon \in \mathbb{R}_+^\alpha \) is a tolerance level prespecified by the fairness auditor. We are interested in the statistical test with the hypotheses

\[
H_0 : \mathbb{P} \in \mathcal{F}_\epsilon \quad \text{against} \quad H_1 : \mathbb{P} \not\in \mathcal{F}_\epsilon.
\]

A suitable statistical test for this formulation will serve the purpose of detecting failure of \( C(\cdot) \) in meeting the one-sided fairness condition within an \( \epsilon \) tolerance. Similar to Problem 5, we define the projection of \( \hat{\mathbb{P}}^N \) onto \( \mathcal{F}_\epsilon \) as

\[
\mathcal{P}_\epsilon(\hat{\mathbb{P}}^N) \triangleq \inf_{W_{\epsilon}(Q, \hat{\mathbb{P}}^N)} \mathbb{E}_Q[C(X)\phi(U, \mathbb{E}_Q[U])] \leq \epsilon.
\]

4.1. Linear Programming Formulation for Projection

Proposition 4 (Primal reformulation). The projection distance \( \mathcal{P}_\epsilon(\hat{\mathbb{P}}^N) \) is equal to the optimal value of a linear program. More specifically, we have

\[
\mathcal{P}_\epsilon(\hat{\mathbb{P}}^N) = \min_p \frac{1}{N} \sum_{i \in [N]} p_i d(x_i)
\]

s.t.

\[
\sum_{i \in [N]} p_i = 1, \quad p_i \in [0, 1]^N
\]

As in Section 3, \( \mathcal{P}_\epsilon(\hat{\mathbb{P}}^N) \) is amenable to be studied via the respective dual function,

\[
\mathcal{D}_\epsilon(\hat{\mathbb{P}}^N) \triangleq \max_{\gamma \in \mathbb{R}_+^\alpha} \gamma^T \epsilon + \frac{1}{N} \sum_{i \in [N]} \left\{ \gamma^T \phi(u_i, \mathbb{E}_{\mathbb{P}^N}[U]) \mathcal{C}(x_i)
\]

\[
+ \left( d(x_i) + (1 - 2\mathcal{C}(x_i)) \gamma^T \phi(u_i, \mathbb{E}_{\mathbb{P}^N}[U]) \right) \right\}.
\]

Proposition 5 (Strong duality). Strong duality holds, i.e., \( \mathcal{P}_\epsilon(\hat{\mathbb{P}}^N) = \mathcal{D}_\epsilon(\hat{\mathbb{P}}^N) \).

4.2. Asymptotic Behavior of the Projection Distance

We next study the limit of \( \mathcal{D}_\epsilon(\hat{\mathbb{P}}^N) \) as the sample size \( N \) tends to infinity. In order to state the theorem, let us introduce notation for asymptotic stochastic ordering. We say that a sequence of random elements \( \{A_n\}_{n \geq 1} \) satisfies \( A_n \lesssim_D B \) if for every continuous and bounded non-decreasing function \( g \),

\[
\limsup_{n \to \infty} \mathbb{E}[g(A_n)] \leq \mathbb{E}[g(B)].
\]

Theorem 2. Suppose that \( \{X_1, U_1\}, \ldots, \{X_n, U_n\} \) are independently obtained from the distribution \( \mathbb{P} \) and that Assumptions 1 and 2 are satisfied. Then under the null hypothesis \( H_0 \),

\[
N \times \mathcal{D}_\epsilon(\hat{\mathbb{P}}^N) \lesssim_D \max_{\gamma \in \mathbb{R}_+^\alpha} \left\{ \gamma^T V - \frac{1}{2} \gamma^T S \gamma \right\},
\]

where \( S = f(0)\Sigma, V \sim \mathcal{N}(0, \Sigma), \) and \( \Sigma \) is the covariance of \( \phi(U, \mu)C(X) + \mathbb{E}_\mathbb{P} [\phi(U, \mu)C(X)] U \). In particular, if \( \phi(U, \mu) \) is one-dimensional \( (m = 1) \), we have

\[
\max_{\gamma \in \mathbb{R}_+^\alpha} \left\{ \gamma^T V - \frac{1}{2} \gamma^T S \gamma \right\} = \frac{1}{2} S^{-1} V^2 \mathbb{1}(V \geq 0).
\]

With \( \mathcal{P}_\epsilon(\hat{\mathbb{P}}^N) = \mathcal{D}_\epsilon(\hat{\mathbb{P}}^N) \) as in Proposition 5, Theorem 2 reveals that one can use \( s_\alpha(\epsilon) \triangleq N \times \mathcal{P}_\epsilon(\hat{\mathbb{P}}^N) \) as a test statistic to reject \( H_0 \) and \( \eta_{1-\alpha} \), defined by the \( (1 - \alpha) \times 100\% \) quantile of the right hand side bounding variable in (10), as a threshold. We then follow the same hypothesis testing procedure defined in Section 3. Since Theorem 2 only provides a stochastic upper-bound, we actually use a conservative quantile and the type I error is less than or equal to the desired significance level \( \alpha \) asymptotically.

5. Computation and Estimation Procedures

5.1. Computation of the Test Statistic

Based on Proposition 4, we propose a sorting-based algorithm for computing \( \mathcal{P}(\hat{\mathbb{P}}^N) \) for one-dimensional \( \phi(\cdot) \) (that is, \( m = 1 \)). The steps involve transporting points which are close to the decision boundary and have significant contributions towards improving fairness if prediction labels.
are flipped. The exact steps are described in Algorithm 1. Note that the algorithm requires only information on \( \{C(x_i), d(x_i) : i \in [N]\} \), instead of the whole functional structure of the classifier \( C \).

Algorithm 1 Computing \( \mathcal{P}(\hat{\mathbb{P}}^N) \) for one-dimensional \( \phi(x) \)

1. **Input:** Data \( \{d(x_i), C(x_i), \phi(u_i, \mathbb{E}_{\hat{\mathbb{P}}^N}[U])\}_{i=1}^N \).
2. **Output:** the optimal value \( \mathcal{P}(\hat{\mathbb{P}}^N) \).
3. Let \( s \leftarrow \sum_{i \in [N]} C(x_i) \phi(u_i, \mathbb{E}_{\hat{\mathbb{P}}^N}[U]) \);
4. For \( i \in [N] \), compute
   \[
   t_i \leftarrow d(x_i)^{-1}(1 - 2C(x_i))\phi(u_i, \mathbb{E}_{\hat{\mathbb{P}}^N}[U])\text{sgn}(s);
   \]
5. Sort \( t_1, \ldots, t_N \) in descending order, where \( t_{(i)} \) denotes the \( i \)-th largest one and let \( d_{(i)} \) be the corresponding distance;
6. Initialize \( V = 0 \) and let \( s \leftarrow |s| \);
7. for \( i = 1 \) to \( T \) do
8. if \( t_{(i)}d_{(i)} < s \) then
9. \( s \leftarrow s - t_{(i)}d_{(i)} \) and \( V \leftarrow V + d_{(i)} \);
else
10. \( V \leftarrow V + t_{(i)}s \) and break;
12. end if
13. end for
14. Output \( \mathcal{P}(\hat{\mathbb{P}}^N) \leftarrow V/N \).

With the output \( \mathcal{P}(\hat{\mathbb{P}}^N) \) returned by Algorithm 1, computation of the test statistic \( s_N = N \times \mathcal{P}(\hat{\mathbb{P}}^N) \) is immediate. To obtain \( \mathcal{P}_C(\hat{\mathbb{P}}^N) \) similarly, one may modify Line 3 in Algorithm 1 as in

\[
\hat{S} \leftarrow \left( \sum_{i \in [N]} C(x_i) \phi(u_i, \mathbb{E}_{\hat{\mathbb{P}}^N}[U]) - N\epsilon \right)^+.
\]

With \( \text{sgn}(0) = 0 \) assigning \( t_i = 0 \) for all \( i \in [N] \) in Step 4, we take \( 0/0 = 0 \) in Line 11 in Algorithm 1 in order to obtain \( \mathcal{P}_C(\hat{\mathbb{P}}^N) \). It is easy to see that the time complexity of Algorithm 1 is the same as the time complexity of the sorting algorithm, which is generally \( O(N \log N) \). For instances where \( m > 1 \), one may solve either problem (7) or problem (9) with a standard linear program solver to obtain the respective values \( \mathcal{P}(\hat{\mathbb{P}}^N) \) or \( \mathcal{P}_C(\hat{\mathbb{P}}^N) \), which is also solvable in polynomial time. Therefore, our hypothesis test is more computationally efficient than the test proposed in [Taskesen et al. (2021)], which requires solving a non-convex optimization problem.

### 5.2. Computations of the Quantile of the Limiting Distributions

We use the conditional density estimator and the Nadaraya-Watson estimator [Tsybakov (2008), Section 1] to estimate \( f(0) \) and \( \Sigma_1 \), i.e.,

\[
\hat{f}(0) = \frac{1}{Nh} \sum_{i \in [N]} K\left( \frac{\Phi(x_i)}{h} \right), \quad \text{and}
\]

\[
\hat{\Sigma}_1 = \frac{1}{Nh} \sum_{i \in [N]} K\left( \frac{\Phi(x_i)}{h} \right)\phi\left( u_i, \mathbb{E}_{\hat{\mathbb{P}}^N}[U] \right) \phi\left( u_i, \mathbb{E}_{\hat{\mathbb{P}}^N}[U] \right)^\top,
\]

where \( h > 0 \) is the bandwidth parameter, and \( K(\cdot) \) is a kernel function that is symmetric and integrates to one. By combining the above two estimates, an empirical estimate for \( S \), denoted by \( \hat{S} \) is computed via,

\[
\frac{1}{Nh} \sum_{i \in [N]} K\left( \frac{\Phi(x_i)}{h} \right) \phi\left( u_i, \mathbb{E}_{\hat{\mathbb{P}}^N}[U] \right) \phi\left( u_i, \mathbb{E}_{\hat{\mathbb{P}}^N}[U] \right)^\top.
\]

Under some mild conditions, by choosing \( h = O(N^{-1/5}) \), we have \( \|S - \bar{S}\| = O(N^{-2/5}) \); see, for example, Härdle (1990, Theorem 4.2.1) and Tsybakov (2008, Proposition 1.7). By combining the empirical covariance estimator for \( \Sigma \), we obtain a quantile estimate \( \hat{\eta}_{1-\alpha} \).

### 6. Numerical Experiments

Our experiments use the following three datasets: Arrhythmia (Dua & Graff, 2017), COMPAS (MultiMedia LLC, 2016) and Drug (Fehrman et al., 2017). The details of the datasets are provided in Appendix B.2.

In the first experiment, we test the fairness of the Tikhonov-regularized logistic and SVM classifiers by the equal opportunity criterion. We randomly split 70%-30% of the data as a train-test set. Figure 1 reports the test statistics, fairness rejection threshold, and the accuracy of the classifier. Figure 1(a) shows the result of regularized logistics classifier in COMPAS dataset, while Figure 1(b) shows the result of SVM classifier in the Drug dataset. We observe that a strong regularization only reduces the test statistics very mildly, and the Wasserstein projection tests suggest we reject the fair null hypothesis even when the regularization power is sufficiently large, which presents a different phenomenon from the probabilistic fairness test results shown in [Taskesen et al. (2021)]. We here provide a heuristic explanation for this difference. Consider a logistic classifier \( C(x) = \mathbb{I}(1/(1 + \exp(-\theta^\top x)) \geq 0.5) \), since regularization usually induces shrinkage, the regularized classifier could be approximated by \( C_\varepsilon(x) = \mathbb{I}(1/(1 + \exp(-\varepsilon\theta^\top x)) \geq 0.5) \), and large regularization power corresponds to small \( \varepsilon \). Note that \( C_\varepsilon(x) = C(x) \) no matter how small \( \varepsilon > 0 \) is. However, for the probabilistic notion, \( C_\varepsilon \) will output approximately equal probabilities for both labels, which tends to be probabilistic fair when \( \varepsilon \) is very
small. The experiment thus demonstrates probabilistic fairness does not imply the exact fairness in general.

In the second experiment, we compare a fair algorithm proposed in Donini et al. (2018) with a naive SVM classifier (parametrized by the ridge regularization λ) in three datasets: Arrhythmia, COMPAS and Drug. We randomly split 70%-30% of the data as a train-test set and we replicate this procedure 1,000 times. We will test the fairness in terms of the equal opportunity and equalized odds criteria, and for the equal opportunity criteria, we will further show results using Welch’s test (Welch’s test is not applicable for multi-dimensional equalized odds criteria). Tables 1 and 2 show a rejection percentage of the naive SVM and the method in Donini et al. (2018) at the significance level α = 0.05 in those 1,000 replications using our test according to the equal opportunity and equalized odds criteria, respectively. Table 3 shows the test results using Welch’s test according to the equal opportunity criterion. Our test results demonstrate that the method in Donini et al. (2018) has a significantly lower rejection rate, which means it is substantially more fair than the naive method.

More experiments are conducted in Appendix B.1 to empirically validate the convergence result in Theorem 1 and our proposed hypothesis test method.
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